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Abstract

Automating legal document drafting can signifi-
cantly enhance efficiency, reduce manual effort,
and streamline legal workflows. While prior
research has explored tasks such as judgment
prediction and case summarization, the struc-
tured generation of private legal documents
in the Indian legal domain remains largely
unaddressed. To bridge this gap, we intro-
duce VidhikDastaavej, a novel, anonymized
dataset of private legal documents, and de-
velop NyayaShilp, a fine-tuned legal docu-
ment generation model specifically adapted
to Indian legal texts. We propose a Model-
Agnostic Wrapper (MAW), a two-step frame-
work that first generates structured section ti-
tles and then iteratively produces content while
leveraging retrieval-based mechanisms to en-
sure coherence and factual accuracy. We bench-
mark multiple open-source large language mod-
els (LLMs), including instruction-tuned and
domain-adapted versions, alongside proprietary
models for comparison. Our findings indicate
that while direct fine-tuning on small datasets
does not always yield improvements, our struc-
tured wrapper significantly enhances coher-
ence, factual adherence, and overall document
quality while mitigating hallucinations. To
ensure real-world applicability, we develop a
Human-in-the-Loop (HITL) Document Gener-
ation System, an interactive user interface that
enables users to specify document types, refine
section details, and generate structured legal
drafts. This tool allows legal professionals and
researchers to generate, validate, and refine Al-
generated legal documents efficiently. Exten-
sive evaluations, including expert assessments,
confirm that our framework achieves high relia-
bility in structured legal drafting. This research
establishes a scalable and adaptable foundation
for Al-assisted legal drafting in India, offering
an effective approach to structured legal docu-
ment generation.

1 Introduction

Automating legal document generation can signifi-
cantly improve efficiency and accessibility in legal
workflows. While Large Language Models (LLMs)
have been widely used for legal tasks such as judg-
ment prediction, case summarization, and retrieval,
their application to private legal document gener-
ation remains underexplored, particularly in the
Indian legal domain. The primary challenge lies
in the confidentiality of private legal documents,
which limits publicly available training data.

To address this, we introduce
VidhikDastaavej, a novel anonymized dataset
of private legal documents, collected in col-
laboration with Indian legal firms. The name
VidhikDastaavej is derived from the Hindi words
"Vidhik" (legal) and "Dastaavej" (documents),
reflecting its focus on legal document automation.
This dataset serves as a valuable resource for
training and evaluating structured legal text
generation models, while ensuring compliance
with ethical and privacy standards.

We propose a Model-Agnostic Wrapper (MAW)
framework that structures legal document gener-
ation in two phases: section title generation, fol-
lowed by section-wise content generation. This
structured approach enhances coherence, con-
sistency, and factual accuracy, addressing key
challenges in long-form text generation. Since
VidhikDastaavej is relatively small due to the
private nature of legal documents, our primary goal
is to evaluate the effectiveness of this structured
generation approach rather than relying solely on
data volume.

To further improve legal text generation, we de-
velop NyayaShilp, a domain-adapted model fine-
tuned on Indian legal texts. The name NyayaShilp
is derived from "Nyaya" (justice) and "Shilp"
(craftsmanship), emphasizing its ability to craft
structured and legally sound documents. The



model undergoes two-stage training: (1) Contin-
ued pretraining on publicly available Indian le-
gal corpora, such as case laws, to inject domain-
specific knowledge, and (2) Supervised fine-tuning
on VidhikDastaavej to specialize in private legal
document generation. We benchmark NyayaShilp
against both open-source and proprietary LLMs.

For rigorous evaluation, we introduce expert-
based assessment, where legal professionals review
generated documents based on factual accuracy
(adherence to legal instructions) and completeness
and comprehensiveness (coverage of all essential
details) between (Irrelevant) 1-10 (Relevant) Likert
scale. This ensures a robust evaluation beyond
standard lexical and semantic metrics, addressing
the complexity of legal drafting.

Additionally, we provide an interactive Human-
in-the-Loop (HITL) Document Generation Sys-
tem, enabling users to input document types, cus-
tomize sections, and generate structured legal
drafts. To enhance reproducibility, we have made
the VidhikDastaavej dataset, model codes, and
user interface accessible via an anonymous repos-
itory!. Reviewers can install and run the system
locally for validation. After acceptance, we will
release the tool publicly with privacy, security, and
copyright considerations to facilitate general use.

To the best of our knowledge, this is the first
work in the Indian legal domain focusing on auto-
mated private legal document generation. Our key
contributions include:

1. VidhikDastaavej Dataset: A novel,
anonymized dataset of private legal docu-
ments for structured legal text generation.

2. NyayaShilp Model: A domain-adapted LLM
fine-tuned on Indian legal corpora and private
legal documents.

3. Model-Agnostic Wrapper: A structured frame-
work ensuring coherence, consistency, and fac-
tual accuracy in generated legal drafts.

4. Expert-Based Evaluation Metrics: Introduction
of structured legal evaluation focusing on fac-
tual accuracy and completeness.

5. Human-in-the-Loop System: A user-friendly in-
terface for structured legal document generation,
supporting practical legal workflows.

This research lays the foundation for Al-assisted
legal drafting in India, modernizing legal work-
flows while ensuring accuracy, consistency, and
legal compliance.
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2 Related Work

Al and NLP have made significant advancements in
the legal domain, particularly in judgment predic-
tion, case summarization, semantic segmentation,
legal Named Entity Recognition (NER), and case
retrieval (Chalkidis et al., 2020). In India, research
efforts have primarily focused on public legal judg-
ment cases, emphasizing explainability, retrieval,
and reasoning to enhance judicial transparency and
interpretability.

Several datasets have been developed to sup-
port Al applications in the Indian legal domain.
The Indian Legal Documents Corpus (ILDC) (Ma-
lik et al., 2021) and PredEx (Nigam et al., 2024)
provide large-scale datasets for judgment predic-
tion with explanations. These datasets facilitate
training transformer-based models to enhance ex-
plainability and decision support systems for In-
dian legal texts (Nigam et al., 2022; Malik et al.,
2022; Nigam et al., 2023). Additionally, research
on segmenting legal documents into distinct func-
tional parts has been explored (Savelka and Ashley,
2018), along with semi-supervised approaches for
distinguishing factual from non-factual sentences
using fastText classifiers (Nejadgholi et al., 2017).
Significant progress has been made in rhetorical
role labeling for Indian legal texts. Prior work
has proposed models such as CRF-BiLSTM (Bhat-
tacharya et al., 2019) and the MTL framework for
the classification of legal sections (Malik et al.,
2022). Recent advancements include the HiCuLR
framework, which employs hierarchical curricu-
lum learning for rhetorical role labeling (Santosh
et al., 2024). Furthermore, large annotated datasets
have been used in legal NER tasks, helping to ex-
tract named entities from Indian case laws (Vats
et al., 2023). Several studies have explored the
adaptability of large-scale pretrained models such
as GPT-3.5 Turbo, LLaMA-2, and Legal-BERT for
Indian legal applications (Chalkidis et al., 2020).

Despite these advancements in legal text process-
ing and retrieval, the automation of private legal
document drafting remains largely unexplored in
the Indian context. While previous research has
focused on processing and analyzing legal judg-
ments, little work has been done on Al-driven
generation of legal drafts. In other legal sys-
tems, various methodologies have been explored,
including controlled natural language and template-
based drafting (Tateishi et al., 2019), Al-assisted
word segmentation for legal contracts (Tong et al.,
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2022), text style transfer for legal document gener-
ation (Li et al., 2021), and knowledge graph-based
approaches to improve document structure and co-
herence (Wei, 2024).

More recently, research has begun to explore
Al-powered legal document generation. TST-GAN
introduced a text style transfer-based generative
adversarial network for legal text generation (Li
et al., 2021). Another approach leveraged knowl-
edge graphs to generate structured legal documents,
ensuring semantic accuracy (Wei, 2024). Addi-
tionally, fine-tuned large language models have
been investigated for drafting contracts and other
legal documents (Lin and Cheng, 2024). Al-driven
legal documentation assistants such as LEGAL-
SEVA (Pandey et al., 2024) have been developed to
streamline document drafting processes. The Legal
DocGen Generator (Patil et al., 2024) provides a
structured approach to automating legal document
generation. Other studies have focused on inte-
grating judgment prediction with legal retrieval to
enhance generative models (Qin et al., 2024).

With the rise of generative Al in legal drafting,
models such as Legal-BERT and LLaMA-based
architectures have been fine-tuned for domain-
specific text generation (Lin and Cheng, 2024).
However, challenges remain due to the lack of pub-
licly available datasets for private legal documents,
which are often confidential. While some research
has explored Al-powered legal assistants (Imogen'
et al., 2024) and automated legislative drafting (Lin
and Cheng, 2024), many existing models still
struggle with hallucinations, inconsistencies, and
domain-specific reasoning.

3 Problem Statement

The primary objective of this work is to develop
a system that can automatically generate private
legal documents based on specific user prompts or
situational inputs. Given an input x, which includes
detailed instructions or contextual information, the
task is to produce a legal document y that aligns
with professional legal drafting standards in the
Indian legal domain.

Formally, the problem can be defined as learning
a function f such that:

y=f(z)
where:
 x represents the user-provided prompt containing
specific instructions, situational details, and any
particular requirements for the legal document.

Metric Train Test
Number of documents 469 20
Number of unique categories 17 7
Avg # of words per document  930.03  818.80
Max # of words per document 3863 1924

Table 1: Dataset statistics for VidhikDastaavej.

* y is the generated legal document that accurately
reflects the content of x and is properly formatted
and structured according to legal conventions.
The challenge lies in accurately mapping the in-

put = to a coherent and contextually appropriate
document y. This requires the system to understand
and interpret complex legal language, terminolo-
gies, and document structures specific to the Indian
legal context. The goal is to leverage LLMs to
perform this mapping effectively, enabling the gen-
eration of high-quality legal documents that meet
professional standards.

4 Dataset

To develop our automated legal document genera-
tion tool, we collaborated with an Indian legal firm
to curate VidhikDastaavej, a novel, anonymized
dataset of private legal documents. This partnership
granted access to a diverse collection of legal drafts
that are not publicly available, ensuring that our
dataset reflects real-world legal drafting practices
in the Indian legal system.

4.1 Dataset Composition and Diversity

The dataset encompasses a wide variety of legal
documents, including petitions, legal letters, re-
ply notices, affidavits, lease deeds, memorandums
of arguments, compromise petitions, written state-
ments, and bail applications. By incorporating mul-
tiple document types, VidhikDastaavej captures
the diverse structures, terminologies, and drafting
conventions in legal writing, moving beyond the
traditional focus on case judgments seen in public
legal datasets.

Table 1 provides an overview of the dataset statis-
tics. VidhikDastaavej consists of 489 documents,
with 469 used for training and 20 for testing. The
dataset covers 17 legal document categories in the
training set and 7 categories in the test set, offering
a broad representation of real-world legal drafts.

To ensure balanced exposure to different legal
drafting styles, we structured the dataset to include
a well-distributed mix of document types. The de-



tailed document type distributions for the training
and test sets are provided in Appendix in Table 3 for
the training set and Table 4 for the test set. This di-
versity is critical for training models that generalize
across different legal document formats, improving
their usability in real-world legal drafting.

4.2 Document Annotation and Classification

Since the dataset initially lacked labeled document
types, we employed an automated classification
approach using Mixtral-8-7B-Instruct (Jiang et al.,
2024), a model with a 32,000 token context length,
to infer document categories. To ensure classifi-
cation accuracy, a legal expert cross-validated the
model’s predictions. Test documents were manu-
ally annotated by legal experts, ensuring that the
evaluation set aligns with actual legal drafting prac-
tices.

For training purposes, we generated structured
document descriptions as instruction data using
Meta-LLaMA-3-70B-Instruct to facilitate model
training. In contrast, test document descriptions
were manually created by legal experts to ensure
that the evaluation dataset remains a robust bench-
mark for legal document generation.

4.3 Data Anonymization and Ethical
Considerations

To comply with privacy regulations and ethical stan-
dards, all documents in VidhikDastaavej under-
went a rigorous anonymization process. We em-
ployed Spacy Named Entity Recognition (NER)
tools to systematically replace personal identifiers,
such as names, addresses, and confidential details,
with placeholders. This preserves document in-
tegrity while ensuring that no personally identi-
fiable information (PII) is exposed, making the
dataset safe for research and model development.
A sample document showing how the document
will be after anonymization is present in the Ap-
pendix Table 8.

4.4 Significance of the Dataset

Unlike previous datasets that primarily focus on
court judgments or a single category of legal texts,
VidhikDastaavej provides a comprehensive rep-
resentation of private legal documentation in India.
This enables language models to learn the intrica-
cies of Indian legal terminology, structural conven-
tions, and drafting practices. The dataset serves
as a foundational resource for training and evaluat-
ing legal document generation models, facilitating

the development of Al-powered tools capable of
assisting legal practitioners in drafting structured,
coherent, and legally sound documents efficiently.

S Methodology

This section describes the key contributions of this
work: the development of NyayaShilp, a domain-
adapted model for legal document generation, and
the introduction of a Model-Agnostic Wrapper
(MAW) to enhance structured legal drafting.

5.1 Model Training: NyayaShilp
5.1.1 Injecting Legal Knowledge

To address the deficiency of Indian legal knowl-
edge in the base LLaMA-2-7B-Chat model, we
employed Continued Pretraining (CPT) using a
large corpus of Indian legal texts. The training data
consisted of 38,321 Supreme Court of India (SCI)
cases and 1,00,000 randomly selected High Court
cases, ensuring coverage of diverse legal contexts.
This step embedded domain-specific knowledge,
allowing the model to comprehend legal terminol-
ogy, argumentation patterns, and document struc-
tures. Additionally, the validation set of 12,239
documents from SCI and High Courts was used
to monitor adaptation during pretraining., ensuring
that NyayaShilp effectively captured legal reason-
ing relevant to Indian jurisprudence.

5.1.2 Task-Specific Fine-Tuning

Following the CPT phase, we conducted Super-
vised Fine-Tuning (SFT) to specialize the model for
private legal document generation tasks. The fine-
tuning process utilized a labeled dataset of private
legal documents, paired with prompts or situational
inputs annotated by legal professionals. These an-
notations provided detailed mappings of instruc-
tions to their corresponding legal drafts, offering
high-quality supervision for fine-tuning. For effi-
cient fine-tuning, we employed Low-Rank Adap-
tation (LoRA) (Hu et al., 2021) to enhance effi-
ciency without requiring full model updates. LoRA
provided parameter-efficient adaptation, reducing
memory overhead while maintaining task-specific
performance.

5.1.3 Final Model: NyayaShilp

The final model, NyayaShilp, integrates CPT for
domain-specific legal knowledge and SFT for struc-
tured legal drafting. While designed to enhance
the generation of Indian legal documents, our eval-
uations reveal that direct fine-tuning on a small
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dataset does not always yield significant improve-
ments.

6 Model-Agnostic Wrapper

To improve long-form legal document generation,
we introduce a Model-Agnostic Wrapper (MAW),
a framework designed to integrate with any LLM
for structured drafting. Legal documents require
maintaining logical flow, coherence, and factual
accuracy, which general-purpose LLMs often strug-
gle with when handling extended text generation.

6.1 Two-Phase Structured Document
Generation

The MAW employs a two-phase workflow (Fig-
ure 1) to ensure structured, contextually relevant
content generation.

Phase 1: Section Title Generation. In the first
phase, section titles are generated based on user
input. The process begins with the user providing
a document title and a brief description of the in-
tended document. These inputs are passed to the
chosen language model, which then generates a
structured list of section titles. The generated sec-
tion titles are displayed to the user, who can review
and modify them, renaming, inserting new sections,
or removing unnecessary ones before proceeding
to content generation. Once the section titles are
finalized, the process transitions to the next phase.

Phase 2: Section Content Generation. In the
second phase, content is generated iteratively for
each section. The workflow follows these steps:

1. For each section title, the model receives the
document title and description as additional con-
text.

2. The model generates detailed section content
along with a concise summary of the section.

3. The generated summary is stored in a vector
database (ChromaDB) to facilitate contextual
referencing.

4. During subsequent iterations, the vector
database is queried for relevant section sum-
maries, which are then incorporated into the
LLM’s context to enhance coherence and main-
tain logical document flow.

5. After generating content for all sections, the fi-
nal document is refined and structured, ensuring
clarity and coherence.

By adopting a two-phase workflow, we ensure
that adequate time is dedicated to both section ti-
tle generation and section content generation sep-
arately, rather than attempting to generate both
simultaneously. This separation allows for bet-
ter coherence, logical structuring, and improved
alignment between titles and their corresponding
content, thereby enhancing the overall quality and
readability of the generated document.



7 Experimental Setup

To benchmark the performance of NyayaShilp and
assess the effectiveness of our wrapper, we con-
ducted instruction tuning on various open-source
models and compared their performance against
GPT-40. Due to space constraints, complete details
on hyperparameters and training configurations are
provided in Appendix A.

7.1 Instruction Tuning of Open-Source
Models

We fine-tuned select open-source models while di-
rectly evaluating others without additional training.
The instruction-tuned models include Phi-3 mini,
which was fine-tuned using the Unsloth framework
for efficiency, and LLaMA-2-7B-Chat CPT, which
underwent continued pretraining (CPT) on a large
corpus of Indian legal cases. Further fine-tuning
on private legal documents led to LLaMA-2-7B-
Chat CPT+SFT (NyayaShilp), which serves as our
primary domain-adapted model. Additionally, we
fine-tuned LLaMA-3-8B-Instruct SFT to assess im-
provements in structured legal drafting.

In contrast, some models were directly evaluated
without any fine-tuning. LLaMA-2-7B-Chat and
LLaMA-3-8B-Instruct were used in their original
forms as baselines to examine how well general-
purpose legal models perform without additional
domain-specific training. This allows us to com-
pare whether instruction tuning meaningfully im-
proves legal document generation quality.

For instruction tuning, we designed specialized
prompts and instruction sets tailored to legal draft-
ing. These instructions provided structured exam-
ples, ensuring the models understood the nuances
of different legal document types. Examples of
these prompts and instructions are included in Ap-
pendix Table 5.

7.2 Benchmarking with GPT-40

To assess the effectiveness of our instruction-tuned
models and the Model-Agnostic Wrapper, we
benchmarked performance against GPT-40, a pro-
prietary closed-source model. Unlike the open-
source models, GPT-40 was not instruction-tuned
but was used purely for inference. This comparison
highlights the potential of fine-tuned open-source
models as cost-effective alternatives for structured
legal drafting, offering insights into whether in-
struction tuning can achieve performance compara-
ble to commercial LLMs.

8 Evaluation Metrics

To assess the performance of the legal document
generation models, we adopt a multi-faceted evalua-
tion approach that includes lexical-based, semantic
similarity-based, automatic LLM-based, and expert
evaluation metrics. Since legal document drafting
requires precision, coherence, and adherence to
legal norms, these evaluation methods ensure a
comprehensive assessment of model performance.

1. Lexical-based Evaluation: We utilized stan-
dard lexical similarity metrics, including Rouge
scores (Rouge-1, Rouge-2, and Rouge-L) (Lin,
2004), BLEU (Papineni et al., 2002), and ME-
TEOR (Banerjee and Lavie, 2005). These met-
rics measure the overlap and order of words
between the generated explanations and the ref-
erence texts, providing a quantitative assessment
of the lexical accuracy of the model outputs.

2. Semantic Similarity-based Evaluation: To
capture the semantic quality of the generated
explanations, we employed BERTScore (Zhang
et al., 2020), which measures the semantic simi-
larity between the generated text and the ref-
erence explanations. Additionally, we used
BLANC (Vasilyev et al., 2020), a metric that
estimates the quality of generated text without a
gold standard, to evaluate the model’s ability to
produce semantically meaningful and contextu-
ally relevant explanations.

3. Automatic LLM-based Evaluation: This eval-
uation is crucial for assessing structured argu-
mentation and legal correctness. We employ
G-Eval (Liu et al., 2023), a GPT-4-based frame-
work designed for NLG assessment, which
leverages chain-of-thought reasoning and struc-
tured form-filling to improve alignment with
human judgment. This evaluation provides in-
sights into coherence, factual accuracy, and com-
pleteness beyond traditional similarity metrics.
The evaluation prompt used for obtaining G-
Eval scores is detailed in Appendix Table 7.

4. Expert Evaluation: Given the domain-specific
nature of legal documents, human expert evalu-
ation is necessary to assess the practical utility
of Al-generated texts. We introduce two key
evaluation criteria in this category:

(a) Factual Accuracy: This metric evaluates
whether the generated document strictly ad-
heres to the given instructions, accurately
represents legal facts, and avoids hallucina-
tion or misinformation. In legal drafting,



factual inaccuracies can lead to severe con-
sequences, making this metric crucial for
ensuring the reliability of Al-generated le-
gal documents.

(b) Completeness and Comprehensiveness:
This metric assesses how well the gener-
ated document covers all necessary legal
aspects. A legally sound document should
include all relevant arguments, clauses, and
supporting details. Omissions or inconsis-
tencies in legal drafting can render a docu-
ment ineffective or legally invalid. Unlike
existing evaluation approaches that primar-
ily rely on lexical or semantic similarity,
this expert-driven evaluation ensures that
Al-generated legal content meets profes-
sional standards.

To ensure a rigorous and unbiased evaluation,
we engaged legal professionals with expertise in
drafting and reviewing legal documents. These
experts were recruited through professional le-
gal networks and academia. Each expert was
compensated for their time and expertise at a
fair market rate, ensuring that their efforts were
adequately acknowledged. This process ensures
that evaluations reflect real-world legal drafting
practices and maintain high reliability.

9 Results and Analysis

This section presents the evaluation results of var-
ious models for legal document generation. The
models were assessed using lexical-based, seman-
tic similarity-based, automatic LLM-based, and
expert evaluation metrics, as detailed in Table 2.
Our findings highlight key challenges, the impact
of continued pretraining (CPT) and supervised fine-
tuning (SFT), and the effectiveness of the model-
agnostic wrapper.

9.1 Comparative Model Performance

The evaluation results indicate significant vari-
ations in performance across different models.
Open-source models such as LLaMA-2-7B and
LLaMA-3-8B exhibit better performance in lexi-
cal and semantic-based evaluations, demonstrating
their ability to generate text with high similarity to
reference documents. However, GPT-40, a closed-
source model used only for inference, achieves the
highest overall scores across multiple metrics, par-
ticularly in expert evaluations.

Our instruction-tuned model, NyayaShilp, was

expected to enhance factual accuracy and coher-
ence in legal drafting. However, its performance,
even after CPT and SFT, did not yield the expected
improvements. A potential reason for this could be
that the CPT phase primarily included judgment
cases and did not incorporate a broader variety
of private legal documents, limiting the model’s
understanding of diverse legal drafting styles. Ad-
ditionally, across all models, we observed a per-
formance drop after SFT, suggesting that the fine-
tuning dataset might have been insufficiently di-
verse, particularly in underrepresented categories.

9.2 Impact of Instruction Tuning and Dataset
Limitations

Instruction tuning plays a crucial role in adapting
general-purpose models for legal document gen-
eration. However, our results show that SFT led
to performance degradation across models instead
of improvement. This indicates that for SFT to be
effective, a significantly larger dataset covering all
legal document categories is required. Fine-tuning
on a limited number of samples per category might
have caused overfitting or insufficient generaliza-
tion, reducing the models’ ability to generate con-
sistent and legally sound documents across varied
inputs. Some examples of hallucinations encoun-
tered in model outputs are provided in Appendix
Table 6, due to space constraints.

9.3 Effectiveness of Model-Agnostic Wrapper

One of the most promising findings of our study
is the effectiveness of the model-agnostic wrap-
per in generating structured, large, and coherent
legal documents. The wrapper enhances consis-
tency across sections, ensuring logical flow and
improving document quality. This method proves
particularly effective for maintaining coherence in
complex legal texts, overcoming the limitations of
individual models. Notably, the wrapper’s outputs
achieved comparable scores to GPT-40, despite be-
ing generated using open-source models. Expert
evaluations further confirm that the generated docu-
ments from wrapper-assisted models were coherent,
well-structured, and legally valid, demonstrating
the utility of this approach.

An additional advantage of the wrapper func-
tion is its ability to reduce hallucinations in legal
text generation. Hallucinations, where the model
generates factually incorrect or legally inconsistent
information, pose a significant challenge in Al-
generated legal documents. By enforcing a struc-



Models

Lexical Based Evaluation

Semantic Evaluation

Automatic LLM

Average Expert Scores

Rouge-1 Rouge-2 Rouge-L BLEU METEOR BERTScore BLANC G-Eval Factual Accuracy ~ Completeness &
Comprehensiveness
Phi-3 mini 0.1808  0.0837  0.1203  0.0237  0.0864 0.5074 0.1052 1.9500 0.0000 0.0000
LLaMA-2-7B 04439  0.1728  0.2208  0.0798  0.2426 0.6225 0.1510 5.5000 5.6643 5.5633
LLaMA-2-7B CPT 0.1563  0.0745  0.1078 0.0121  0.0946 0.5287 0.1152 2.0000 0.1333 0.0583
LLaMA-2-7B CPT+SFT (Nyayashilp)  0.0370  0.0188  0.0252  0.0158  0.0597 0.4798 0.1113 2.1917 0.0000 0.0000
Wrapper (Over LLaMA-2-7B) 04436 0.1556  0.2027 0.0518  0.2583 0.8066 0.1278 5.1500 6.5547 6.1133
LLaMA-3-8B 03154 0.1275  0.1591  0.0552  0.2191 0.6190 0.1593 5.9334 5.9333 5.8417
LLaMA-3-8B SFT 0.0745  0.0359  0.0500 0.0224  0.0729 0.4878 0.1045 2.4094 0.0000 0.0000
‘Wrapper (Over LLaMA-3-8B) 03703 0.1437  0.1756  0.0486  0.2977 0.8048 0.1488 6.3834 8.0667 7.5500

GPT-40 0.4506

0.1770

0.2346

0.0759

0.2384

0.6241

0.1599

6.5667

6.0750

6.0750

Table 2: Evaluation Metrics for Different Models. LLaMA-2-7B refers to LLaMA-2-7B-chat, while LLaMA-3-8B
refers to LLaMA-3-8B-Instruct. The best results are in bold.

tured, stepwise document generation approach, the
wrapper minimizes hallucinations by ensuring that
the generated content remains grounded in the
given instructions and previously generated sec-
tions.

9.4 Expert Evaluation: Factual Accuracy and
Completeness

Expert evaluation provides the most reliable mea-
sure of an Al-generated document’s real-world ap-
plicability. Our findings show that factual accuracy
and completeness scores correlate strongly with
expert assessments, highlighting their importance
as legal-specific evaluation metrics. Models that
underwent SFT struggled with maintaining factual
consistency, likely due to limited category diversity
in the fine-tuning dataset. On the other hand, the
MAW significantly improved both factual accuracy
and completeness, reinforcing its role in enhancing
document consistency and legal validity. Further
analysis of expert feedback, detailed in Appendix
Section D, provides deeper insights into how dif-
ferent models handle legal drafting.

9.5 TAA for Expert Evaluation

To ensure the reliability of expert assessments in
evaluating Al-generated legal documents, we con-
ducted an Inter-Annotator Agreement (IAA) analy-
sis. This helps quantify the consistency of human
evaluations across models, providing insights into
the robustness of our evaluation framework.

We employed Intraclass Correlation Coefficient
(ICC) (Koo and Li, 2016), Krippendorff’s Al-
pha (Krippendorff, 2011), and Pearson Correlation
Coefficient (Cohen et al., 2009) to measure agree-
ment among three legal experts. These metrics
evaluate consistency in factual accuracy and com-
pleteness assessments across different models.

Our findings reveal that SFT models and Phi-3
mini exhibit perfect agreement (IAA = 1.00) across
all metrics, but this is due to failure in generat-

ing meaningful legal drafts, leading to unanimous
zero ratings. Baseline LLMs show lower agree-
ment, highlighting inconsistency in outputs, while
Wrapper-based models significantly improve agree-
ment, demonstrating structured and coherent le-
gal drafting. GPT-40, while a strong benchmark,
exhibits moderate agreement scores, reinforcing
variability in model outputs.

For a detailed breakdown and additional infor-
mation, see Appendix C, where we present a com-
prehensive discussion along with Tables 9 and 10.

10 Conclusion and Future Work

This study presents a structured approach to legal
document generation using large language mod-
els, introducing VidhikDastaavej, a novel dataset
of private legal documents, and NyayaShilp, a
domain-adapted model fine-tuned on Indian le-
gal texts. We propose a Model-Agnostic Wrapper
(MAW), a two-step framework that enhances co-
herence, logical structuring, and factual accuracy
in generated legal documents. Our findings show
that continued pretraining and fine-tuning improve
domain adaptation, but their impact depends on
dataset diversity. NyayaShilp showed limited im-
provements post-fine-tuning, highlighting the need
for a broader dataset covering various legal doc-
ument types. The MAW significantly enhances
long-form legal drafting, ensuring logical structure
while minimizing hallucinations. Expert evalua-
tions confirm that wrapper-assisted models perform
comparably to GPT-4o, offering a cost-effective al-
ternative for legal drafting. This research advances
Al-driven legal drafting, modernizing legal work-
flows in India.

Future work will expand VidhikDastaavej to
include more diverse legal documents, refine fine-
tuning strategies for better category balance, and
integrate retrieval-augmented generation and rein-
forcement learning for improved factual accuracy.



Limitations

Despite the advancements in this work, several lim-
itations must be addressed in future research. One
key constraint is the limited diversity of the train-
ing dataset. While VidhikDastaavej provides a
foundational resource for private legal document
generation, it primarily consists of case judgments
along with a relatively small set of other legal doc-
ument types. This imbalance affects the generaliz-
ability of NyayaShilp, which struggles with gener-
ating underrepresented legal formats. Expanding
the dataset to include a more balanced distribution
of legal documents such as contracts, agreements,
affidavits, and petitions is essential for improving
model adaptability.

Another limitation arises from the supervised
fine-tuning (SFT) approach on a relatively small
dataset. Our findings indicate that NyayaShilp
did not exhibit significant improvements after SFT,
likely due to the limited number of training exam-
ples per legal category. Increasing the volume of
annotated legal texts and incorporating additional
domain-specific pretraining data could enhance the
model’s ability to generate diverse and legally ac-
curate documents. Although the Model-Agnostic
Wrapper (MAW) significantly improves coherence
and logical structuring, it does not entirely elimi-
nate hallucinations in generated legal texts. Some
incorrect or irrelevant content may still appear, par-
ticularly when the model lacks sufficient contex-
tual grounding. While integrating a retrieval-based
mechanism has helped mitigate inconsistencies, ad-
ditional techniques such as fact verification mod-
ules and external legal knowledge sources are re-
quired to ensure factual correctness and adherence
to legal norms.

A practical limitation of this work is the lack of
large-scale real-world deployment and user feed-
back. While expert evaluations provided insights
into factual accuracy and completeness, broader
usability testing with practicing lawyers and law
firms would offer more comprehensive validation.
Assessing the system’s adaptability across differ-
ent legal jurisdictions and case-specific scenarios
is crucial before widespread adoption.

Lastly, computational constraints influenced the
scope of our experiments. Due to limited re-
sources, fine-tuning was performed on select mod-
els, and larger architectures such as LLaMA-3-70B
were not explored. Future research should inves-
tigate more efficient training techniques, such as

parameter-efficient tuning or reinforcement learn-
ing, to optimize performance while reducing com-
putational overhead.

Addressing these limitations will be essential for
enhancing Al-driven legal document generation,
ensuring greater accuracy, reliability, and usability
in real-world legal applications.

Ethics Statement

This research acknowledges the ethical concerns
associated with Al-driven legal document gener-
ation, particularly in privacy, bias, transparency,
and accountability. Given the sensitive nature of
legal documents, we prioritized data privacy and
security in every phase of this study. The dataset
VidhikDastaavej was curated in collaboration
with a legal firm, ensuring strict compliance with
ethical guidelines. All documents were acquired
with appropriate permissions, and no confidential-
ity agreements were violated during data collection
and use.

To safeguard privacy, we implemented a robust
anonymization process. Sensitive information was
systematically replaced with markers while preserv-
ing document structure and legal context. Named
Entity Recognition (NER)-based redaction tech-
niques were used to mask personal identifiers, fol-
lowed by manual verification to ensure complete-
ness and accuracy. This guarantees that no person-
ally identifiable details remain in the dataset while
maintaining its relevance for Al training.

Al models, including NyayaShilp, may inherit
biases from historical legal texts, potentially affect-
ing fairness in document generation. To mitigate
this, we introduced expert-based evaluation criteria
focusing on factual accuracy and completeness to
ensure generated documents adhere to legal stan-
dards and do not propagate biased or misleading
content. Future work will explore bias-mitigation
strategies to enhance fairness in Al-generated legal
drafting.

Transparency is crucial in legal Al applica-
tions. To improve the reliability of generated docu-
ments, we developed the Model-Agnostic Wrapper
(MAW), which enforces structured text generation
while minimizing hallucinations. However, Al-
generated legal drafts are not substitutes for human
expertise. The system is designed as an assistive
tool, with a Human-in-the-Loop (HITL) mecha-
nism that ensures legal professionals oversee and
refine the generated drafts before any official use.



We recognize the accountability challenges in
Al-generated legal content. While our tool en-
hances efficiency, legal responsibility remains with
human users, who must review and validate Al-
generated drafts before application. To further en-
hance accountability, future iterations of our sys-
tem will incorporate traceability features, enabling
users to track Al-generated suggestions and modi-
fications.

By addressing these ethical concerns, this work
ensures that Al-driven legal tools enhance produc-
tivity while upholding privacy, fairness, and pro-
fessional integrity. The public release of the tool
will adhere to copyright, privacy, and security safe-
guards, ensuring responsible and ethical deploy-
ment for legal professionals and researchers.
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A Experimental Setup and
Hyperparameters

All experiments were conducted on a single
NVIDIA A100 GPU with 40GB memory using
the PyTorch framework in conjunction with Hug-
ging Face Transformers. To optimize GPU mem-
ory utilization and computational efficiency, mixed
precision (fp16) was employed where applicable.
Training was further optimized using DeepSpeed
Stage 3, enabling memory-efficient distributed
training and parameter offloading. Additionally,
Low-Rank Adaptation (LoRA) was utilized to per-
form parameter-efficient fine-tuning, allowing for
effective model adaptation without the need for
full-scale retraining. Training and evaluation pro-
cesses were logged using Weights & Biases for
detailed tracking, hyperparameter tuning, and loss
monitoring.

For instruction tuning, hyperparameters were
carefully selected to balance computational effi-
ciency and model performance. Most models
were quantized to 4-bit precision to reduce mem-
ory consumption while maintaining inference qual-
ity. However, CPT LLaMA-2 was trained in 32-
bit precision to better capture domain-specific le-
gal knowledge during the continued pretraining
(CPT) phase. The maximum sequence length var-
ied across models, with LLaMA-2 supporting up to
2048 tokens and LLaMA-3 allowing sequences up
to 4096 tokens, accommodating longer legal texts.

The optimization process utilized AdamW as
the optimizer, configured with a learning rate of
1 x 10~* and a cosine learning rate scheduler, en-
suring smooth decay and training stability. To ef-
ficiently manage GPU memory while training on
large datasets, gradient accumulation was set to
achieve an effective batch size of 4.

The fine-tuning (SFT) process was carried out
over three epochs for all models. Depending on
model size and sequence length, training durations
ranged from 38 to 48 hours. LoRA was configured
with rank 16, an alpha value of 64, and a dropout
rate of 0.1, optimizing memory usage while allow-
ing efficient adaptation of models for private legal
document generation.

To facilitate instruction tuning, a set of spe-
cialized prompts and instruction sets was created,
ensuring the generated legal documents adhered
to professional formatting and legal terminology.
These instructions helped models learn the struc-
tured nature of legal drafts. While two examples

12

of these prompts are provided in Appendix 5, the
full instruction set will be made publicly available
following the acceptance of this paper to ensure
transparency and reproducibility, further advancing
research in private legal document generation.

Document Type No. of Documents
Petition 209
Legal Letter 82
Affidavit 44
Memorandum of Arguments 43
Written Statement 25
Bail Application 24
Reply Notice 12
Memorandum of Appeal 8
Legal Notice 5
Lease Deed 4
Vakalatnama 4
Last Will and Testament 3
Memorandum of Understanding 2
Compromise Petition 1
Warrant to the Bailiff 1
MOOT COURT PROBLEM 1
Statutory Application 1
Total 469

Table 3: VidhikDastaavej Train Doc Type Distribu-
tion.

Document Type No. of Documents
Contract 9

Petition 5

Legal Notice 2

Power of Attorney 1

Will and Testament 1

Legal Policy 1
Memorandum of Understanding 1

Total 20

Table 4: VidhikDastaavej Test Doc Type Distribution.

B HITL Document Generation System: A
User Guide

B.1 Overview

The Human-in-the-Loop (HITL) Document Gener-
ation System is a platform designed to create legal
documents based on user inputs. Users specify the
document type, provide section details, and gen-
erate structured legal documents tailored to their
needs.



B.2 User Interface Guide

B.2.1 Entering Document Information

As shown in Figure 2, users begin by providing

essential details about the document:

* Document Type: Enter the type of legal docu-
ment (e.g., “Service Agreement”).

* Description: Provide additional context or de-
tails to customize content.

* Al Model Selection: Choose the LLM for docu-
ment generation.

* Begin Button: Initiates section title generation.

* Clear All Button: Resets all input fields.

B.2.2 Managing Document Sections

* After clicking Begin, section names appear (e.g.,
“Parties,” “Terms and Termination”).

Each section has the following controls:

— Modify: Edit the section title.

— Delete: Remove a section.

— Copy: Copy the section title for reuse.

* Add New Sections: Click the green plus (+) icon
to insert additional sections

Saving Titles: Save section names before con-
tent generation.

Figure 3 illustrates the process of editing sec-
tion titles through the interface, while Figure 4
demonstrates how the addition of new section
titles, along with the option to save the final titles,
is seamlessly integrated within the interface.

B.2.3 Generating Section Content

Once the section titles have been finalized, the con-
tent generation process can commence, as illus-
trated in Figure 5. A high-level overview of the
available options within the interface is provided
below:

* Stop Button: Allows users to halt the content
generation process if necessary.

* Manual Editing: Provides users the flexibility
to refine and modify the generated content as
required.

* Copy Function: Facilitates copying the gener-
ated section content for use in external applica-
tions or documents.

B.2.4 Exporting the Document

After finalizing the document, users can export it

in different formats as shown in Figure 6:

* Combine All: Merges section titles and gener-
ated content into a complete document.

* Combine Titles Only: Exports only section ti-
tles.

B.3 Conclusion

The HITL Document Generation System provides
an intuitive interface for users to generate and refine
legal documents efficiently. With a structured work-
flow, Al-assisted drafting, and manual oversight,
the system streamlines the creation of contracts,
petitions, and other legal documents while main-
taining coherence and accuracy. The integration of
HITL ensures that legal professionals can leverage
Al for drafting while retaining full control over the
final output.

C Inter-Annotator Agreement (IAA) for
Expert Evaluation

To ensure the reliability of expert-based evaluation
for Al-generated legal documents, we conducted
an Inter-Annotator Agreement (IAA) analysis us-
ing standard agreement metrics. This evaluation
quantifies the consistency of expert assessments in
scoring factual accuracy and completeness across
different models.

C.1 TAA Metrics and Methodology

We employed three widely used agreement metrics:

¢ Intraclass Correlation Coefficient (ICC) (Koo
and Li, 2016): Measures the absolute agreement
among raters for continuous variables, commonly
used for reliability assessment in research.

* Krippendorff’s Alpha (Krippendorft, 2011): A
robust reliability measure applicable to ordinal
and interval data, ensuring agreement beyond
chance.

¢ Pearson Correlation Coefficient (Cohen et al.,
2009): Measures linear correlation between two
annotators’ scores, assessing the strength of
agreement.

Three legal experts independently rated the gen-
erated legal documents for Factual Accuracy and
Completeness & Comprehensiveness using a struc-
tured rubric. Each model’s outputs were rated with-
out knowledge of the generating model to prevent
bias.

C.2 Findings and Observations

Table 9 presents IAA scores for factual accuracy,
while Table 10 provides IAA scores for complete-
ness and comprehensiveness.

High Agreement in SFT and Phi-3 mini Models:
The fine-tuned models (LLaMA-2-7B CPT+SFT and
LLaMA-3-8B SFT) and Phi-3 mini exhibit per-
fect agreement (IAA = 1.00) across all metrics.



HITL Document Generation System
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model for
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to be included

Description

document
generation

Clear All

Figure 2: Document Information Entry Interface

However, this is due to their failure in generating
meaningful legal drafts, leading to unanimous zero
ratings by all experts.

Baseline LLMs Show Moderate Agreement:
LLaMA-2-7B and LLaMA-3-8B exhibit moderate
agreement scores, particularly in Pearson correla-
tion. Lower ICC and Krippendorff’s Alpha scores
indicate inconsistent outputs across different docu-
ment types, making expert agreement less stable.

Improved Agreement with Wrapper-based Mod-
els: Wrapper-based models (Wrapper (Over
LLaMA-2-7B) and Wrapper (Over LLaMA-3-8B))
show significantly higher agreement across all met-
rics compared to their respective base models. This
suggests that the structured, section-wise genera-
tion approach improves coherence, making expert
ratings more aligned.

GPT-40 Agreement Remains Moderate: While
GPT-40 demonstrates strong performance in factual
accuracy and completeness scores, its JAA scores
remain moderate, implying variation in output qual-
ity across different document categories.

C.3 Conclusion

The results underscore the importance of structured
document generation methods, such as the Model-
Agnostic Wrapper, in improving consistency in
expert evaluations. While base models struggle
with consistency, structured approaches enhance
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coherence and lead to higher expert agreement. The
detailed analysis in Tables 9 and 10 supports these
findings.

D Insights from Legal Experts

Expert evaluations of the generated legal docu-
ments reveal significant variations in model per-
formance across different architectures. Simpler
models, such as Phi-3 Mini, fail to produce coher-
ent drafts, frequently hallucinating by inserting ran-
dom invalid characters or incomplete legal clauses.
More sophisticated models, including LLaMA-2-
7B Chat and LLaMA-3-8B Instruct, generate well-
structured documents but often omit crucial provi-
sions required for legally sound drafts. Experts
noted that these models struggle with standard-
form contracts, frequently missing key clauses such
as jurisdictional provisions, indemnification terms,
and policies.

Fine-tuned models exhibited significant limita-
tions. Several instances of hallucination were ob-
served, along with repeated outputs closely mirror-
ing the input prompts rather than generating fully
developed legal drafts. This constraint could be
introduced by 4-bit quantized fine-tuning, which
may have led to reduced model expressiveness, and
the limited number of training examples per docu-
ment type. Some models demonstrated improved
fluency but failed to uphold the necessary level
of legal rigor, often misrepresenting case law or
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contractual obligations.

Evaluators found that GPT-40 generally pro-
duced more fluent and formal drafts, yet it ex-
hibited inconsistencies beyond the initial recitals,
sometimes failing to address core legal elements
in long-form contracts. ChatGPT-generated doc-
uments contained simple, readable language but
lacked the structured precision expected in profes-
sional legal drafting.

The wrapper-based approach improved consis-
tency and ensured that all required sections were
present in the generated drafts. However, some
experts flagged that the wrapper occasionally in-
troduced extraneous details, adding unnecessary
clauses that were not explicitly requested in the
input prompt. While this strategy reduced halluci-
nations and enforced factual accuracy, some review-
ers expected more creative legal reasoning rather
than rigid compliance with the given instructions.
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C Processing your Request... m Click to stop
generating new

sections
Generated Document
Title
Introduction to Contract
Content \ .
onten Can copy individual
Introduction to Contract sections of the generated
contract

The Introduction to Contract section of the Basic Farmer Agreement serves as the foundational framework for the

relationship between the service provider and the farmer. It outlines the purpose of the agreement, the scope of /

services to be provided, and the expectations for both parties. This section ensures clarity and mutual understanding
from the outset, setting the stage for a productive and cooperative partnership. It typically includes the following
elements:

#

Title

Scope of Services o

Content
The Scope of Services section delineates the specific agricultural services to be provided under the Basic Farmer
Agreement. This includes, but is not limited to, crop cultivation, irrigation management, pest control, and harvesting.

Figure 5: Generating Section Content

Content

Scope of Services
The Scope of Services section outlines the agricultural services provided, including crop cultivation, irrigation, pest
control, and harvesting, with a focus on sustainable practices and training. The farmer provides land and cooperation,

while the service provider ensures crop health and yield maximization.

Scone of Services

Merge Titles & Contents into a Single Document Merge Titles into a Single Document

Figure 6: Exporting the Document
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Category

Prompt

Petition

Generate a legal document in the format of a counter filed by a respondent in a
civil court case. The document should be titled ‘C.M.A. 39/2010’ and should be
addressed to the ‘COURT OF THE CIVIL JUDGE SENIOR DIVISION [PERSON].
The petitioner’s name should be ‘[PERSON]’ and the respondent’s name should be
‘Mr. [PERSONT]’. The counter should state that the petition filed by the petitioner is
based on false pleas and lacks substantial proof, and that all the averments made in
paragraphs [CARDINAL] and [CARDINAL] of the petition are false and fabricated.
The document should also mention that the petitioner failed to adduce evidence to
support their claims despite being given sufficient time, and that the present petition
was filed belatedly, causing delay and wasting the court’s valuable time. The counter
should also reference an order dated [DATE] in [GPE] 219/2006, which dismissed
the suit after giving the petitioner ample opportunities to present their case. Finally,
the document should conclude with a prayer to the court to dismiss the [ORG] in the
interest of justice, and should be signed by the advocate for the respondent. The tone
of the document should be formal and professional, with a slightly argumentative tone
in response to the petitioner’s claims. The language should be precise and concise,
with proper use of legal terminology and formatting.

Legal Letter

Generate a formal letter addressed to the [ORG], Energy [GPE], [GPE], in response to
a notice issued on [DATE], vide [PERSON] [DATE], dated [DATE], under [LAW] of
the Indian Electricity Act [DATE]. The letter should be written from the perspective
of [GPE], son of [PERSON], an engineer residing at [PERSON] [ORDINAL] line,
[GPE] [PERSON], [GPE]. The letter should include a detailed explanation in response
to the allegations made against [GPE] by [ORG], Bijipur-1, [PERSON]. Specifically,
the letter should deny the allegations of tampering with the meter on [DATE], and
claim that the allegations are baseless and made with malice. The letter should also
mention that [GPE] was not present during the visit by the [ORG] survey Staff and
was not informed when they took the meter from the affixed place. Additionally, the
letter should state that [GPE] has preferred an application before the Permanent Lok
[PERSON] at [GPE], which has been registered as [GPE] case No. 91/2012, and that
the [ORG] Chairman and Members have directed the [ORG] to restore the power
supply immediately. The letter should conclude by requesting that no action be taken
against [GPE] based on the report presented by [ORG], Bijipur-1, and that a clean
enquiry be conducted to investigate the illegal entry of the workers sent by S.D.O.
Bijipur-1. The letter should be signed by [FAC] and include his full name and address.
The tone of the letter should be formal and professional, with a hint of assertiveness
and defensiveness.

Table 5: Categories and Corresponding Prompts for Legal Document Generation
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Prompt

Actual Output

Generated Output (Hallucinated)

Mr. [PERSON], an elder
brother, wants to autho-
rize his brother Mr. [PER-
SON] by giving power
of attorney to appear in
the court of law for court
proceedings in the matter
of disputed joint property
in a dispute contested by
their other relatives. Draft
a power of attorney.

Power of Attorney

To All of whom, these presents shall come, 1

[PERSON] of [GPE] send Greetings

Whereas,

1. Mr. [PERSON] shall appoint some fit and
proper person to carry on acts for me and
manage all my affairs.

2. I nominate, constitute, and appoint my
brother, Mr. [PERSON], as my true and law-
fully appointed attorney (hereinafter called
the Attorney) to act for me in the court of
law for court proceedings in the matter of
disputed joint property.

NOW THIS PRESENT WITNESSETH AS

FOLLOWS:

1. The attorney shall handle all the affairs with
regard to court proceedings in the matter of
disputed joint property.

2. All the filings of applicants and suits in the
court of law.

3. All the appearances in the court proceedings.

4. All the costs, expenses, and fees with regard
to court proceedings.

5. The fees to be paid to the lawyer appointed.

And I, Mr. [PERSON], undertake to ratify all

the acts of the attorney or any agent appointed

by him.

IN WITNESS WHEREOF, I set and subscribe

my hand on [DATE].

[WORK_OF_ART] by within named.
Mr. [PERSON] above named in the presence of:

1. Mr. [PERSON]

2. Mr. [PERSON]
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Table 6: Example of hallucinations in Al-generated (LLaMA-3-8B-Instruct after SFT) legal document drafting. The
model produced unintelligible output instead of a coherent Power of Attorney document. Non-ASCII characters
have been removed to avoid compilation errors.
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Instructions:

You are an expert in legal text evaluation. You will be given:

A document description that specifies the intended content of a generated legal document.
An actual legal document that serves as the reference. A generated legal document that
needs to be evaluated. Your task is to assess how well the generated document aligns with
the given description while using the actual document as a reference for correctness.

Evaluation Criteria (Unified Score: 1-10)

Your evaluation should be based on the following factors:

Factual Accuracy (50%) — Does the generated document correctly represent the key legal
facts, reasoning, and outcomes from the original document, as expected from the description?
Completeness & Coverage (30%) — Does it include all crucial legal arguments, case details,
and necessary context that the description implies?

Clarity & Coherence (20%) — Is the document well-structured, logically presented,

and legally sound?

Scoring Scale:

1-3 — Highly inaccurate, major omissions or distortions, poorly structured.

4-6 — Somewhat accurate but incomplete, missing key legal reasoning or context.
7-9 — Mostly accurate, well-structured, with minor omissions or inconsistencies.
10 — Fully aligned with the description, factually accurate, complete, and coherent.

Input Format:
Document Description:
{{doc_des}}

Original Legal Document (Reference):
{{Actual_Document} }

Generated Legal Document (To Be Evaluated):
{{Generated_Document} }

Output Format:
Strictly provide only a single integer score (1-10) as the response,
with no explanations, comments, or additional text.

Table 7: The prompt is utilized to obtain scores from the G-Eval automatic evaluation methodology. We employed
the GPT-40-mini model to evaluate the quality of the generated text based on the provided prompt/input description,
alongside the actual document as a reference.
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Power of Attorney

To All of whom, these presents shall come, [ [PERSON] of [GPE] send Greetings

Whereas,

1. Mr. [PERSON] shall appoint some fit and proper person to carry on acts for me and manage all
my affairs.

2. 1 nominate, constitute, and appoint my brother, Mr. [PERSON], as my true and lawfully
appointed attorney (hereinafter called the Attorney) to act for me in the court of law for court
proceedings in the matter of disputed joint property.

NOW THIS PRESENT WITNESSETH AS FOLLOWS:

1. The attorney shall handle all the affairs with regard to court proceedings in the matter of disputed
joint property.

2. All the filings of applicants and suits in the court of law.

3. All the appearances in the court proceedings.

4. All the costs, expenses, and fees with regard to court proceedings.

5. The fees to be paid to the lawyer appointed.

And I, Mr. [PERSON], undertake to ratify all the acts of the attorney or any agent appointed by

him.

IN WITNESS WHEREQF, I set and subscribe my hand on [DATE].

[WORK_OF_ART] by within named.
Mr. [PERSON] above named in the presence of:

1. Mr. [PERSON]

2. Mr. [PERSON]

Table 8: This table illustrates a sample document after it has been anonymized.

Models Intraclass Correlation Krippendorff’s Pearson Correlation
Coefficient (ICC) Alpha Expertl vs Expert2 Expertl vs Expert3 Expert2 vs Expert3

Phi-3 mini 1.0000 1.0000 1.0000 1.0000 1.0000
LLaMA-2-7B 0.4833 0.2818 0.7966 0.7339 0.9373
LLaMA-2-7B CPT 0.4865 -0.0064 0.3267 0.1961 0.9337
LLaMA-2-7B CPT + SFT 1.0000 1.0000 1.0000 1.0000 1.0000
Wrapper (Over LLaMA-2-7B) 0.6689 0.1240 0.8957 0.9356 0.9248
LLaMA-3-8B 0.1521 0.4954 0.1408 0.0420 0.9354
LLaMA-3-8B SFT 1.0000 1.0000 1.0000 1.0000 1.0000
Wrapper (Over LLaMA-3-8B) 0.7652 0.0990 0.9422 0.9216 0.9388
GPT-40 0.1343 0.4489 0.0150 0.0826 0.9320

Table 9: Inter-Annotator Agreement (IAA) Metrics for Factual Accuracy, evaluating consistency among expert
reviewers across different models.

Models Intraclass Correlation Krippendorff’s Pearson Correlation
Coefficient (ICC) Alpha Expertl vs Expert2 Expertl vs Expert3 Expert2 vs Expert3

Phi-3 mini 1.0000 1.0000 1.0000 1.0000 1.0000
LLaMA-2-7B 0.5140 0.1901 0.7234 0.6967 0.9106
LLaMA-2-7B CPT 0.2785 -0.0153 -0.0526 -0.0765 0.6882
LLaMA-2-7B CPT + SFT 1.0000 1.0000 1.0000 1.0000 1.0000
Wrapper (Over LLaMA-2-7B) 0.8356 0.0195 0.9561 0.8845 0.9432
LLaMA-3-8B 0.1837 0.3299 0.0888 -0.0034 0.9145
LLaMA-3-8B SFT 1.0000 1.0000 1.0000 1.0000 1.0000
Wrapper (Over LLaMA-3-8B) 0.8299 0.0178 0.9453 0.8719 0.9370
GPT-40 0.1382 0.3219 0.1004 -0.0579 0.9047

Table 10: Inter-Annotator Agreement (IAA) Metrics for Completeness & Comprehensiveness, evaluating consistency
among expert reviewers across different models.
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