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Abstract

Deep exploration requires coordinated long-term planning. We present a model-based reinforce-
ment learning algorithm that guides policy learning through a value function that exhibits optimism
in the face of uncertainty. We capture uncertainty over values by combining predictions from an
ensemble of models and formulate an upper confidence bound (UCB) objective to recover opti-
mistic estimates. Training the policy on ensemble rollouts with the learned value function as the
terminal cost allows for projecting long-term interactions into a limited planning horizon, thus en-
abling deep optimistic exploration. We do not assume a priori knowledge of either the dynamics
or reward function. We demonstrate that our approach can accommodate both dense and sparse
reward signals, while improving sample complexity on a variety of benchmarking tasks.
Keywords: Reinforcement Learning, Deep Exploration, Model-Based, Value Function, UCB

1. Introduction

Reinforcement learning (RL) provides a framework for intelligent agents to acquire complex behav-
iors autonomously. Selecting an interaction strategy that ensures efficiency of the learning process
remains a challenge. This concern is prevalent in domains with continuous state and action spaces
and exacerbated by problem dimensionality. Robotics applications typically feature continuous con-
trol over high-dimensional state spaces. Enabling autonomous robots to learn temporally extended
behaviors through interaction, therefore, requires focused, information-dense sampling strategies.

Model-based reinforcement learning (MBRL) informs decision-making in the real world by estimat-
ing the performance of candidate actions on an environment model. The control policy is optimized
by solving a finite-horizon planning problem involving the model dynamics and objective func-
tion. Some formulations leverage nominal models to recover value estimates (Lowrey et al. (2019);
Seyde et al. (2019)), while others employ learned models without considering behavior beyond the
preview horizon (Kurutach et al. (2018); Chua et al. (2018); Clavera et al. (2018)). True autonomy
arises at the intersection of these approaches, where the agent is capable of continuously refining its
belief about environment dynamics and task objective, while efficiently planning towards goals that
may extend far into the future.
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In this work, we learn coordinated long-term planning in scenarios where both the environment
dynamics and task objective are not known a priori. Our algorithm guides policy learning through a
value function that exhibits optimism in the face of uncertainty. We capture uncertainty over values
by combining predictions from a model ensemble (Lakshminarayanan et al. (2017); Pearce et al.
(2018)) and formulate an upper confidence bound (UCB) objective (Auer et al. (2002); Krause and
Ong (2011)) to recover optimistic performance estimates. Training the policy on ensemble rollouts
with the learned value function as the terminal cost allows for projecting long-term interactions into
a finite planning horizon, thus enabling deep optimistic exploration with minimal prior information.
The contributions of this paper are:

e A policy optimization not requiring a priori knowledge about the dynamics or objective, that
can accommodate sparse reward signals, and is applicable to high-dimensional control tasks

o A framework for efficient deep exploration that leverages an uncertainty-aware value function

e Improved sample complexity over state-of-the-art RL algorithms on a set of benchmark tasks

2. Related Work

Model-free reinforcement learning (MFRL) algorithms have solved a variety of challenging prob-
lems by forgoing sample complexity in favor of asymptotic performance (Silver et al. (2016); Fu-
jimoto et al. (2018); Haarnoja et al. (2018); Hwangbo et al. (2019)). The efficiency of MBRL ap-
proaches has been demonstrated with parametric linear models (Levine and Abbeel (2014); Kumar
et al. (2016)) and non-parametric Gaussian process models (Kuss and Rasmussen (2004); Deisen-
roth and Rasmussen (2011); Kamthe and Deisenroth (2018)) in low-dimensional settings. Moving
to higher dimensions with hybridized states, modelling the dynamics with neural networks is a
common practice for both state-space (Kurutach et al. (2018); Nagabandi et al. (2018); Chua et al.
(2018); Clavera et al. (2018)) and latent space planning (Hafner et al. (2019)). Low sample density
induces bias in these representations, which can be alleviated by ensembling (Kurutach et al. (2018);
Chua et al. (2018); Clavera et al. (2018)). Finite horizon model rollouts are then used to either train a
policy (Kurutach et al. (2018); Clavera et al. (2018)) or solve an MPC-type optimization (Nagabandi
et al. (2018); Chua et al. (2018); Hafner et al. (2019)). These approaches limit predictions to the
preview window and select actions either greedily or with added stochasticity, neglecting structured
exploration. Here, we also mitigate model bias by considering ensemble rollouts but additionally
leverage the associated uncertainty in achieving efficient long-term exploration.

Directed exploration strategies have been extensively studied for discrete action spaces. One line of
research adds an information gain bonus to capture unexpected environment behavior (Stadie et al.
(2015); Ostrovski et al. (2017); Pathak et al. (2017)). Interactions are then driven by uncertainty
over the dynamics and not over long-term rewards. Osband et al. (2016a, 2017) consider the latter
implicitly by extending their work on randomized value functions (Osband et al. (2016b)) in com-
bination with DQN (Mnih et al. (2013)) to model a distribution over value functions and sampling
from the posterior. Chen et al. (2017) build on this idea by combining the mean and variance of a
value ensemble into a UCB objective for action selection. O’Donoghue et al. (2018) furthermore
propose the Uncertainty Bellman equation to improve uncertainty propagation in deep exploration.

In the continuous domain, uncertainty-aware objectives based on predicted disagreement of model
behavior (Still and Precup (2012); Houthooft et al. (2016); Henaff (2019)) or trajectory returns
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(Depeweg et al. (2018)) have been well-studied for finite-horizon rollouts. Lowrey et al. (2019)
consider infinite horizon planning by leveraging an ensemble of value functions in guiding an MPC
into regions of uncertain returns for continuous control under a known nominal model. Here, we
extend the idea of uncertainty driven value exploration to scenarios with unknown dynamics and
objective functions by combining finite-horizon ensemble rollouts with an optimistic value function.

3. Preliminaries

We formulate the underlying optimization problem as a Markov decision process (MDP) defined
by the tuple M = {S, A, f,r, po,7v}, where S € R" denotes the state space, A € R the action
space, f: S x A — & the transition function, r: S x A — R the reward function, pg the initial state
distribution, and y € [0, 1) the discount factor. We define s; and a; to be the state and action at time
t, respectively, and use the notation 7 = 7 (s¢, a¢). Let mp: S — A denote a deterministic policy
parameterized by ¢ and define the discounted infinite horizon return 7 (6) = Y72 7' (s¢, ar),
where sg ~ po, si+1 = f (s¢,a¢), and a; = g (s¢). The objective is to find the optimal policy 7
that maximizes the return 7 (6), where we treat both the dynamics and reward function as unknown.

4. Model-Based Deep Reinforcement Learning

Model-based policy learning constructs an environment model to inform real-world interactions. In
the online phase, the policy is used to interact with the environment and corresponding observations
are appended to the memory D. In the offline phase, the memory is queried to refine the model and
to propagate information into the policy by training on simulated interactions.

4.1. Model Learning

The environment interaction at time ¢ is represented as the tuple (s¢, at, S¢+1,7¢), corresponding
to the discrete time transition s;11 = f (¢, a¢). Here, we do not assume prior knowledge of the
dynamics or the objective function and model them using function approximators f¢ and 7, param-
eterized by ¢ and 1), respectively. We apply standard supervised learning techniques in combination
with episodic warm starts to optimize the generalized objective

o1 .
rr:ln@ Z 17— Gu (st,a2) |3, ey
(
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where g, = { f¢, 7} denotes the function approximator and 7 = {s;+1 — 54,7} the target vector.

4.2. Policy Learning

Our goal is to find the optimal policy j (s;) that maximizes the return 1 (0) = > ;= v'r (s¢, ar).
This objective is computationally intractable and we instead re-formulate it using model rollouts
over a finite horizon 7" with a value function as the terminal return. The policy objective becomes

T-1
(0,6, 0,0, T) =Y Aty (st,a) + 4 V] (s7), )
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where sg € D, a; = mp (St), St41 = f¢ (s¢,ay), and the true value function V™ is approximated
under the current policy 7 using a neural network parameterized by v. The value function is
trained synchronously with the policy using fitted value iteration on the Bellman backups described
by equation (2), where we note that V] (so) = 1 (0, ¢, ¢, v, T) under the optimal policy mp = 7*.
For notational convenience, we use the abbreviation n (6,v) == n (0, ¢,y v, T).

5. Deep Exploration through Model Uncertainty

The environment model trained in section 4.1 exhibits strong bias in regions of low sample density,
while the deterministic policy of section 4.2 overfits to simulated data. Exploratory behavior then
arises from exploiting model mismatches. To overcome these limitations, we introduce our method
of learning a deterministic policy that is uncertainty-aware and intrinsically exhibits long-term ex-
plorative behavior. The policy training is guided by an optimistic value function that encodes the
long-term potential of actions. Uncertainty estimates over environment behavior are recovered by
leveraging an ensemble of models.

5.1. Model Learning with Uncertainty Estimation

In regions of low sample density, observed data constrains the network weights only weakly and the
influence of random biases such as network initialization and the order of observed training samples
become more prevalent. To reduce the effect of these biases, a model ensemble can be employed.
We define an ensemble as a collection of M particles. Each particle is assigned a unique pairing of
a dynamics and a reward function, {{ f¢1 AT f¢ s Ty +}> TEpresenting unique hypotheses
on environment behavior. The particles are used in equation (2) to generate a set of predicted returns

T-1
i (0,v) = > 'y, (sieaie) +77 VI (sir), 3)

t=

where s;0 = S0, @it = 79 (Sit), and ;441 = fz (sit,aiq). Particle distinctness is encouraged
by varying the initial network weights and training batch order. Predicted trajectory returns with

uncertainty estimates are then obtained by computing the ensemble mean i, and variance 072]
M | M
Mn(e,V):MZni(e,V), 0-727(97V):MZ(U’Z(Q?I/)_MV(97V))27 (4)
i=1 i=1

where 1, provides a de-biased estimator of the return and 0,27 an estimator of prediction uncertainty.

5.2. Policy Learning with Directed Exploration

Replacing the policy objective in equation (2) by the predicted mean in equation (4) reduces model-
specific bias in the policy. The resulting greedy strategy would be reliant on random exploration.
Instead, we encourage active exploration by considering the potential improvement via the predicted
variance in equation (4). We define the policy objective via the upper confidence bound (UCB)

nUCB(eay):Mn(97y)+5an(0ay)v )
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where the scalar 5 quantifies the exploration-exploitation trade-off. The greedy policy is recov-
ered at 5 = 0, while increasing 3 increases the optimism that uncertainty translates to potential
for improvement. The objective flexibly scales exploratory behavior, while remaining more ro-
bust to outlier predictions from the ensemble than taking the maximum. The resulting policy is
uncertainty-aware and behaves intrinsically explorative. However, exploration is restricted by the
preview horizon as uncertainty will only propagate locally up until the terminal reward is queried.
To address this limitation, we formulate our value function to encourage long-term exploration be-
yond the preview horizon by defining it over the infinite horizon UCB return. This modified value
function implicitly encodes optimism in the face of uncertainty as it is biased towards the maximum
return of the ensemble. It is approximated by the value network V,f and trained via fitted value
iteration on nycop (0, v). The policy and value function are trained concurrently on the objectives

) 2
max > nues (0,v), min > HUUCB 0,v)=Vy (50)H2> (6)
so€D SoED

where sgp € D. This process yields a purely deterministic policy capable of exploration through
global uncertainty-awareness, while only requiring training on a finite preview horizon.

6. Deep Optimistic Value Exploration (DOVE)

The algorithm runs for K episodes, alternating between two phases: in the online phase, the policy
is used to interact with the environment for NV timesteps and the observed transitions are appended
to memory D. In the offline phase, the environment models are updated according to equation
(1) using common supervised learning practices, while varying the batch order between ensemble
members. The policy and value function are optimized iteratively on the objectives in equation (6).
Each iteration consists of a policy optimization step under the current value function, followed by a
value function optimization step under the updated policy. The corresponding initial conditions are
generated by locally perturbing states from memory to ensure that information propagation is not
limited to on-policy observations. All networks are trained with the Adam optimizer (Kingma and
Ba (2014)). A schematic representation of the approach is provided in Algorithm 1.

Algorithm 1: Deep Optimistic Value Exploration (DOVE)
Initialize: D < () and {¢;, i, 0,v} < U (a,b)
fori < 1to Kdo // episodes
fort < 1to Ndo// timesteps

‘ Execute a; = 7y (s¢) in environment, add transition to D;
end

Train {f,,, 7y, } L, on transitions from D using supervised learning;
for b < 1to Bdo // batches
Sample observations from D, perturb locally to generate initial conditions;

Policy rollout on { f¢i, T } i]\il, train 7y to maximize nycg;
Policy rollout on { f@., Py, 1ML, train V™ to approximate 1;7¢ 3;
end

end
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7. Experiments

In the following, we provide results for training agents with the DOVE algorithm in various settings.
First, we show-case a task with sparse reward signals to illustrate how active exploration emerges
when learning an optimistic value function that is uncertainty aware. Then, we demonstrate that
DOVE improves performance over state-of-the-art on four higher dimensional benchmarking tasks.
We employ an ensemble of size M = 5 and provide other relevant parameters in Appendix A .

7.1. Intuitive Example: Pendulum with Sparse Rewards

The simple pendulum has several function mappings with straight-forward graphic representations.
We define a swing-up task with sparse reward feedback around the upright position. The agent does
not have access to the nominal dynamics or reward function and sparsity avoids guidance towards
the goal through the lack of smooth reward gradients. We remove random exploration by initializing
the agent at rest in the downward configuration and the policy to not generate visible motions.

Figure 1 (A-C) depicts the learned representations of the reward function, value function, and pol-
icy. Both the value function and policy accurately capture the desired swing-up and stabilization
behavior, solving the task. The role of exploring through model uncertainty in building these repre-
sentations is apparent by examining how the first non-zero reward is obtained in episode 5. Figure
1 depicts the UCB value function and its uncertainty before and after the interaction (D-E, respec-
tively). Before, the downward configuration is well explored and high uncertainty remains around
the upright configuration (D). The optimistic agent plans to explore this high uncertainty region as
it holds potential for improvement. It performs a swing-up and rotates with positive velocity, effec-
tively cutting uncertainty in that region of the state space (E). The observed reward is immediately
propagated into the value function and guides the agent in optimizing its swing-up and stabilization
behavior. Based on the UCB trade-off, the agent is furthermore capable of ignoring uncertain areas
of the state space that are non-conducive to the task. This is demonstrated by the remaining reward
uncertainty at high velocity regimes around the upright position in Figure 1 (A). These states would
not allow for immediate stabilization. The UCB formulation therefore induces high selectivity in
planning long-term interactions. This remains valid even in sparse reward settings, where reward
uncertainty can be leveraged in the absence of informative mean estimates. We observe similar
exploratory behavior on the mountain car with sparse rewards as displayed in Appendix B '.

7.2. Performance on Benchmarking Tasks

The previous section highlighted the algorithm’s ability to explore efficiently even with only sparse
reward signals. In this section, we compare performance to state-of-the-art MBRL and MFRL al-
gorithms on four benchmarking tasks. The tasks vary in their respective timescales, episode lengths
and motion objectives, therefore constituting a concise setting to demonstrate the versatility of the
approach. The Reacher task requires generalization of a 2D reaching behavior to arbitrary goal
locations. The Hopper, HalfCheetah and SlimHumanoid tasks require fast forward locomotion un-
der non-smooth impact dynamics. All tasks penalize the usage of control inputs. We analyze the
learning progress on five random seeds over the first 100 episodes to highlight sample-efficiency.
It needs to be noted that, while our algorithm does not have access to the nominal dynamics and

1. Please refer to the extended version of this articleat ht tps: //dspace.mit.edu/handle/1721.1/125161.
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Figure 1: Pendulum swing-up from downward configuration with sparse rewards within |6] < 15°.
Top to bottom: (A) learned reward function mean and standard deviation. (B) learned value function
and standard deviation. (C) episodic rewards and learned policy. (D), (E) learned value function
and standard deviation before and after episode 5, respectively. DOVE actively explores the high
potential rewards of spinning with positive velocity and reduces associated uncertainty (red circle).
Furthermore, uncertain regions not allowing for immediate stabilization at the top are ignored (A).

reward function, the MBRL algorithms we compare to leverage nominal rewards in their planning.
The resulting performance curves are provided in Figure 2, where baseline performance is taken
from Wang et al. (2019). Across all tasks, DOVE performs better than or on par with the MBRL
and the MFRL baselines. This holds despite DOVE having to learn the reward signals used for
planning, whereas the MBRL baselines plan on nominal rewards. The performance gap widens with
increasing task dimensionality, relatively doubling scores on Hopper and HalfCheetah and increas-
ing scores tenfold on SlimHumanoid after 100 episodes, underlining DOVE’s ability to effectively
focus exploration only on regions of the state space that exhibit strong potential for improvement.
We achieve this by guiding the policy learning through optimistic value estimates, thereby predict-
ing long-term behavior and enabling targeted deep exploration. DOVE can then efficiently learn
complex, temporally extended motion patterns while planning only over short time horizons of
T < 0.5 s. The results in Figure 2 also show that DOVE improves performance over DVE, a base-
line with model ensembles and a regular value function without UCB component. Our ablation
study in Appendix C ' confirms that performance is further reduced when only considering a single
ensemble particle with a non-UCB value function. This highlights the importance of deep, directed
exploration facilitated by model ensembling and an uncertainty-aware optimistic value function.

8. Discussion & Conclusion

We propose DOVE, an MBRL algorithm that enables sample-efficient deep exploration with a de-
terministic policy. Policy learning is guided by a value function that exhibits optimism in the face
of uncertainty. The value function encodes an upper confidence bound over performance estimates
from a model ensemble. Training the policy on finite horizon model rollouts with the optimistic
value function as the terminal reward enables computationally tractable deep optimistic exploration.
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Figure 2: Performance on the Reacher, Hopper, Cheetah, and SlimHumanoid benchmarking tasks.
DOVE is compared against state-of-the-art MBRL and MFRL algorithms and DVE, a variation
of DOVE that only uses a non-UCB value function (8 = 0). Performance is evaluated over 100
episodes, averaged over 5 random seeds and compared to baseline data from Wang et al. (2019).
DOVE performs best on all tasks, while scaling gracefully with increased problem dimensionality.

The approach assumes no prior knowledge over the dynamics, reward function or policy, and learns
all representations jointly. Experimental evaluation shows that DOVE efficiently solves tasks that
only provide sparse reward signals and extends well to higher dimensional systems. Performance
improvements over various state-of-the-art MBRL and MBFL algorithms have been demonstrated
on the Reacher, Hopper, Cheetah, and SlimHumanoid benchmarking tasks. We observed that
DOVE scaled much better with problem dimensionality than the other MBRL algorithms, high-
lighting the approach’s ability to effectively focus exploration only on regions with strong potential
for improvement. Furthermore, DOVE was able to do so by planning based on the learned reward
functions and did not have access to the nominal rewards. In the future, we hope to build on these
results by utilizing a model predictive controller in the online phase. Planning over a receding hori-
zon is likely to further increase sample efficiency, as online re-planning will mitigate some effects
of model mismatch. We are furthermore interested in extending our work to latent space planning
from first-person perspective images, as they provide a concise representation of environment states
that are difficult to measure directly.
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