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Abstract

We study how the batch size affects the total gra-
dient variance in differentially private stochastic
gradient descent (DP-SGD), seeking a theoreti-
cal explanation for the usefulness of large batch
sizes. As DP-SGD is the basis of modern DP
deep learning, its properties have been widely
studied, and recent works have empirically found
large batch sizes to be beneficial. However, the-
oretical explanations of this benefit are currently
heuristic at best. We first observe that the total
gradient variance in DP-SGD can be decomposed
into subsampling-induced and noise-induced vari-
ances. We then prove that in the limit of an infinite
number of iterations, the effective noise-induced
variance is invariant to the batch size. The re-
maining subsampling-induced variance decreases
with larger batch sizes, so large batches reduce
the effective total gradient variance. We confirm
numerically that the asymptotic regime is relevant
in practical settings when the batch size is not
small, and find that outside the asymptotic regime,
the total gradient variance decreases even more
with large batch sizes. We also find a sufficient
condition that implies that large batch sizes simi-
larly reduce effective DP noise variance for one
iteration of DP-SGD.

1. Introduction
As deep learning models are being trained on ever larger
datasets, the privacy of the subjects of these training datasets
is a growing concern. Differential privacy (DP) (Dwork
et al., 2006b) is a property of an algorithm that formally
quantifies the privacy leakage that can result from releasing
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the output of the algorithm. Due to the formal guarantee
provided by DP, there is a great deal of interest in training
deep learning models with a DP variant of stochastic gra-
dient descent (DP-SGD) (Song et al., 2013; Bassily et al.,
2014; Abadi et al., 2016).

One of the key properties of DP is so called subsampling
amplification (Li et al., 2012; Beimel et al., 2014). Broadly
speaking, subsampling the data before applying a DP mech-
anism adds an additional layer of protection to the data
samples, leading to stronger privacy guarantees for a fixed
amount of added noise. Quantifying the gains from subsam-
pling amplification (Abadi et al., 2016; Zhu & Wang, 2019;
Koskela et al., 2020; Zhu et al., 2022) has been a crucial
component in making algorithms such as DP-SGD work
under strict privacy guarantees.

In non-DP gradient descent, subsampling the gradients has
been shown to provide better generalization on many oc-
casions (Hardt et al., 2016; Mou et al., 2018; Kleinberg
et al., 2018). The reason for the improved generalization is
that the subsampling-induced noise allows the optimization
to avoid collapsing into a local optimum early on (Keskar
et al., 2017). However, when optimizing with DP-SGD,
many works have shown that the large batch sizes actually
provide better performance compared to heavy subsampling
of the training data (McMahan et al., 2018; De et al., 2022;
Mehta et al., 2023). This suggests that there are some funda-
mental differences in how the level of subsampling affects
the performance of non-private and private SGD.

We focus on the Poisson subsampled Gaussian mechanism,
which is the basis for the privacy analysis of DP-SGD. The
privacy analysis can be done with several different upper
bounds (Abadi et al., 2016; Zhu & Wang, 2019; Koskela
et al., 2020), but we only look at the tight analysis that gives
the smallest possible privacy bounds for the subsampled
Gaussian mechanism. The tight analysis is what modern
numerical privacy accountants (Koskela et al., 2020; 2021;
Gopi et al., 2021; Doroshenko et al., 2022; Alghamdi et al.,
2023) approximate.

In Poisson subsampling, each datapoint is included with
probability q, called the subsampling rate, which is propor-
tional to the expected batch size. The total gradient variance
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in DP-SGD can be decomposed into two parts: the subsam-
pling variance and the Gaussian noise variance σ2. A larger
q reduces the subsampling variance, but the effect on the
noise variance is not as clear. On one hand, a larger q re-
duces the privacy amplification effect, necessitating a larger
σ2, but on the other hand, an unbiased gradient estimate
must be divided by q, so the effective noise variance is σ2

q2 .

We study how the effective noise variance scales with the
subsampling rate, making the following contributions:

1. In Section 5, we prove that in the limit of an infinite
number of iterations, there is a linear relationship σ =
cq between q and σ, meaning that the two effects q
has on the effective noise variance cancel each other,
leaving the effective noise variance invariant to the
subsampling rate. This means that a larger subsampling
rate always reduces the effective total gradient variance,
since the subsampling-induced variance decreases with
a larger subsampling rate.

2. In Section 6, we consider the case of a single iteration
of the subsampled Gaussian mechanism. We find a suf-
ficient condition which implies that large subsampling
rates always reduce the effective injected DP noise vari-
ance, hence also reducing the effective total gradient
variance. We check this condition numerically for a
wide grid of hyperparameter values, and find that the
condition holds amongst these hyperparameters.

3. We look at the relationship between the subsampling
rate and noise standard deviation empirically in Sec-
tion 5.1, and find that the asymptotic regime from our
theory is reached quickly with small privacy parame-
ters. Moreover, we find that when we are not in the
asymptotic regime, the effective injected DP noise vari-
ance decreases even more with a large subsampling
rate.

1.1. Related Work

Several works have empirically observed that large batch
sizes are useful in DP-SGD (McMahan et al., 2018; De et al.,
2022; Mehta et al., 2023). Indeed, the linear relationship
between the subsampling rate and noise standard deviation
we study has been suggested as a heuristic rule-of-thumb
in previous work (Li et al., 2021; Sander et al., 2023) to
explain these results.

The linear relationship also appears in several works that
study Rényi DP (Mironov, 2017) accounting of the subsam-
pled Gaussian mechanism (Abadi et al., 2016; Bun et al.,
2018; Mironov et al., 2019), though these works do not make
the connection with large subsampling rates. These Rényi
DP-based analyses of the subsampled Gaussian mechanism
do not provide tight privacy bounds anyway (Zhu et al.,

2022), so these results do not imply that the linear relation-
ship holds even asymptotically with tight accounting.

Our work focuses on Poisson subsampling, which is widely
used and implemented in libraries like Opacus (Yousefpour
et al., 2021). There are other subsampling schemes like
subsampling with replacement (WR) and subsampling with-
out replacement (WOR), which take a fixed-size uniformly
random subsample, either with or without replacement. Pre-
vious work has done tight privacy accounting for both of
them (Koskela et al., 2020; Zhu et al., 2022). However,
recent work has questioned the validity of these works for
WOR subsampling (Lebeda et al., 2023), pointing out issues
which should be resolved before studying WOR subsam-
pling further. WR subsampling is rarely used in practice,
and the accounting for it is much more complex (Koskela
et al., 2020) than Poisson subsampling.

Sommer et al. (2019) and Dong et al. (2022) prove central
limit theorems for privacy accounting, which essentially
show that the privacy loss of any sufficiently well-behaved
mechanism after many compositions is asymptotically like
the privacy loss of the Gaussian mechanism. As we study
the asymptotic behaviour of the subsampled Gaussian mech-
anism after many compositions, it is possible that these the-
orems could be used to prove our result. However, we opted
for another route in our proof. Instead of showing that pri-
vacy accounting for the subsampled Gaussian mechanism
is asymptotically similar to accounting for the Gaussian
mechanism, we show that the subsampled mechanism itself
is asymptotically similar to the Gaussian mechanism.

2. Background
In this section, we go through some background material on
differential privacy. We start with the definition and basics
in Section 2.1, look at composition in Section 2.2 and finally
introduce DP-SGD in Section 2.3.

2.1. Differential privacy

Differential privacy (DP) (Dwork et al., 2006b; Dwork &
Roth, 2014) is a property of an algorithm that quantifies
the privacy loss resulting from releasing the output of the
algorithm. In the specific definition we use, the privacy loss
is quantified by two numbers: ϵ ≥ 0 and δ ∈ [0, 1].
Definition 2.1. Let M be a randomised algorithm. M
is (ϵ, δ)-DP if, for all measurable A and all neighbouring
x, x′ ∈ X ,

Pr(M(x) ∈ A) ≤ eϵ Pr(M(x′) ∈ A) + δ. (1)

DP algorithms are also called mechanisms. We use x ∼ x′

to denote x and x′ being neighbouring. The meaning of
neighbouring is domain specific. The most common defini-
tions are add/remove neighbourhood, where x ∼ x′ if they
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differ in only adding or removing one row, and substitute
neighbourhood, where x ∼ x′ if they differ in at most one
row, and have the same number of rows. We focus on the
add/remove neighbourhood in this work.

Differential privacy is immune to post-processing, so apply-
ing any function to the output of a DP mechanism cannot
weaken the privacy guarantee (Dwork & Roth, 2014).

Theorem 2.2. Let M be an (ϵ, δ)-DP mechanism and let f
be any randomised algorithm. Then f ◦M is (ϵ, δ)-DP.

The basic mechanism we look at is the Gaussian mecha-
nism, which adds Gaussian noise to the output of a func-
tion (Dwork et al., 2006a):

Definition 2.3. The Gaussian mechanism G for a function
f : X → Rd and noise variance σ2 is G(x) = f(x) + η,
where η ∼ Nd(0, σ

2Id).

The privacy bounds of the Gaussian mechanism depend on
the sensitivity of f .

Definition 2.4. The sensitivity of a function f is ∆ =
supx∼x′ ||f(x)− f(x′)||2.

Tight privacy bounds for the Gaussian mechanism were de-
rived by Balle & Wang (2018). We omit the exact expression
here, as it is not important for this work.

2.2. Composition of Differential Privacy

Another useful property of DP is composition, which means
that running multiple DP algorithms in succession degrades
the privacy bounds in a predictable way. The tight composi-
tion theorem we are interested in is most easily expressed
through privacy loss random variables (Sommer et al., 2019)
and dominating pairs (Zhu et al., 2022), which we introduce
next.

Definition 2.5. For α ≥ 0 and random variables P,Q, the
hockey-stick divergence is

Hα(P,Q) = Et∼Q

((
dP

dQ
(t)− α

)
+

)
, (2)

where (x)+ = max{x, 0} and dP
dQ is the Radon-Nikodym

derivative, which simplifies to the density ratio if P and Q
are continuous.

Differential privacy can be characterised with the hockey-
stick divergence: M is (ϵ, δ)-DP if and only if
supx∼x′ Heϵ(M(x),M(x′)) ≤ δ (Zhu et al., 2022).

Definition 2.6 (Zhu et al. 2022). A pair of random variables
P,Q is called a dominating pair for mechanism M if for all
α ≥ 0,

sup
x∼x′

Hα(M(x),M(x′)) ≤ Hα(P,Q). (3)

Dominating pairs allow computing privacy bounds for a
mechanism from simpler distributions than the mechanism
itself. A dominating pair for the Gaussian mechanism is
P = N (0, σ2), Q = N (∆, σ2) (Koskela et al., 2020).

Definition 2.7 (Sommer et al. 2019). For random variables
P,Q, the privacy loss function is L(t) = ln dP

dQ (t) and the
privacy loss random variable (PLRV) is L = L(T ) where
T ∼ P .

The PLRV of a mechanism is formed by setting P and Q to
be a dominating pair for the mechanism. For the Gaussian
mechanism, the PLRV is N (µ, 2µ) with µ = ∆2

2σ2 (Sommer
et al., 2019).

The PLRV allows computing the privacy bounds of the
mechanism with a simple expectation (Sommer et al., 2019):

δ(ϵ) = Es∼L((1− eϵ−s)+). (4)

PLRVs also allow expressing the tight composition theorem
in a simple way.

Theorem 2.8 (Sommer et al. 2019). If L1, . . . , LT are the
PLRVs for mechanisms M1, . . . ,MT , the PRLV of the
adaptive composition of M1, . . . ,MT is the convolution of
L1, . . . , LT , which is the distribution of L1 + · · ·+ LT .

2.3. Differentially private SGD

Differentially private SGD (DP-SGD) (Song et al., 2013;
Bassily et al., 2014; Abadi et al., 2016) is one of the most
important DP algorithms. Making SGD private requires clip-
ping the gradients to bound their sensitivity to a threshold
C: clipC(x) =

x
||x||2 min{||x||2, C}, clipC(0) = 0. Then

noise is added to the sum of the clipped gradients with the
Gaussian mechanism, so DP-SGD uses

GDP =
∑
i∈B

clipC(gi) +N (0, σ2Id) (5)

in place of the non-private sum of gradients. GDP can also
be used in adaptive versions of SGD like Adam.

To compute the privacy bounds for DP-SGD, we need to ac-
count for the subsampling amplification that comes from the
subsampling in SGD. This requires fixing the subsampling
scheme. We consider Poisson subsampling, where each
datapoint in B is included in the subsample with probability
q, independently of any other datapoints.

When the neighbourhood relation is add/remove, the Pois-
son subsampled Gaussian mechanism, of which DP-SGD
is an instance of, has the dominating pair (Koskela et al.,
2020)

P = qN (∆, σ2) + (1− q)N (0, σ2),

Q = N (0, σ2).
(6)
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With this dominating pair, we can form the PLRV for the
mechanism, take a T -fold convolution for T iterations, and
compute the privacy bounds from the expectation in (4).
The computation is not trivial, but can be done using numer-
ical privacy accountants (Koskela et al., 2020; 2021; Gopi
et al., 2021; Doroshenko et al., 2022; Alghamdi et al., 2023).
These accountants are used by libraries implementing DP-
SGD like Opacus (Yousefpour et al., 2021) to compute
privacy bounds in practice.

2.4. Kullback-Leibler Divergence and Total Variation
Distance

Our proofs use two notions of distance between random
variables, total variation distance and Kullback-Leibler (KL)
divergence (Kullback & Leibler, 1951).

Definition 2.9. Let P and Q be random variables.

1. The total variation distance between P and Q is

TV(P,Q) = sup
A

|Pr(P ∈ A)− Pr(Q ∈ A)|. (7)

The supremum is over all measurable sets A.

2. The KL divergence between P and Q with densities
p(t) and q(t) is

KL(P,Q) = Et∼P

(
ln

p(t)

q(t)

)
. (8)

The two notions of distance are related by Pinsker’s inequal-
ity.

Lemma 2.10 (Kelbert, 2023). For random variables P,Q,

TV(P,Q) ≤
√

1

2
KL(P,Q). (9)

3. Accounting Oracles
We use the concept of accounting oracles (Tajeddine et al.,
2020) to make formalising properties of privacy accounting
easier. The accounting oracle is the ideal privacy accountant
that numerical accountants aim to approximate.

Definition 3.1. For a mechanism M, the accounting oracle
AOM(ϵ) returns the smallest δ such that M is (ϵ, δ)-DP.

In case M has hyperparameters that affect its privacy
bounds, these hyperparameters will also be arguments of
AOM. We write the accounting oracle for the T -fold com-
position of the Poisson subsampled Gaussian mechanism as
AOS(σ,∆, q, T, ϵ), and the accounting oracle of a compo-
sition of the Gaussian mechanism as AOG(σ,∆, T, ϵ).

Accounting oracles make it easy to formally express sym-
metries of privacy accounting. For example, privacy bounds
are invariant to post-processing with a bijection.

Lemma 3.2. Let M be a mechanism and f be a bijection.
Then AOM(ϵ) = AOf◦M(ϵ).

Proof. This follows by using post-processing immunity for
f to show that AOf◦M(ϵ) ≤ AOM(ϵ) and for f−1 to show
that AOf◦M(ϵ) ≥ AOM(ϵ).

We can also formalise the lemma that considering ∆ =
1 is sufficient when analysing the (subsampled) Gaussian
mechanism.

Lemma 3.3.

AOG(σ,∆, T, ϵ) = AOG(σ/∆, 1, T, ϵ), (10)
AOS(σ,∆, q, T, ϵ) = AOS(σ/∆, 1, q, T, ϵ). (11)

Proof. Let M be the (subsampled) Gaussian mechanism.
Then

M(x) = f(x) + η = ∆

(
1

∆
f(x) +

1

∆
η

)
(12)

with η ∼ Nd(0, σ
2Id). The sensitivity of 1

∆f(x) is 1, so
the part inside parenthesis in the last expression is a (sub-
sampled) Gaussian mechanism with sensitivity 1 and noise
standard deviation σ/∆. Multiplying by ∆ is bijective post-
processing, so that mechanism must have the same privacy
bounds as the original mechanism. In a composition, this
transformation can be done separately for each individual
mechanism of the composition.

Since considering ∆ = 1 when analysing the subsampled
Gaussian mechanism is enough by Lemma 3.3, we occa-
sionally shorten AOS(σ, 1, q, T, ϵ) to AOS(σ, q, T, ϵ).

The next lemma and corollary show that mechanisms close
in total variation distance also have similar privacy bounds.

Lemma 3.4. Let M be an (ϵ, δ)-DP mechanism, and let
M′ be a mechanism with

sup
x

TV(M(x),M′(x)) ≤ d, (13)

for some d ≥ 0. Then M′ is (ϵ, δ + (1 + eϵ)d)-DP.

Proof. For any measurable set A,

Pr(M′(x) ∈ A) ≤ Pr(M(x) ∈ A) + d

≤ eϵ Pr(M(x′) ∈ A) + δ + d

≤ eϵ(Pr(M′(x′) ∈ A) + d) + δ + d

= eϵ Pr(M′(x′) ∈ A) + δ + (1 + eϵ)d.

(14)

Lemma 3.4 can also be expressed with accounting oracles.
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Corollary 3.5. Let AOM and AOM′ be the accounting
oracles for mechanisms M and M′, respectively. If

sup
x

TV(M(x),M′(x)) ≤ d. (15)

then
|AOM(ϵ)−AOM′(ϵ)| ≤ (1 + eϵ)d. (16)

Proof. Let δ = AOM(ϵ). By Lemma 3.4, M′ is (ϵ, (1 +
eϵ)d+ δ)-DP, so

AOM′(ϵ) ≤ δ + (1 + eϵ)d. (17)

If AOM′(ϵ) < δ − (1 + eϵ)d,

AOM(ϵ) < δ − (1 + eϵ)d+ (1 + eϵ)d = δ (18)

by Lemma 3.4, which is a contradiction, so

AOM′(ϵ) ≥ δ − (1 + eϵ)d. (19)

Combining (17) and (19),

|AOM(ϵ)−AOM′(ϵ)| ≤ (1 + eϵ)d. (20)

4. DP-SGD noise decomposition
For now, let us denote the sum on the right in Equation (5),
the sum of clipped gradients with subsampling rate q, with
Gq:

Gq =
∑
i∈B

clipC(gi). (21)

In each step of DP-SGD, we are releasing this sum using
Gaussian perturbation. However, due to the subsampling,
our gradient sum can comprise of any number of terms
between 0 and N . Therefore, before we do the step, we
want to upscale the summed gradient to approximate the
magnitude of the full data gradient G1. This is typically
done by scaling the Gq with N/|B| where |B| denotes the
size of the minibatch. However, using the |B| as such might
leak private information. Instead, we will use 1/q scaling
for Gq , which also gives an unbiased estimator of G1:

E
[
1

q
Gq −G1

]
= E

1
q

∑
i∈[N ]

big̃i −
∑
i∈[N ]

g̃i

 (22)

=
∑
i∈[N ]

g̃i E
[
bi
q
− 1

]
= 0, (23)

where bi ∼ Bernoulli(q) and g̃i denote the clipped per-
example gradients. Using Lemma 3.3, we can decouple the

noise-scale and the clipping threshold C and write the DP
gradient G̃ used to update the parameters as

G̃ =
1

q
(Gq + Cση) , (24)

where η ∼ N (0, Id). The clipping threshold C affects the
update as a constant scale independent of q, and therefore
for notational simplicity we set C = 1. Since the subsam-
pled gradient Gq and the DP noise are independent, we can
decompose the total gradient variance of the jth element of
G̃ as

Var(G̃j)︸ ︷︷ ︸
Total

=
1

q2
Var(Gq,j)︸ ︷︷ ︸

Subsampling

+

(
σ

q

)2

︸ ︷︷ ︸
Effective DP Noise

. (25)

The first component on the right in Equation (25), the sub-
sampling variance, arises from the subsampling, so it is easy
to see, as we show in Appendix A.1, that it is decreasing
w.r.t. q, which holds regardless of the clipping threshold
assuming C > 0. For the rest of the paper, we will use
σ2

eff := σ2/q2 to denote the second component of the vari-
ance decomposition in Equation (25), the effective noise
variance.

In order to guarantee (ϵ, δ)-DP, the σ term in σeff needs to
be adjusted based on the number of iterations T and the
subsampling rate q. Hence we will treat the σ as a function
of q and T , and denote the smallest σ that provides (ϵ, δ)-DP
as σ(q, T ).

Now, the interesting question is, at what rate does the
σ(q, T ) grow w.r.t. q? In Equation (25), we saw that
the effective variance arising from the DP noise addition
scales as (σ(q, T )/q)2. In Section 5, we show that as
T → ∞, σ(q, T ) becomes a linear function w.r.t. q. Since
σ(1, T ) = 1 · σ(1, T ), this means that

σ(q, T ) ≈ qσ(1, T ). (26)

This result implies that subsampling does not reduce the
effective level of injected DP noise, while we would have
more subsampling-induced noise arising from the first term
of Equation (25) for small values of q.

In Section 5.1 we study σeff numerically, and find that as T
grows, the σeff decreases monotonically towards σ(1, T ).

Furthermore, in Section 6 we show that when T = 1, the
subsampling can in fact be harmful and smaller values q
incur a proportionally larger effective noise variance in the
gradient updates.

5. Subsampled Gaussian Mechanism in the
Limit of Many Compositions

Since privacy accounting for DP-SGD is based on the ac-
counting oracle AOS(σ,∆, q, T, ϵ) for the Poisson subsam-
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pled Gaussian mechanism, it suffices to study the behaviour
of AOS , instead of DP-SGD directly. This can be done in a
much simpler setting.

In the setting we use, there is a single datapoint x ∈ {0, 1},
which is released T times with the Poisson subsampled
Gaussian mechanism:

Mi(x) ∼ xBq +N (0, σ2
T ) (27)

for 1 ≤ t ≤ T , where Bq is a Bernoulli random variable.
Since M is a Poisson subsampled Gaussian mechanism, its
accounting oracle is AOS(σ, 1, q, T, ϵ).1 We have

E(Mi(x)) = qx (28)

Var(Mi(x)) = x2q(1− q) + σ2
T . (29)

As σ2
T → ∞, the variance and σ2

T approach each other. As
a result, we can approximate Mi with

M′
i(x) ∼ N (qx, σ2

T ). (30)

To prove this, we first need to find a lower bound on how
quickly σ2

T must grow as T → ∞.

Theorem 5.1. Let σT be such that AOS(σT ,∆, q, T, ϵ) ≤
δ for all T , with δ < 1. Then σ2

T = Ω(T ).

Proof. The idea of the proof is to show that unless σ2
T =

Ω(T ), the mean of the PLRV can obtain arbitrarily large
values, and then show that this leads to violating the δ bound.
We defer the full proof to Appendix A.5.

Now we can prove that the approximation is sound.

Theorem 5.2. For 1 ≤ i ≤ T , let

Mi(x) ∼ xBq +N (0, σ2
T ), (31)

M′
i(x) ∼ N (qx, σ2

T ). (32)

be independent for each i. Let M1:T be the composition of
Mi, and let M′

1:T be the composition of M′
i. Then

sup
x

TV(M1:T (x),M′
1:T (x)) → 0 (33)

as T → ∞.

Proof. It suffices to show

sup
x

T ·KL(M′
i(x),Mi(x)) → 0 (34)

due to Pinsker’s inequality and the additivity of KL diver-
gence for products of independent random variables. When
x = 0, the two mechanism are the same, so it suffices to
look at x = 1. The idea for the rest of the proof is to first

1Considering ∆ = 1 suffices due to Lemma 3.3.

reparameterise σ in terms of a variable u with u → 0 as
T → ∞ and then use Taylor’s theorem at u = 0 to find the
convergence rate of the KL divergence. For the complete
proof see Appendix A.3.

The mechanism M′
i is nearly a Gaussian mechanism, since

1

q
M′

i(x) ∼ x+N
(
0,

σ2
T

q2

)
. (35)

On the right is a Gaussian mechanism with noise standard
deviation σT

q , which has the linear relationship between σT

and q we are looking for. In the next theorem, we use this
to prove our main result.
Theorem 5.3. For any σ, q1, q2, ∆ and ϵ

|AOS(σ,∆, q1, T, ϵ)−AOS(σ · q2/q1,∆, q2, T, ϵ)| → 0
(36)

as T → ∞.

Proof. It suffices to look at ∆ = 1 by Lemma 3.3. Let
AO′(σ, q, T, ϵ) be the accounting oracle for M′

1:T . By
Lemma 3.2 and (35),

AO′(σ, q, T, ϵ) = AOG

(
σ

q
, T, ϵ

)
. (37)

Let σ2 = σ · q2/q1,

d
(1)
T = sup

x
TV(M1:T (x, q1, σ),M′

1:T (x, q1, σ)), (38)

and

d
(2)
T = sup

x
TV(M1:T (x, q2, σ2),M′

1:T (x, q2, σ2)). (39)

Now

|AOS(σ, q1, T, ϵ)−AO′(σ, q1, T, ϵ)| ≤ (1+eϵ)d
(1)
T (40)

and

|AOS(σ2, q2, T, ϵ)−AO′(σ2, q2, T, ϵ)| ≤ (1 + eϵ)d
(2)
T

(41)
by Corollary 3.5. Since σ

q1
= σ2

q2
,

AO′(σ, q1, T, ϵ) = AOG

(
σ

q1
, T, ϵ

)
= AOG

(
σ2

q2
, T, ϵ

)
= AO′(σ2, q2, T, ϵ).

(42)

Now

|AOS(σ, q1, T, ϵ)−AOS(σ · q2/q1, q2, T, ϵ)|
≤ |AOS(σ, q1, T, ϵ)−AO′(σ, q1, T, ϵ)|
+ |AOS(σ2, q2, T, ϵ)−AO′(σ2, q2, T, ϵ)|

≤ (1 + eϵ)(d
(1)
T + d

(2)
T ) → 0

(43)

by Theorem 5.2.
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Figure 1. The σeff := σ(q, T )/q decreases as q grows for all the ϵ and T values. As T grows, σeff approaches the σ(1, T ), as the
asymptotic theory predicts. The privacy parameter δ was set to 10−5 when computing the σ(q, T ).

By setting q2 = 1, we see that AOS(σ,∆, q, T, ϵ) behaves
like AOS(σ/q,∆, 1, T, ϵ) in the T → ∞ limit, so σ

q must
be a constant that does not depend on q to reach a given
(ϵ, δ)-bound. We formalise this in the following corollary.

Corollary 5.4. Let σ(q, T ) be the smallest σ such that
AOS(σ,∆, q, T, ϵ) ≤ δ. Then

lim
T→∞

σ(q, T )

qσ(1, T )
= 1. (44)

Proof. The claim follows from Theorem 5.3 and the
continuity of the inverse of AOS(σ,∆, 1, T, ϵ) =
AOG(σ,∆, T, ϵ) when considered only a function of σ,
with other parameters fixed. We defer the full proof to
Appendix A.4.

5.1. Empirical results

In order to demonstrate how the σeff converges to qσ(1, T ),
we use Google’s open source implementation2 of the
PLD accountant (Doroshenko et al., 2022) to compute the
σ(q, T ).

Figure 1 shows that as the the number of iterations grows,
the σeff approaches the σ(1, T ) line. We can also see that for
smaller values of ϵ, the convergence happens faster. This be-
haviour can be explained by the larger level of noise needed
for smaller ϵ values, which will make the components of
the Gaussian mixture in Equation (31) less distinguishable
from each other.

2Available at https://github.com/google/
differential-privacy/tree/main/python

We can also see that for all of the settings, the σeff stays
above the σ(1, T ) line, and it is the furthest away when q
is the smallest. This would suggest, that our observation
in Section 6 hold also for T > 1, and that smaller values
of q incur a disproportionally large DP-induced variance
component in Equation (25).

The source code for reproducing our experiments
can be found in https://github.com/DPBayes/
subsampling-is-not-magic.

6. Subsampled Gaussian Mechanism without
Compositions

For now, let us consider T = 1, and denote σ(q) := σ(q, 1).
We can express the δ using the hockey-stick divergence and
the dominating pair (P,Q) defined in Equation (6) as

δ(q) =qPr

(
Z ≥ σ(q) log

(
h(q)

q

)
− 1

2σ(q)

)
− h(q) Pr

(
Z ≥ σ(q) log

(
h(q)

q

)
+

1

2σ(q)

)
,

(45)

where h(q) := eϵ − (1− q). Recall that we have assumed
σ(q, T ) to be a function that returns a noise-level matching
to a particular (ϵ, δ) privacy level for given q and T . There-
fore, the derivative of δ(q) in Equation (45) w.r.t. q is 0, and
we can solve the derivative of the RHS for σ′(q). Let us
denote

a :=
1

2
√
2σ(q)

(46)
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b :=
σ(q)√

2
log

(
eϵ − (1− q)

q

)
. (47)

We have the following Lemma

Lemma 6.1. For the smallest σ(q) that provides (ϵ, δ)-DP
for the Poisson subsampled Gaussian mechanism, we have

σ′(q) =
σ(q)

q

1

2a

1

erf ′(a− b)
(erf(a− b)− erf(−a− b)).

(48)

Proof. See Appendix A.6.

Now, Lemma 6.1 allows us to establish following result.

Theorem 6.2. If a < b for a and b defined in Equations (46)
and (47), then d

dq
σ(q)
q < 0.

Proof. The erf(x) is a convex function for x ∈ R<0. Since
a, b ≥ 0 we have −a− b ≤ 0 and if a− b < 0 we get from
the convexity that

erf(a− b)− erf(−a− b) < 2a erf ′(a− b). (49)

Substituting this upper bound into Equation (48) gives

σ′(q) <
σ(q)

q
⇔ qσ′(q)− σ(q)

q2
=

d

dq

σ(q)

q
< 0. (50)

Now, Theorem 6.2 implies that σeff is a decreasing function
w.r.t. q, and therefore larger subsampling rates should be
preferred when a < b. So now the remaining question is,
when is a smaller than b. It is easy to see that if a > b, we
have an upper bound on the σ(q), and therefore we cannot
obtain arbitrarily strict privacy levels.

However, analytically solving the region where a < b is
intractable as we do not have a closed form expression for
σ(q). Therefore we make the following Conjecture, which
we study numerically.

Conjecture 6.3. For ϵ, q ≥ 4δ, we have a− b < 0.

Verifying the Conjecture 6.3 numerically requires comput-
ing the σ(q) values for a range of q and ϵ values, which
would be computationally inefficient. However, computing
a, b and δ can be easily parallelized over multiple values
of q and σ. We set δtarget = 10−5 and compute the a, b
and δ for q ∈ [4δtarget, 1.0], σ ∈ [min(q)σ(1, ϵ), σ(1, ϵ)]
and ϵ ∈ [4δtarget, 4.0] which would be a reasonable range
of ϵ values for practical use. The σ(1, ϵ) is a noise-level
matching (ϵ, δtarget)-DP guarantee for q = 1, and the lower
bound min(q)σ(1, ϵ) for σ was selected based on hypothesis

10 4 10 3 10 2 10 1 100

0.35

0.30

0.25

0.20

0.15

0.10

0.05

0.00

a
b

Figure 2. The largest a − b computed for multiple (q, σ) pairs
stays negative for a broad range of ϵ values. The a and b were
selected so that the corresponding (q, σ) pair satisfies (ϵ, δ)-DP
with δ ≤ 10−5.

that within [min(q)σ(1, ϵ), σ(1, ϵ)] we can find a noise-level
closely matching the δtarget.

Figure 2 shows the largest a− b value for our target ϵ values
among the q and σ pairs that resulted into δ ≤ δtarget. We
can see that among these values there are no cases of a > b.
While our evaluation covers a range of ϵ values, a− b seems
to be monotonically decreasing w.r.t. ϵ, which suggests that
the conjecture should hold even for larger values of ϵ. Based
on our numerical evaluation, the σ range resulted into δ
values differing from δtarget = 10−5 at most ≈ 2× 10−7 in
absolute difference. As a final remark, the constant 4 in the
Conjecture 6.3 was found numerically. With smaller values
of this constant we obtained cases for which a − b > 0.
Furthermore, values of q ≈ δ empirically produce results
that even fail to satisfy the claim of Theorem 6.2.

Limitations Our analysis for the T = 1 case reduced
the monotonicity of effective DP noise standard deviation
σeff to a sufficient condition a < b. We were unable to
provide a formal proof of when this condition is satisfied,
but verified numerically that it appears valid for a broad
range of practically relevant parameters with δ = 10−5, a
standard value suggested by NIST3.

3https://doi.org/10.6028/NIST.SP.800-226.
ipd
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7. Discussion
In this paper, we have studied how the subsampling rate
affects the level of Gaussian perturbation in Poisson sub-
sampled DP-SGD. An important question is how this affects
the convergence of DP-SGD. Recently, Bu et al. (2023)
studied the convergence of DP-SGD using gradient normal-
isation instead of clipping. In their work, they proved a
convergence result for DP-SGD with expected batch size B,
number of iterations T and Gaussian noise with standard
deviation of σ. Their Theorem 4 gives an upper bound on
the expected gradient norm as

min
0≤t≤T

E(||gt||) ≤ G

(
4√
T

√
(L0 − L∗)L

(
1 +

σ2d

B2

)
; ξ, γ

)
where the L0,L∗ and L are regularity condition constants
for the loss function, γ is a stability parameter for the gra-
dient normalisation, and ξ2 is the sum of the total gradient
variances for each dimension from (25). G is a complicated
function that arises from the gradient normalisation.

The bound is affected by the noise-level and the batch size
in terms of the factor σ2

B2 . This term is linearly proportional

to the σ(q)2

q2 which we study in this paper. Thus, given

the same number of iterations, our results that σ(q)
q is non-

increasing w.r.t. q would also imply that the σ2

B2 term in the
above bound is also non-increasing w.r.t q. The function
G in this Theorem is increasing with regards to the first
parameter, which is the only place the number of iterations
T appears. This means that the batch size does not affect
the convergence rate in the asymptotic regime, and a large
batch size improves the constant for the convergence rate in
the non-asymptotic regime.

The effect of the batch size through ξ is harder to reason
about due to the complicated nature of G. G appears to be
increasing with regards to ξ based on numerical results of
Bu et al. (2023), which would mean that a larger batch size
also improves the convergence through reducing ξ. When
γ = 0, Bu et al. (2023) show that G ≥ ξ, so a larger batch
size improves the quality of the solution DP-SGD can find
in this case.

8. Conclusion
We studied the relationship between the effective noise vari-
ance and the subsampling rate in Poisson subsampled DP-
SGD, and proved that as the number of iterations approaches
infinity, the relationship becomes linear, which cancels the
effect of the subsampling rate in the effective noise vari-
ance. This means that a large subsampling rate always re-
duces the effective total gradient variance. Furthermore, we
demonstrated that under a wide range of ϵ values, a single
application of the Poisson subsampled Gaussian mechanism

actually incurs a monotonically decreasing effective noise
variance w.r.t. subsampling rate. Our numerical experiments
show that the asymptotic regime is relevant in practice, and
that outside the asymptotic regime, smaller subsampling
rates lead to increasingly large effective total gradient vari-
ances. This explains the observed benefits of large batch
sizes in DP-SGD, which has so far had only empirical and
heuristic explanations, furthering the theoretical understand-
ing of DP-SGD.

For future work, it would be important to theoretically
study how to interpolate our results between the T = 1
and the asymptotic case. Based on our numerical evalua-
tions however, we expect our main conclusion, that the large
batches provide smaller effective noise, to hold even for
finite T > 1.

In all cases we have studied, less subsampling (larger q)
always leads to better privacy–utility trade-off, at the cost
of more compute. Thus the magic of subsampling amplifi-
cation lies in saving compute, not in achieving higher utility
than without subsampling.
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A. Missing proofs
A.1. The subsampling induced variance decreases w.r.t. q

Recall from Section 4, that we denote the sum of clipped subsampled gradients with Gq:

Gq =
∑
i∈B

clipC(gi). (51)

Now for the subsampling induced variance in noise decomposition of Equation (25) we have

Var

(
1

q
Gq,j

)
=

1

q2
Var

∑
i∈[N ]

bigi,j

 (52)

=
1

q2

∑
i∈[N ]

g2i,j Var (bi) (53)

=
q(1− q)

q2

∑
i∈[N ]

g2i,j (54)

=
1− q

q

∑
i∈[N ]

g2i,j . (55)

Now, it is easy to see that the sum in Equation (55) is a constant w.r.t. q, and the term (1− q)/q is decreasing w.r.t. q. Thus
the subsampling induced variance is decreasing w.r.t. q.

A.2. Useful Lemmas

Lemma A.1 (Kullback & Leibler, 1951). Properties of KL divergence:

1. If P and Q are joint distributions over independent random variables P1, . . . , PT and Q1, . . . , QT ,

KL(P,Q) =

T∑
i=1

KL(Pi, Qi). (56)

2. If f is a bijection,
KL(f(P ), f(Q)) = KL(P,Q). (57)

We will need to analyse the following function:

fx(u) = ln
N (x; 0, 1)

qN (x;u− qu, 1) + (1− q)N (x;−qu, 1)
. (58)

In particular, we need the fourth-order Taylor approximation of Ex(fx(u)) for x ∼ N (0, 1) at u = 0. We begin by looking
at the Taylor approximation of fx(u) without the expectation, and then show that we can differentiate under the expectation.

Lemma A.2. The fourth-order Taylor approximation of fx at u = 0 is

fx(u) =
1

2
(q − 1)q(x2 − 1)u2

− 1

6
(q − 1)q(2q − 1)x(x2 − 3)u3

+
1

24
q
(
−3 + 6x2 − x4 − 12q2(2− 4x2 + x4) + 6q3(2− 4x2 + x4) + q(15− 30x2 + 7x4)

)
u4

+ rx(u)u
4,

(59)

with limu→0 rx(u) = 0.
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Proof. The claim follows from Taylor’s theorem after computing the first four derivatives of fx at u = 0. We
computed the derivatives with Mathematica. The notebook together with the corresponding pdf file can be found
in https://github.com/DPBayes/subsampling-is-not-magic/tree/main/notebooks under the
names LEMMA A.2 COMPUTATION.{NB,PDF}.

Lemma A.3. When x ∼ N (0, 1),

Ex

(
1

2
(q − 1)q(x2 − 1)u2

)
= 0 (60)

Ex

(
−1

6
(q − 1)q(2q − 1)x(x2 − 3)u3

)
= 0 (61)

Ex

(
f
(4)
x (0)

4!
u4

)
=

1

4
(q − 1)2q2u4. (62)

Proof. It is well-known that E(x) = 0, E(x2) = 1, E(x3) = 0 and E(x4) = 3. The first expectation:

Ex

(
1

2
(q − 1)q(x2 − 1)u2

)
=

1

2
(q − 1)qu2 Ex

(
x2 − 1

)
=

1

2
(q − 1)qu2

(
Ex(x

2)− 1
)

= 0.

(63)

The second expectation:

Ex

(
−1

6
(q − 1)q(2q − 1)x(x2 − 3)u3

)
= −1

6
(q − 1)q(2q − 1)u3 Ex

(
x(x2 − 3)

)
= −1

6
(q − 1)q(2q − 1)u3

(
Ex(x

3)− 3Ex(x)
)

= 0.

(64)

The third expectation:

Ex

(
f
(4)
x (0)

4!
u4

)

= Ex

(
1

24
q
(
−3 + 6x2 − x4 − 12q2(2− 4x2 + x4) + 6q3(2− 4x2 + x4) + q(15− 30x2 + 7x4)

)
u4

)
=

1

24
q
(
−3 + Ex(6x

2)− Ex(x
4)− 12q2 Ex(2− 4x2 + x4) + 6q3 Ex(2− 4x2 + x4) + q Ex(15− 30x2 + 7x4)

)
u4

=
1

24
q
(
−3 + 6− 3− 12q2(2− 4 + 3) + 6q3(2− 4 + 3) + q(15− 30 + 21)

)
u4

=
1

24
q
(
−12q2 + 6q3 + 6q

)
u4

=
1

4
q2
(
−2q + q2 + 1

)
u4

=
1

4
(q − 1)2q2u4.

(65)

Lemmas A.2 and A.3 show that the Taylor approximation of Ex(fx(u)) is

Ex(fx(u)) =
1

4
(q − 1)2q2u4 + r(u)u4 (66)
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if we can differentiate under the expectation. Next, we show that this is possible in Lemma A.7, which requires several
preliminaries.

Definition A.4. A function g(x, u) is a polynomial-exponentiated simple polynomial (PESP) if

g(x, u) =

n∑
i=1

Pi(x, u)e
Qi(x,u) (67)

for some n ∈ N and polynomials Pi(x, u) and Qi(x, u), 1 ≤ i ≤ n, with Qi(x, u) being first-degree in x.

Lemma A.5. If g1 and g2 are PESPs,

1. g1 + g2 is a PESP,

2. g1 · g2 is a PESP,

3. ∂
∂ug1 is a PESP.

Proof. Let

gj(x, u) =

nj∑
i=1

Pi,j(x, u)e
Qi,j(x,u) (68)

for j ∈ {1, 2}. (1) is clear by just writing the sums in g1 and g2 as a single sum. For (2),

g1(x, u) · g2(x, u) =
n1∑
i=1

n2∑
j=1

Pi,1(x, u)Pj,2(x, u)e
Qi,1(x,u)eQj,2(x,u)

=

n1∑
i=1

n2∑
j=1

Pi,1(x, u)Pj,2(x, u)e
Qi,1(x,u)+Qj,2(x,u)

=

n3∑
i=1

Pi,3(x, u)e
Qi,3(x,u)

(69)

since the product of two polynomials is a polynomial, and the sum of two polynomials is a polynomial of the same degree.

For (3)

∂

∂u
g1(x, u) =

n1∑
i=1

(
∂

∂u
Pi,1(x, u)

)
eQi,1(x,u) +

n1∑
i=1

Pi,1(x, u)

(
∂

∂u
Qi,1(x, u)

)
eQi,1(x,u)

=

n1∑
i=1

Pi,4(x, u)e
Qi,1(x,u)

(70)

since the partial derivatives, products and sums of polynomials are polynomials.

Lemma A.6. When x ∼ N (0, 1), for a > 0, b ∈ R and k ∈ N,

Ex(a|x|keb|x|) < ∞. (71)

14
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Proof.

Ex(a|x|keb|x|) =
∫ ∞

−∞

1√
2π

a|x|keb|x|e− 1
2x

2

dx

∝
∫ ∞

−∞
|x|keb|x|e− 1

2x
2

dx

= 2

∫ ∞

0

xkebxe−
1
2x

2

dx

= 2

∫ ∞

0

xke−
1
2 (x

2−2bx)dx

∝
∫ ∞

0

xke−
1
2 (x

2−2bx+b2)dx

=

∫ ∞

0

xke−
1
2 (x−b)2dx

≤
∫ ∞

−∞
|x|ke− 1

2 (x−b)2dx

< ∞

(72)

since all absolute moments of Gaussian distributions are finite.

Lemma A.7. For any k ∈ N, k ≥ 1, there is a function gk(x) such that |f (k)
x (u)| ≤ gk(x) for all u ∈ [−1, 1] and x ∈ R,

and Ex(gk(x)) < ∞.

Proof. We start by computing the first derivative of fx(u)

fx(u) = ln
e−

1
2x

2

qe−
1
2 ((q−1)u+x)2 + (1− q)e−

1
2 (qu+x)2

= − ln
(
qe−

1
2 ((q−1)u+x)2 + (1− q)e−

1
2 (qu+x)2

)
− x2

2

(73)

f ′
x(u) = −−q(q − 1)((q − 1)u+ x)e−

1
2 ((q−1)u+x)2 − (1− q)q(qu+ x)e−

1
2 (qu+x)2

qe−
1
2 ((q−1)u+x)2 + (1− q)e−

1
2 (qu+x)2

(74)

Since
e−

1
2 ((q−1)u+x)2 = e−

1
2 ((q−1)2u2+2(q−1)xu+x2) = e−

1
2x

2

e−
1
2 ((q−1)2u2+2(q−1)xu) (75)

and
e−

1
2 (qu+x)2 = e−

1
2 (q

2u2+2qux+x2) = e−
1
2x

2

e−
1
2 (q

2u2+2qux) (76)

we can write the first derivative in the following form:

f ′
x(u) =

P1(x, u)e
Q1(x,u) + P2(x, u)e

Q2(x,u)

qeQ1(x,u) + (1− q)eQ2(x,u)
(77)

for polynomials P1(x, u), P2(x, u), Q1(x, u) and Q2(x, u), with Q1(x, u) and Q2(x, u) being first-degree in x.

We show by induction that further derivatives have a similar form:

f (k)
x (u) =

∑nk

i=1 Pi,k(x, u)e
Qi,k(x,u)

(qeQ1(x,u) + (1− q)eQ2(x,u))2k−1 (78)

We also require the Q-polynomials to still be first degree in x, so the numerator must be a PESP. The claim is clearly true for
k = 1. If the claim is true for k, then

f (k+1)
x (u) =

G(x, u) ∂
∂uF (x, u)− F (x, u) ∂

∂uG(x, u)

(qeQ1(x,u) + (1− q)eQ2(x,u))2k
(79)
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where

F (x, u) =

nk∑
i=1

Pi,k(x, u)e
Qi,k(x,u) (80)

G(x, u) = (qeQ1(x,u) + (1− q)eQ2(x,u))2
k−1

(81)

by the quotient differentiation rule. The denominator has the correct form, so it remains to show that the numerator is a
PESP. F is clearly a PESP, and so is G due to Lemma A.5. The numerator is a sum of products of F , G and their derivatives,
so it is a PESP by Lemma A.5, which concludes the induction proof.

We have
qeQ1(x,u) + (1− q)eQ2(x,u) ≥ min

(
eQ1(x,u), eQ2(x,u)

)
. (82)

We can split R into measurable subsets A1 and A2 such that

min
(
eQ1(x,u), eQ2(x,u)

)
=

{
eQ1(x,u) x ∈ A1

eQ2(x,u) x ∈ A2

(83)

Now

|f (k)
x (u)| ≤

∣∣∣∣∣
∑nk

i=1 Pi,k(x, u)e
Qi,k(x,u)

min
(
eQ1(x,u), eQ2(x,u)

)2k−1

∣∣∣∣∣ (84)

=

∣∣∣∣IA1

∑nk

i=1 Pi,k(x, u)e
Qi,k(x,u)

(eQ1(x,u))2k−1

∣∣∣∣+ ∣∣∣∣IA2

∑nk

i=1 Pi,k(x, u)e
Qi,k(x,u)

(eQ2(x,u))2k−1

∣∣∣∣ (85)

≤
∣∣∣∣∑nk

i=1 Pi,k(x, u)e
Qi,k(x,u)

e2k−1Q1(x,u)

∣∣∣∣+ ∣∣∣∣∑nk

i=1 Pi,k(x, u)e
Qi,k(x,u)

e2k−1Q2(x,u)

∣∣∣∣ (86)

≤
mk∑
i=1

|Ri,k(x, u)|eSi,k(x,u) (87)

where Ri,k(x, u) and Si,k(x, u) are further polynomials, with the S-polynomials being of first degree in x.

Since u ∈ [−1, 1], for a monomial axk1uk2

axk1uk2 ≤ |axk1uk2 | ≤ |a| · |x|k1 . (88)

Using this inequality on each monomial of Ri,k(x, u) and Si,k(x, u) gives upper bound polynomials of |x| R̂i,k(x) and
Ŝi,k(x) such that

|f (k)
x (u)| ≤

mk∑
i=1

|Ri,k(x, u)|eSi,k(x,u) ≤
mk∑
i=1

|R̂i,k(x)|eŜi,k(x), (89)

with the Ŝ-polynomials being first degree.

Let

gk(x) =

mk∑
i=1

|R̂i,k(x)|eŜi,k(x). (90)

We have shown that |fx(u)| ≤ gk(x) for u ∈ [−1, 1] and x ∈ R. The integrability of gk(x) against a standard Gaussian
follows from Lemma A.6, as we can first push the absolute value around R̂i,k(x) to be around each monomial of R̂i,k(x)
with the triangle inequality, and then write the resulting upper bound as a sum with each term of the form a|x|keb|x|, with
a > 0, b ∈ R and k ∈ N.

Now we can put the preliminaries together to use the Taylor approximation of of Ex(fx(u)) to find its order of convergence.

Lemma A.8. When x ∼ N (0, 1), Ex(fx(u)) = O(u4) as u → 0.
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Proof. Since u → 0 in the limit, it suffices to consider u ∈ [−1, 1]. First, we find the fourth-order Taylor approximation of
Ex(fx(u)). Lemma A.7 allows us to differentiate under the expectation four times. Then Taylor’s theorem, and Lemmas A.2
and A.3 give

Ex(fx(u)) =
1

4
(q − 1)2q2u4 + r(u)u4 (91)

where limu→0 r(u) = 0. Now

lim
u→0

1

u4
E(fx(u)) = lim

u→0

1

u4

(
1

4
(q − 1)2q2u4 + r(u)u4

)
=

1

4
(q − 1)2q2 + lim

u→0
r(u)

=
1

4
(q − 1)2q2

< ∞,

(92)

which implies the claim.

A.3. Proof of Theorem 5.2

Theorem 5.2. For 1 ≤ i ≤ T , let

Mi(x) ∼ xBq +N (0, σ2
T ), (31)

M′
i(x) ∼ N (qx, σ2

T ). (32)

be independent for each i. Let M1:T be the composition of Mi, and let M′
1:T be the composition of M′

i. Then

sup
x

TV(M1:T (x),M′
1:T (x)) → 0 (33)

as T → ∞.

Proof. It suffices to show
sup
x

T ·KL(M′
i(x),Mi(x)) → 0 (93)

due to Pinsker’s inequality and the additivity of KL divergence for products of independent random variables (Lemma A.1).
When x = 0, the two mechanism are the same, so it suffices to look at x = 1.

KL-divergence is invariant to bijections, so

KL(M′
i(1),Mi(1)) = KL

(
N (q, σ2

T ), qN (1, σ2
T ) + (1− q)N (0, σ2

T )
)

= KL

(
N
(
q
1

σT
, 1

)
, qN

(
1

σT
, 1

)
+ (1− q)N (0, 1)

)
= KL (N (qu, 1) , qN (u, 1) + (1− q)N (0, 1))

= KL (N (0, 1) , qN (u− qu, 1) + (1− q)N (−qu, 1))

(94)

where we first divide both distributions by σT , then set u = 1
σT

, and finally subtract qu. As σ2
T = Ω(T ), u = O

(
1√
T

)
.

From the definition of KL-divergence, u4 = O( 1
T 2 ) and Lemma A.8, when x ∼ N (0, 1) we have

KL(M′
i(1),Mi(1)) = Ex(fx(u)) = O(u4) = O

(
1

T 2

)
. (95)

This implies
lim

T→∞
T ·KL(M′

i(1),Mi(1)) = 0, (96)

which implies the claim.
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A.4. Proof of Corollary 5.4

With fixed ∆, T, ϵ, the function σ 7→ AOG(σ,∆, T, ϵ) is strictly decreasing (Balle & Wang, 2018, Lemma 7) and continuous,
so it has a continuous inverse δ 7→ AO−1

G (δ,∆, T, ϵ). To declutter the notation, we omit the ϵ and ∆ arguments from AOS ,
AOG and AO−1

G in the rest of this section.

Lemma A.9. For AOG and its inverse,

1. AOG(σ, T ) = AOG

(
σ√
T
, 1
)

,

2. AO−1
G (δ, T ) = AO−1

G (δ, 1)
√
T .

Proof. Recall that the PLRV of the Gaussian mechanism is N (µ1, 2µ1) with µ1 = ∆2

2σ2 (Sommer et al., 2019). By
Theorem 2.8, the PLRV of T compositions of the Gaussian mechanism is N (Tµ1, 2Tµ1). Denoting µT = Tµ1 = T∆2

2σ2 ,
we see that the T -fold composition of the Gaussian mechanism has the same PLRV as a single composition of the Gaussian
mechanism with standard deviation σ√

T
, which proves (1).

To prove (2), first we have

AOG(AO
−1
G (δ, 1)

√
T , T ) = AOG(AO

−1
G (δ, 1), 1) = δ (97)

by applying (1) to the outer AOG. Applying AO−1
G (·, T ) to both sides gives

AO−1
G (δ, 1)

√
T = AO−1

G (δ, T ) (98)

Corollary 5.4. Let σ(q, T ) be the smallest σ such that AOS(σ,∆, q, T, ϵ) ≤ δ. Then

lim
T→∞

σ(q, T )

qσ(1, T )
= 1. (44)

Proof. By definition, AOS(σ(q, T ), q, T ) = δ, so Theorem 5.3 implies

lim
T→∞

AOS

(
σ(q, T )

q
, 1, T

)
= δ. (99)

Since AOS(σ, 1, T ) = AOG(σ, T ) for any σ, we get from Lemma A.9∣∣∣∣AOG

(
σ(q, T )

q
√
T

, 1

)
− δ

∣∣∣∣ = ∣∣∣∣AOG

(
σ(q, T )

q
, T

)
− δ

∣∣∣∣→ 0 (100)

as T → ∞. We have

AO−1
G

(
AOG

(
σ(q, T )

q
√
T

, 1

)
, 1

)
=

σ(q, T )

q
√
T

(101)

and by Lemma A.9,

AO−1
G (δ, 1) =

1√
T
AO−1

G (δ, T ) =
σ(1, T )√

T
. (102)

Now, by the continuity of AO−1
G (·, 1),

1√
T

∣∣∣∣σ(q, T )q
− σ(1, T )

∣∣∣∣→ 0 (103)

as T → ∞.

Since σ(1, T ) = Ω(
√
T ) by Theorem 5.1,∣∣∣∣ σ(q, T )qσ(1, T )

− 1

∣∣∣∣ = |σ(q, T )/q − σ(1, T )|
σ(1, T )

→ 0 (104)

as T → ∞, which implies the claim.
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A.5. σ2
T = Ω(T )

Lemma A.10. Let L be the PLRV of a single iteration of the Poisson subsampled Gaussian mechanism. Then E(L) ≥ q2

2σ2 .

Proof. Recall, that for Poisson subsampled Gaussian mechanism we have the dominating pair P = qN (1, σ2) + (1 −
q)N (0, σ2) and Q = N (0, σ2). Let fP and fQ be their densities. Now the mean of the PLRV can be written as

E(L) = Et∼P

[
log

fP (t)

fQ(t)

]
= Et∼P [log fP (t)]− Et∼P [log fQ(t)]

= −H(P )−
(
−1

2
log 2πσ2 − 1

2σ2
Et∼P [t

2]

)
= −H(P ) +

1

2

(
log 2π + log σ2 +

1

σ2
(σ2 + q)

)
= −H(P ) +

1

2

(
log 2π + log σ2 +

q

σ2
+ 1
)
,

(105)

where H denotes the differential entropy. The entropy term is analytically intractable for the mixture of Gaussians (the
P ). However, we can upper bound it with the entropy of a Gaussian with the same variance, as the Gaussian distribution
maximises entropy among distributions with given mean and variance. The variance of P is σ2 + q − q2 = σ2 + q(1− q),
and therefore

H(P ) ≤ H(N (0, σ2 + q(1− q)))

=
1

2

(
log 2π(σ2 + q(1− q)) + 1

)
=

1

2

(
log 2π + log

(
σ2 + q(1− q)

)
+ 1
) (106)

Now, substituting this into (105) we get the following lower bound

E(L) ≥ 1

2

(
log

σ2

σ2 + q(1− q)
+

q

σ2

)
=

1

2

(
− log

(
1 +

q − q2

σ2

)
+

q

σ2

)
. (107)

Since for all x ≥ −1,

log(1 + x) ≤ x ⇔ − log(1 + x) ≥ −x, (108)

we have

− log

(
1 +

q − q2

σ2

)
≥ −q − q2

σ2
(109)

which gives

E(L) ≥ 1

2

(
−q − q2

σ2
+

q

σ2

)
=

q2

2σ2
. (110)

Lemma A.11. Let L be the PLRV of a single iteration of the Poisson subsampled Gaussian mechanism. Then Var(L) ≤
1
σ2 + 1

4σ4
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Proof.

ln
fP (t)

fQ(t)
= ln

q exp
(
− (t−1)2

2σ2

)
+ (1− q) exp

(
− t

2σ2

)
exp
(
− t2

2σ2

)
= ln

(
q exp

(
t2 − (t− 1)2

2σ2

)
+ (1− q)

)
= ln

(
q exp

(
2t− 1

2σ2

)
+ (1− q)

)
≤ lnmax

{
exp

(
2t− 1

2σ2

)
, 1

}
= max

{
2t− 1

2σ2
, 0

}

(111)

Similarly, we also have

ln
fP (t)

fQ(t)
≥ lnmin

{
exp

(
2t− 1

2σ2

)
, 1

}
= min

{
2t− 1

2σ2
, 0

}
(112)

so ∣∣∣∣ln fP (t)

fQ(t)

∣∣∣∣ ≤ max

{
max

{
2t− 1

2σ2
, 0

}
,−min

{
2t− 1

2σ2
, 0

}}
= max

{
max

{
2t− 1

2σ2
, 0

}
,max

{
−2t− 1

2σ2
, 0

}}
≤
∣∣∣∣2t− 1

2σ2

∣∣∣∣
(113)

Since Et∼P (t) = q and Et∼P (t
2) = σ2 + q,

Var(L(T )) ≤ E((L(T ))2)

= Et∼P

((
ln

fP (t)

fQ(t)

)2
)

≤ Et∼P

(∣∣∣∣2t− 1

2σ2

∣∣∣∣2
)

= Et∼P

((
2t− 1

2σ2

)2
)

=
1

4σ4
Et∼P

(
4t2 − 4t+ 1

)
=

σ2 + q

σ4
− q

σ4
+

1

4σ4

=
1

σ2
+

1

4σ4
.

(114)

Lemma A.12. Let LT be the PLRV of T iterations of the Poisson subsampled Gaussian mechanism, and let K ∈ N. If
σ2
T = Ω(T ) is not true, for any αi > 0, bi > 0 with 1 ≤ i ≤ K, it is possible to find a T such that,

Pr
s∼LT

(s ≤ bi) ≤ αi (115)

holds simultaneously for all i.
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Proof. If σ2
T = Ω(T ) is not true,

lim inf
T→∞

σ2
T

T
= 0. (116)

By Lemma A.10 and the composition theorem, E(LT ) ≥ T q2

2σ2
T

. By Lemma A.11, Var(LT ) ≤ T
σ2
T
+ T

4σ4
T

.

Let ki = 1√
αi

. Choose T such that

Tq2

σ2
T

− ki

√
T

σ2
T

+
T

4σ4
T

≥ bi. (117)

for all i. This is possible by (116) by choosing T
σ2
T

to be large enough to satisfy all the inequalities. Now

E(LT )− ki
√
Var(LT ) ≥

Tq2

σ2
T

− ki

√
T

σ2
T

+
T

4σ4
T

≥ bi (118)

for all i, so

Pr
s∼LT

(s ≤ bi) ≤ Pr
s∼LT

(
|s− E(LT )| ≥ ki

√
Var(LT )

)
≤ 1

k2i
= αi (119)

for all i by Chebyshev’s inequality.

This means that it is possible to make Prs∼LT
(s ≤ b) arbitrarily small for any b by choosing an appropriate T , and to satisfy

a finite number of these constraints simultaneously with a single T .
Theorem 5.1. Let σT be such that AOS(σT ,∆, q, T, ϵ) ≤ δ for all T , with δ < 1. Then σ2

T = Ω(T ).

Proof. By Lemma 3.3, it suffices to consider ∆ = 1. To obtain a contradiction, assume that σ2
T = Ω(T ) is not true. Let LT

be the PLRV for T iterations of the Poisson subsampled Gaussian mechanism.

From (4),

AOS(σT , q, T, ϵ) = Es∼LT
((1− eϵ−s)+)

= Es∼LT
(I(s > ϵ)(1− eϵ−s))

= Es∼LT
(I(s > ϵ))− Es∼L(I(s > ϵ)eϵ−s)

= Pr
s∼LT

(s > ϵ)− Es∼L(I(s > ϵ)eϵ−s)

(120)

By choosing b1 = ϵ and α1 = 1− 1
2 (δ + 1) in Lemma A.12, we get Prs∼LT

(s > ϵ) ≥ 1
2 (δ + 1).

To bound the remaining term,

Es∼LT
(I(s > ϵ)eϵ−s) = eϵ Es∼LT

(I(s > ϵ)e−s)

= eϵ
∞∑
i=0

Es∼L(I(ϵ+ i < s ≤ ϵ+ i+ 1)e−s)

≤ eϵ
∞∑
i=0

Es∼L(I(ϵ+ i < s ≤ ϵ+ i+ 1)e−ϵ−i)

≤
∞∑
i=0

e−i Es∼L(I(ϵ+ i < s ≤ ϵ+ i+ 1))

≤
∞∑
i=0

e−i Pr
s∼L

(ϵ+ i < s ≤ ϵ+ i+ 1)

=

K∑
i=0

e−i Pr
s∼L

(ϵ+ i < s ≤ ϵ+ i+ 1) +

∞∑
i=K+1

e−i Pr
s∼L

(ϵ+ i < s ≤ ϵ+ i+ 1)

≤
K∑
i=0

e−i Pr
s∼L

(s ≤ ϵ+ i+ 1) +

∞∑
i=K+1

e−i.

(121)
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The series
∑∞

i=0 e
−i converges, so it is possible to make

∑∞
i=K+1 e

−i arbitrarily small by choosing an appropriate K,
which does not depend on T .

If we choose K such that
∑∞

i=K+1 e
−i < 1

4 (1− δ) and then choose T such that e−i Pr(s ≤ ϵ+ i+ 1) < 1
4(K+1) (1− δ)

for all 0 ≤ i ≤ K, we have

Es∼LT
(I(s > ϵ)eϵ−s) < (K + 1) · 1

4(K + 1)
(1− δ) +

1

4
(1− δ) =

1

2
(1− δ). (122)

Lemma A.12 allows multiple inequalities for a single T , so we can find a T that satisfies all of the K + 2 inequalities we
have required it to satisfy. With this T ,

AOS(σT , q, T, ϵ) = Pr
s∼LT

(s > ϵ)− Es∼L(I(s > ϵ)eϵ−s) >
1

2
(δ + 1)− 1

2
(1− δ) = δ (123)

which is a contradiction.

A.6. Solving σ′(q) for T = 1 case

Lemma 6.1. For the smallest σ(q) that provides (ϵ, δ)-DP for the Poisson subsampled Gaussian mechanism, we have

σ′(q) =
σ(q)

q

1

2a

1

erf ′(a− b)
(erf(a− b)− erf(−a− b)). (48)

Proof. Recall Equation (45): for a single iteration Poisson subsampled Gaussian mechanism, we have

δ(q) =qPr

(
Z ≥ σ(q) log

(
h(q)

q

)
− 1

2σ(q)

)
− h(q) Pr

(
Z ≥ σ(q) log

(
h(q)

q

)
+

1

2σ(q)

)
,

(124)

where h(q) = eϵ − (1 − q). Since σ(q) is a function that returns a noise-level matching any (ϵ, δ)-DP requirement for
subsampling rate q, δ′(q) = 0. Using Mathematica, we can solve the derivative of the RHS in Equation (124) for σ′(q) and
we get

σ′(q) =

√
π
2σ(q)

2e
1
2σ(q)

2 log2
(

q+eϵ−1
q

)
+ 1

8σ(q)2

(
erf
(

1−2σ(q)2 log
(

q+eϵ−1
q

)
2
√
2σ(q)

)
− erf

(
−

2σ(q)2 log
(

q+eϵ−1
q

)
+1

2
√
2σ(q)

))
q
√

q+eϵ−1
q

. (125)

The notebook together with the corresponding pdf file can be found in https://github.com/DPBayes/
subsampling-is-not-magic/tree/main/notebooks under the names NO COMP DERIVATIVE.{NB,PDF}.

Note that

exp

(
1

2
σ(q)2 log2

(
q + eϵ − 1

q

)
+

1

8σ(q)2

)
(126)

= exp

(
1

2

(
σ(q)2 log2

(
q + eϵ − 1

q

)
+

1

4σ(q)2

))
(127)

= exp

(
1

2

((
σ(q) log

(
q + eϵ − 1

q

)
− 1

2σ(q)

)2

+ log

(
q + eϵ − 1

q

)))
(128)

= exp

((
1√
2
σ(q) log

(
q + eϵ − 1

q

)
− 1

2
√
2σ(q)

)2
)√

q + eϵ − 1

q
(129)

= exp


1− 2σ(q)2 log

(
q+eϵ−1

q

)
2
√
2σ(q)

2
√q + eϵ − 1

q
(130)
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and therefore the derivative becomes

σ′(q) =

√
π
2σ(q)

2e
1
2

(
σ(q) log

(
q+eϵ−1

q

)
− 1

2σ(q)

)2
(

erf
(

1−2σ(q)2 log
(

q+eϵ−1
q

)
2
√
2σ(q)

)
− erf

(
−

2σ(q)2 log
(

q+eϵ−1
q

)
+1

2
√
2σ(q)

))
q

(131)

=

√
π
2σ(q)

2e

(
1−2σ(q)2 log( q+eϵ−1

q )
2
√

2σ(q)

)2 (
erf
(

1−2σ(q)2 log
(

q+eϵ−1
q

)
2
√
2σ(q)

)
− erf

(
−

2σ(q)2 log
(

q+eϵ−1
q

)
+1

2
√
2σ(q)

))
q

(132)

Lets denote

a :=
1

2
√
2σ(q)

(133)

b :=
σ(q)√

2
log

(
eϵ − (1− q)

q

)
. (134)

Using this notation we can write

qσ′(q) =

√
π

2
σ(q)2 exp

(
(a− b)2

)
(erf(a− b)− erf(−a− b)) (135)

=

√
π

2
σ(q)2 exp

(
(a− b)2

)
(erf(a+ b)− erf(b− a)). (136)

Note that we have

erf′(a− b) =
2√
π
exp
(
−(a− b)2

)
(137)

⇔ exp
(
(a− b)2

)
=

2√
πerf′(a− b)

(138)

Hence

qσ′(q) = σ(q)2
√
2

erf′(a− b)
(erf(a+ b)− erf(b− a)) (139)

= σ(q)2
√
2

erf′(a− b)
(erf(a+ b) + erf(a− b)) (140)

= σ(q)
1

2a

1

erf′(a− b)
(erf(a+ b) + erf(a− b)) (141)

= σ(q)
1

2a

1

erf′(a− b)
(erf(a− b)− erf(−a− b)). (142)
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