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Abstract001

Readability is a key concept in our era where002
textual information is abundant. Automatic text003
simplification (ATS) aims at making texts ac-004
cessible to their target audience. Lately, there005
have been studies on the correlations between006
evaluation metrics in ATS and human judgment.007
However, the correlations between those two as-008
pects and commonly available readability mea-009
sures have not been the focus of as much atten-010
tion. In this work, we investigate the place of011
readability measures in ATS by complementing012
the existing studies on evaluation metrics and013
human judgment. We first discuss the relation-014
ship between ATS and research in readability,015
then we report a study on correlations between016
readability measures and human judgment, and017
between readability measures and ATS evalu-018
ation metrics. We identify that LENS is the019
metric that correlates the most with readabil-020
ity measures. We find that for text simplifica-021
tion, lexical diversity is the type of feature that022
correlates the most with human judgment and023
evaluation metrics.024

1 Introduction025

The accessibility of written information is an im-026

portant question: outside natural language pro-027

cessing, domains like medicine (Gu et al., 2024)028

or business (Huong Dau et al., 2024) have been029

studying the readability of the documents they pro-030

duce (e.g. medical reports or information for pa-031

tients, business reports for shareholders). Usually,032

those studies are performed using traditional read-033

ability formulas, like the famous Flesch Reading034

Ease (Flesch, 1948) or Dale-Chall (Dale and Chall,035

1948) formulas. Recently, they have been acknowl-036

edging the reliability issues that come with those037

formulas (Alzaid et al., 2024). In natural language038

processing, Automatic text simplification (ATS) is039

a natural language processing (NLP) task that aims040

at transforming texts in order to make them more041

accessible, while preserving their meaning (Sag- 042

gion, 2017). In ATS works, the goal is sometimes 043

described as increasing the readability of a text. In 044

this work, we investigate the place that readability 045

occupies in the ATS landscape. We analyze the 046

discourse on readability in ATS works by putting it 047

in contrast with the lively field of automatic read- 048

ability assessment (ARA), that aims at identifying 049

the readability level of texts (Vajjala, 2022). While 050

readability is regularly mentioned in current ATS 051

works, ATS does not leverage ARA developments. 052

Our contributions are the following: a discussion 053

of ATS and ARA that identifies the bridges that 054

remain to be made between the two fields; experi- 055

ments with readability measures for ATS evaluation 056

that fill a knowledge gap regarding correlations of 057

evaluation practices and human judgment; insights 058

for future developments for ATS evaluation and 059

methods linked to readability. 060

2 Related Work 061

In this section, we discuss the fields of readability 062

and text simplification that we introduce separately 063

(Sections 2.1 and 2.2) before discussing how the 064

two have interacted (Section 2.3). 065

2.1 Readability 066

Readability is a field of research that is considered 067

to date back to the 1920’s, with the first attempt 068

to quantify the readability of English texts Lively 069

and Pressey (1923). This first method relied on a 070

list of word frequencies (Thorndike, 1921), where 071

the more fequent the words of a text are, the more 072

readable the text is condidered to be. François 073

(2015) distinguishes several eras in text readability 074

research, from Lively and Pressey (1923) to various 075

paradigms of “AI readability". We synthesize this 076

historical perspective below. 077

The early period consisted in identifying predic- 078

tors and tune coefficients based on corpus-based 079
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observations and annotations from a given target080

audience. The most famous examples for English081

are Flesch Reading Ease (Flesch, 1948, FRE) and082

Flesch-Kincaid Grade Level (Kincaid et al., 1975,083

FKGL), which rely on word count and number of084

syllables per word.085

The first approaches to measuring readability086

with NLP tools relied on linear regression on lin-087

guistic (i.e. syntactic and lexical) variables (Daoust088

et al., 1996), latent semantic analysis for textual089

coherence and cohesion (Foltz et al., 1998) and090

probabilities computed with language modeling (Si091

and Callan, 2001).092

François (2015) concludes by noting an emerg-093

ing trend at the time in ARA, that consists in re-094

lying on automatic feature extraction using neural095

networks. Ten years later, this has developed into096

a lively line of research (Vajjala, 2022). ARA has097

been explored with distributional text representa-098

tions and with linguistic features. The distribu-099

tional text representations follow the advancements100

of research in machine learning, notably with the101

development of transformers (Vaswani et al., 2017).102

Regarding linguistic features, the way to select and103

leverage them is still an open question. Nonethe-104

less, research on this question is facilitate by the105

appearance of tools that can be used to compute106

an increasingly important number of features, for107

example for English (Kyle et al., 2021, 2018; Lu,108

2010; Crossley et al., 2019) or French (Wilkens109

et al., 2022). Those tools produce raw analyses110

with hundreds of features, with no recommenda-111

tions as to how to select and use them which is left112

up to the user. This has fueled research, notably113

with works that aim at combining those numeric114

representations with distributional representations115

(Deutsch et al., 2020; Lee et al., 2021; Wilkens116

et al., 2024).117

The readability features depend heavily on the118

language that is under study. Indeed, the aforemen-119

tioned tools rely on language-dependent resource120

such as reference corpora, vocabulary lists, or pre-121

trained models (e.g. for POS-tagging or syntactic122

analysis).123

2.2 Automatic Text Simplification124

In this section, we briefly describe ATS to lay the125

ground for the discussion of how it integrates con-126

siderations about readability that comes in the next127

section (Section 2.3).128

Methods. ATS has traditionally been performed 129

at the sentence-level (Saggion, 2017). The goal 130

was at first to make sentences simpler to handle as 131

an input for other NLP systems such as syntactic 132

parsers (Chandrasekar et al., 1996). It was only 133

later explored as a means of simplifying texts to 134

make them easier to understand by humans (Car- 135

roll et al., 1999). Those first methods were rule- 136

based and targeted specific operations (Cardon and 137

Bibal, 2023) such as removing appositive clauses 138

or changing the voice of a sentence from passive 139

to active. The recent developments of generative 140

models has accelerated the shift of ATS research 141

to document-level simplification (Sun et al., 2021), 142

notably with multi-agent architectures (Mo and Hu, 143

2024; Fang et al., 2025) while sentence simplifica- 144

tion is still being explored (Kew et al., 2023). 145

Evaluation. Evaluation of ATS is an open ques- 146

tion. Traditional readability, mostly FKGL or adap- 147

tions of FRE for other languages are often reported, 148

while it has been shown that they correlate poorly 149

with the task (Tanprasert and Kauchak, 2021; Alva- 150

Manchego et al., 2021). For sentence simplifica- 151

tion, the most common metrics are BLEU (Pap- 152

ineni et al., 2002), SARI (Xu et al., 2016) – with 153

an adaptation for document-level simplification D- 154

SARI (Sun et al., 2021) – and BERTScore (Zhang 155

et al., 2020). BLEU and BERTScore compare the 156

output to one or more references, while (D-)SARI 157

adds the input into the computation. Their correla- 158

tion with the task is also unclear (Alva-Manchego 159

et al., 2021; Sulem et al., 2018), although BLEU is 160

often interpreted as an indicator of meaning preser- 161

vation, SARI of simplicity, and BERTScore of 162

meaning preservation and fluency. 163

Those three indicators are the three criteria that 164

are used for human judgment to evaluate sentence 165

simplification, typically on 5-point Likert scales. 166

For document-level simplification, human evalua- 167

tion is not stabilized. Cripwell et al. (2024) use the 168

same criteria but using binary questions instead of 169

Likert scales. Sun et al. (2021) ask judges to evalu- 170

ate “overall simplicity" that they define as simplic- 171

ity with other quality criteria such as ease of read- 172

ing and meaning preservation. Vásquez-Rodríguez 173

et al. (2023) ask judges to evaluate textual coher- 174

ence. Agrawal and Carpuat (2024) evaluate mean- 175

ing preservation by stuying human performance on 176

reading comprehension tests. 177
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Figure 1: Number of papers from the ACL Anthology
with “simplification" or “simplicity" in the title and
“readability" in the abstract (“Simplification") or vice
versa (“Readability") or both terms in the title (“Both").

2.3 Readability and Text Simplification178

François and Bernhard (2014) (Vajjala and Meur-179

ers, 2014) To investigate the link between read-180

ability and text simplification, we extracted biblio-181

graphical data from the ACL Anthology, using the182

BibTeX Anthology with abstracts1. We extract pa-183

pers with (i) the terms “readability" and “simplifica-184

tion" or “simplicity" in the title, (ii) “simplification"185

or “simplicity" in the title and “readability in the186

abstract and (iii) vice-versa. The number of results,187

plotted over time, is visible in Figure 1. We can see188

an increase of papers meeting those criterion over189

time. Table 1 displays information about the papers190

that have both “readability" and simplification in191

the title. Approximately a third of the papers (6192

out of 16) concern English, three languages appear193

in two papers each (German, Portuguese – with194

Portuguese and Brazilian Portuguese – and Italian),195

and there is one paper for the following languages:196

Arabic, Chinese, Spanish, and Swedish.197

8 out of 16 papers leverage readability for data198

analysis. All of those rely on features. Most of199

those works (6 out of 8) are resource papers and200

provide an analysis with readbility features to give201

information about the dataset (Battisti et al., 2020;202

Vajjala and Lučić, 2018; Yaneva et al., 2016; Šta-203

jner and Saggion, 2013; Dell’Orletta et al., 2011;204

Aluisio et al., 2010). Jingshen et al. (2024) rely205

on features for data selection instead, where read-206

ability features, in conjunction with similarity mea-207

sures, are leveraged to mine sentence pairs to pro-208

1Available at https://aclanthology.org/anthology+
abstracts.bib.gz.

Article Lang. Usage Approach
Barayan et al.
(2025)

EN LLM Prompting CEFR

Scholz and
Wenzel
(2025)

DE Evaluation Features

Jingshen et al.
(2024)

ZH Data analysis Features

Paula and
Camilo-
Junior
(2024)

PT-
BR

Evaluation Portuguese FRE

De Martino
(2023)

IT Data Analysis Features and eye-
tracking

Flores et al.
(2023)

EN Loss Component Bounded FKGL

Engelmann
et al. (2024)

EN Evaluation Formulas

Hazim et al.
(2022)

AR Visualization for
manual simplifica-
tion assistance

Lexical features

Battisti et al.
(2020)

DE Data analysis Features

Maddela and
Xu (2018)

EN Lexical substitutes
ranking

Lexical features

Vajjala and
Lučić (2018)

EN Data analysis Features

Yaneva et al.
(2016)

EN Data analysis Features

Grigonyte
et al. (2014)

SV Complexity identifi-
cation

Lexical features

Štajner and
Saggion
(2013)

ES Data analysis Features / Formulas

Dell’Orletta
et al. (2011)

IT Data analysis Features

Aluisio et al.
(2010)

PT Data analysis Features / formulas

Table 1: Summary of papers of the ACL Anthology with
both “readability" and “simplification" in the title. The
table is sorted by descending year of publication.

duce a parallel corpus for Chinese idiom simpli- 209

fication. De Martino (2023) investigates the link 210

between eye-tracking data and readability features 211

on Italian data. While it is a preliminary study, it 212

suggests that eye-tracking is promising for evaluat- 213

ing the effect of simplification transformations. 214

The second most frequent use case is evaluation, 215

with 3 papers. Scholz and Wenzel (2025) evalu- 216

ate 18 readability features (syntactic, POS-based, 217

semantic and fluency features) for English and 218

German text simplification. Their findings is that 219

some metrics are transferable (semantic, fluency), 220

and that the behavior of statistical, POS-based and 221

syntactic metrics seem to be strongly language- 222

dependent. Paula and Camilo-Junior (2024) use a 223

Portuguese adaption of FRE as an evaluation metric 224

for ATS. (Engelmann et al., 2024) use the FRE and 225

Dale-Chall formulas to perform pairwise compar- 226

isons in an Elo-like ranking system. They compare 227

it to human judgments and GPT 3.5 performance. 228

They find that Dale-Chall has the highest corre- 229

lation to human judgment, above GPT 3.5, while 230

FRE obtains the lowest correlations. 231

3 papers use lexical complexity features for lexi- 232

cal simplification (North et al., 2025). Hazim et al. 233
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(2022) introduce a system that highlights complex234

words in a text editor to help humans manually235

simplify texts. Maddela and Xu (2018) use lexi-236

cal features to rank candidates for substitution in237

a neural lexical simplification system. (Grigonyte238

et al., 2014) rely on features to perform complex239

word identification.240

Finally, Flores et al. (2023) use a bounded FKGL241

(ranging from 4 to 20, based on empirical obser-242

vations) as a component of their loss in a neural243

model for text simplification. (Maddela and Alva-244

Manchego, 2025) prompt LLMs for document-245

level simplification by including CEFR levels in246

the prompt, as was also done by Imperial and Tay-247

yar Madabushi (2023). Using CEFR as a proxy248

for readability is a trend that was initiated with the249

release of the CEFR-SP dataset (Arase et al., 2022).250

In conclusion, we observe that different ap-251

proaches to readability (features, formulas, eye-252

tracking, CEFR levels) are explored in ATS works.253

The two approaches that are widely present in ATS254

are traditional formulas, which have consistently255

been used as an evaluation metric, and readability256

features, that have been used to give information257

about datasets. In this work, we explore how fea-258

tures correlate with human judgment on the simpli-259

fication task.260

3 Studying Correlations between261

Readability Measures and ATS Metrics262

3.1 Data263

In order to study how readability features correlate264

with the evaluation protocols in ATS, we rely on265

data that is labeled with human judgment and on266

which automatic metrics can be computed. Two267

studies provide this kind of data, at the sentence268

level (Alva-Manchego et al., 2021) and at the doc-269

ument level (Maddela and Alva-Manchego, 2025).270

Both studies aim at studying the link between au-271

tomatic metrics and human judgment. To this, we272

add observations on the link between readability273

measures and human judgment, and on the link be-274

tween readability measures and automatic metrics.275

We describe the datasets below.276

SimplicityDA. For the sentence-level study, we277

use Simplicity-DA (Alva-Manchego et al., 2021)2.278

It is a set of 600 sentence simplification system out-279

puts in English, each one annotated by 15 crowd-280

workers along the three common human judg-281

2https://github.com/feralvam/
metaeval-simplification

Tool Type Nb List of features
TAALES Lexical Sophistication 485 Link
TAACO Cohesion 168 Link
TAASSC Syntactic Sophistication 355 Link
TAALED Lexical Diversity 38 Link

Table 2: Summary of the tools used for readability fea-
tures in this study, with links to the lists of features and
their description.

ment criteria in ATS: fluency, simplicity and mean- 282

ing preservation. The dataset also includes au- 283

tomatic scores for each sentence: BLEU, SARI, 284

BERTScore and SAMSA. 285

For the document-level study, we use D- 286

Wikipedia (Sun et al., 2021). D-Wikipedia is a 287

corpus of aligned paragraph pairs that come from 288

the English Wikipedia for the complex side and 289

Simple English Wikipedia for the simple side. 290

Maddela and Alva-Manchego (2025) released a 291

subset of 100 paragraph pairs from D-Wikipedia, 292

each with 4 automatic simplifications, resulting 293

in 500 paragraph pairs. Those 500 pairs were 294

rated by three human judges on fluency, simplicity 295

and meaning preservation. We compute the auto- 296

matic metrics values with the code provided with 297

the dataset3. Those automatic metrics are BLEU, 298

SARI, D-SARI, BERTScore and LENS. Maddela 299

and Alva-Manchego (2025) also introduce adapta- 300

tions of SARI, LENS and BERTScore (respectively 301

Agg-SARI, Agg-LENS and Agg-BERTScore) to 302

the document-level simplification task by aggregat- 303

ing scores computed at the sentence-level. 304

3.2 Readability Measures 305

Readability Features. As discussed in Section 2, 306

readability is now mostly explored with two types 307

of text representations: distributional embeddings 308

and textual features. As distributional embeddings 309

are leveraged for ATS methods and evaluation, we 310

focus on textual features. To compute those fea- 311

tures, we use what we find to be the most extensive 312

suite of tools for computing readability measures: 313

TAALED (Kyle et al., 2021), TAALES (Kyle et al., 314

2018), TAASSC (Lu, 2010) and TAACO (Crossley 315

et al., 2019)4. Table 2 details the characteristics of 316

what each tool is used for. 317

Readability Metrics. We also compute the fol- 318

lowing series of traditional readability metrics us- 319

3https://github.com/cardiffnlp/
document-simplification

4All available at https://www.
linguisticanalysistools.org/
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(a) Difference between original and simple,
SimplicityDA (sentence-level).

(b) Difference between original and simple,
D-Wikipedia (document-level).

(c) Simple side of SimplicityDA (sentence-level). (d) Simple side of D-Wikipedia (document-level).

Figure 2: Pearson correlation matrices of readability measures and metrics. Dashed lines indicate the boundaries of
feature groups (from top to bottom, and the same from left to right: TAALES, TAACO, TAASSC, TAALED, and
Metrics).

ing the textstat Python library: Flesch Read-320

ing Ease (Flesch, 1948), Dale-Chall (Dale and321

Chall, 1948), Gunning-Fog (Gunning, 1952), Lin-322

sear Write (O’hayre, 1966), ARI (Smith and Sen-323

ter, 1967), SMOG (Mc Laughlin, 1969), Flesch-324

Kincaid Grade Level (Kincaid et al., 1975), and325

Coleman-Liau (Coleman and Liau, 1975).326

4 Experiments327

4.1 Readability Measures328

First, we compute the correlations between the329

readability measures (metrics and features) them-330

selves. Figures 2a and 2c show the correlation331

matrices computed on the SimplicityDA dataset (at332

the sentence level), respectively on the difference333

between the simplified and original sentences, and334

on the simplifications. Figures 2b and 2d show the335

correlation matrices computed on the D-Wikipedia336

dataset, respectively on the difference between the337

simplified and original sentences, and on the simpli- 338

fications. We make three observations: (i) the mea- 339

sures mostly correlate with other measures of the 340

same type, (ii) measures computed at the document- 341

level show higher absolue values and (iii) measures 342

computed on the difference between original texts 343

and simplifications exhibit lower absolute values. 344

4.2 Measures and Human Judgment 345

To compare readability measures (the features with 346

the four readability tools, and the readability met- 347

rics) and human judgment, we compute them all 348

on both datasets: SimplicityDA for the sentence- 349

level (100 original sentences and 600 simplifica- 350

tions including 100 human-written ones) and D- 351

Wikipedia for the document-level (100 original 352

paragraphs and 500 simplifications including 100 353

human-written ones). For each dataset we compute 354

the measures on both sides (original and simpli- 355

fied) separately. We compute the correlations with 356
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(a) Simplicity (b) Fluency (c) Meaning

(d) Simplicity (e) Fluency (f) Meaning

Figure 3: Correlations between readability measures and human judgment criteria on the SimplicityDA dataset
(sentence-level). The first row shows the correlations with the simplifications, while the second row shows the
correlations with the difference between the original and simplified texts. X-axis represents the readability measures,
by group (from left to right TAALES, TAACO, TAASSC, TAALED, Metrics) while Y-axis indicates the correlation
values on a scale from -0.2 to 0.2. Horizontal lines represent the threshold of the top 1% absolute values. Color
vividness indicates the absolute value of the correlation.

(a) Simplicity (b) Fluency (c) Meaning

(d) Simplicity (e) Fluency (f) Meaning

Figure 4: Correlations between readability measures and human judgment criteria on the D-Wikipedia dataset
(document-level). The first row shows the correlations with the simplifications, while the second row shows the
correlations with the difference between the original and simplified texts. X-axis represents the readability measures,
by group (from left to right TAALES, TAACO, TAASSC, TAALED, Metrics) while Y-axis indicates the correlation
values on a scale from -0.7 to 0.7. Horizontal lines represent the threshold of the top 1% absolute values. Color
vividness indicates the absolute value of the correlation.

human judgment in two ways: (i) on the measures357

obtained on the simplifications only, and (ii) on the358

difference between the measures obtained on the359

original texts and the ones obtained on the simpli-360

fications. The first case focuses on simplicity, the361

second case focuses on simplification, by including362

a comparison with the original text.363

For both datasets, we report the correlations on364

the three criteria for human judgment: simplicity,365

fluency and meaning preservation.366

4.3 Measures and Automatic Metrics 367

To study the correlations between readability mea- 368

sures and automatic ATS metrics, we proceed in 369

the same way as for the correlations between read- 370

ability measures and human judgment. We report 371

scores on the following automatic metrics: BLEU, 372

SARI, BERTScore, SAMSA for simplicityDA, and 373

BLEU, SARI, D-SARI, BERTScore, LENS, Agg- 374

SARI, Agg-LENS and Agg-BERTScore for D- 375

Wikipedia. 376
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For the metrics that require references, for377

Simplicity-DA we use all the references that are378

provided, i.e. for each original sentence 10 refer-379

ences from ASSET (Alva-Manchego et al., 2020),380

1 from TurkCorpus (Xu et al., 2016) and 1 from381

HSplit (Sulem et al., 2018). For D-Wikipedia, we382

use the one reference simplification that is provided383

for each original text.384

5 Results385

5.1 Measures and Human Judgment386

We report the correlations between readability mea-387

sures and human judgment at Figure 3 for the Sim-388

plicityDA dataset, and Figure 4 for D-Wikipedia.389

For SimplicityDA, the correlations are very390

low: the highest absolute value across all vari-391

ables and criteria is at obtained with the variable392

news_av_delta_p_const_cue (TAASSC), with a393

correlation coefficient of -0.16.394

Regarding the D-Wikipedia dataset, we can see395

that the readability measures correlate better with396

the human judgment than on SimplicityDA. Sim-397

plicity is the criterion that has the lowest top 1%398

threshold is simplicity, with a threshold of 0.35399

when computed on simplifications only, and at 0.22400

on the difference between original texts and sim-401

plifications. For fluency, those values are both at402

0.48, and for meaning respectively at 0.38 and 0.50.403

The top variables for simplicity are different kinds404

of type/token ratios (from TAACO and TAALED),405

i.e. on lemmas, content words and nouns, for both406

ways of computing the values.407

5.2 Measures and Automatic Metrics408

We report the correlations between readability mea-409

sures and automatic metrics at Figure 5 for the Sim-410

plicityDA dataset, and Figure 6 for D-Wikipedia.411

For SimplicityDA, SARI and BERTScore have412

the highest correlation values: the threshold for413

the top 1% of absolute values is at 0.41 for both414

(computed on the difference between original and415

simplified texts). SAMSA exhibits the lowest cor-416

relation, with a threshold at 0.25 on simplifications417

and 0.18 on the difference. BLEU has a threshold at418

0.28 for both computations. While the top metrics419

vary according to the setting (metric and computa-420

tion), they consistently come from TAALES and421

TAALED, indicating that for this set of observa-422

tions, lexical features are the most relevant ones.423

Regarding D-Wikipedia, the correlations are gen-424

erally higher. The highest ones are obtained with425

LENS: 0.50 on simplifications and 0.51 on the 426

difference between original texts and simplifica- 427

tions. A notable observation is the difference be- 428

tween SARI and BERTScore and their adaptations: 429

on simplifications, SARI obtains 0.20 and Agg- 430

SARI 0.29 , BERTScore obtains 0.10 and Agg- 431

BERTScore 0.30. On the difference, those num- 432

bers are at 0.18 and 0.20 for SARI, and at 0.10 and 433

0.31 for BERTScore. This increase is not observed 434

with LENS, as Agg-LENS obtains 0.43 (vs 0.50 435

for LENS) on simplifications. For all LENS and 436

Agg-LENS results, the top features are all related to 437

lexical diversity with different kinds of type/token 438

ratios (lemma, content words, bigram, nouns). 439

6 Discussion 440

In this section, we summarize the main findings 441

of our study and discuss their implications. Read- 442

ability measures are more adapted to work at the 443

document-level than at the sentence-level. We 444

make those observations both on correlations with 445

human judgments and automatic metrics. 446

Most automatic metrics do not correlate with 447

readability measures. LENS is a notable exception, 448

with correlations that can go up to 0.61 (lemma 449

type/token ratio) for the highest value. The ag- 450

gregation method proposed by Maddela and Alva- 451

Manchego (2025) substantially increases the corre- 452

lations between readability measures and the two 453

metrics SARI and BERTScore. Traditional formu- 454

las consistently have low correlation values. 455

Regarding the kind of variables that display the 456

higher correlations, we consistently find variables 457

related to lexical diversity, and more precisely vari- 458

ous kinds of computing the type/token ratio. This 459

suggests that focusing on ways of measuring and 460

integrating lexical diversity in the works on ATS 461

systems may be a promising direction. 462

Regarding future directions, on top of judgments 463

from identified groups, further research with eye- 464

tracking analyses may help inform on what aspects 465

should be the focus of evaluation. 466

7 Conclusion 467

In this study, we explored the correlations between 468

readability measures and human judgment, and be- 469

tween readability measures and automatic metrics. 470

We found that the correlations are in the same range 471

as the ones displayed when studying automatic met- 472

rics and human judgment. We found that lexical 473

diversity features seem to be the type of features 474

7



(a) BLEU (b) SARI (c) BERTScore (d) SAMSA

(e) BLEU (f) SARI (g) BERTScore (h) SAMSA

Figure 5: Pearson correlations between readability measures and automatic ATS metrics, on SimplicityDA. The
readability values are computed on the simplifications (first row) and on the difference between the original texts
and the corresponding simplifications (second row). X-axis represents the readability measures, by group (from left
to right TAALES, TAACO, TAASSC, TAALED, Metrics) while Y-axis indicates the correlation values on a scale
from -0.55 to 0.55. Horizontal lines represent the threshold of the top 1% absolute values. Color vividness indicates
the absolute value of the correlation.

(a) BLEU (b) SARI (c) BLEU (d) SARI

(e) D-SARI (f) BERTScore (g) D-SARI (h) BERTScore

(i) LENS (j) Agg-SARI (k) LENS (l) Agg-SARI

(m) Agg-LENS (n) Agg-BERTScore (o) Agg-LENS (p) Agg-BERTScore

Figure 6: Pearson correlations between readability measures and automatic ATS metrics, on D-Wikipedia. The
readability values are computed on the simplifications (columns 1-2) and on the difference between the original
texts and the corresponding simplifications (columns 3-4). X-axis represents the readability measures, by group
(from left to right TAALES, TAACO, TAASSC, TAALED, Metrics) while Y-axis indicates the correlation values on
a scale from -0.7 to 0.7. Horizontal lines represent the threshold of the top 1% absolute values. Color vividness
indicates the absolute value of the correlation.

that is the most correlated to the simplification task.475

With this work, combined on the observations made476

on automatic metrics and human judgment on the477

same data, we have an idea of the interactions be-478

tween automatic metrics, human judgment, and 479

readability measures. 480

8



8 Limitations481

As discussed in Section 2, readability measures482

are rather language-dependent. We conducted483

this study on English because data with human484

judgments, both at the sentence-level and at the485

document-level, are readily available.486

Also, this study involves only two datasets. It is487

unclear whether our observations would generalize488

to other datasets. Quality human-labeled datasets489

are scarce, this limitation is one of the domain.490
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