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ABSTRACT

Large Reasoning Language Models (LRLMs or LRMs) demonstrate remarkable
capabilities in complex reasoning tasks, but suffer from significant computational
inefficiencies due to overthinking phenomena. Existing efficient reasoning methods
face the challenge of balancing reasoning quality with inference cost reduction. We
propose Adaptive Reasoning Suppression (ARS), a novel training-free approach
that dynamically suppresses redundant reasoning steps while preserving accuracy
through adaptive certainty monitoring. ARS introduces a multi-checkpoint certainty
estimation mechanism with progressive suppression thresholds, achieving superior
efficiency compared to static suppression methods. Our extensive evaluation
across mathematical reasoning benchmarks using multiple model architectures
demonstrates that ARS achieves up to 53%, 46.1%, and 57.9% in token, latency
and energy reduction, while maintaining or improving accuracy.

1 INTRODUCTION

Large Reasoning Models (LRMs) such as OpenAI’s o1/o3 (OpenAI, 2024; 2025) and DeepSeek-
R1 (Guo et al., 2025) have revolutionized complex reasoning tasks through sophisticated Chain-of-
Thought (CoT) reasoning mechanisms (Wei et al., 2022). These models employ extended reasoning
chains with reflection behaviors, backtracking, and self-verification processes that significantly
enhance problem-solving capabilities in mathematics (Hendrycks et al., 2021), programming (Chen
et al., 2021), and scientific reasoning (Rein et al., 2024).

However, the extensive reasoning processes in LRMs introduce substantial computational overhead,
leading to what researchers term the ”overthinking phenomenon” (Chen et al., 2024; Cuadron et al.,
2025). Models often continue generating redundant reasoning steps even after reaching correct
intermediate solutions, resulting in unnecessarily long inference times, increased token consumption,
and higher computational costs.

Recent approaches to address this inefficiency fall into three main categories: (1) Prompt-guided
methods (Han et al., 2025; Ma et al., 2025) that instruct models to reason within predefined token
budgets; (2) Training-based methods (Aggarwal et al., 2025; Munkhbat et al., 2025) that fine-tune
models for concise reasoning; and (3) Decoding-manipulation methods (Fu et al., 2024; Huang et al.,
2025) that dynamically adjust inference processes.

We introduce Adaptive Reasoning Suppression (ARS), a novel training-free method that addresses
the limitations of existing approaches through adaptive certainty-guided suppression with progres-
sive threshold adjustment. Unlike static suppression methods, ARS dynamically monitors model
certainty across multiple checkpoints and adaptively adjusts suppression intensity based on reasoning
progression patterns.

2 METHOD

2.1 PROBLEM FORMULATION

Given a reasoning query q and a Large Reasoning Language Model π, the standard generation process
produces output tokens o = {o1, o2, . . . , oT } where ot ∼ π(·|q, o<t). During reasoning, models
exhibit reflection behaviors triggered by specific keywords T = {”Wait”, ”But”, ”Alternatively”, . . .}
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that often lead to redundant reasoning cycles. To prevent excessive generation, we set a maximum
token limit of 1200 tokens per response.

Our objective is to minimize the expected output length E[T ] while preserving reasoning accuracy:

min
θ

E[T ] subject to E[L(f(o), y)] ≤ ϵ (1)

where f(o) extracts the final answer from output o, y is the ground truth, L is the loss function, and ϵ
is the acceptable accuracy degradation threshold.

2.2 ADAPTIVE REASONING SUPPRESSION FRAMEWORK

ARS operates through three core components: (1) Multi-checkpoint certainty estimation, (2) Progres-
sive threshold adaptation, and (3) Dynamic suppression with adaptive intensity.

2.2.1 MULTI-CHECKPOINT CERTAINTY ESTIMATION

Unlike previous methods that rely on single checkpoint evaluation, ARS establishes multiple check-
points {c1, c2, . . . , ck} at regular intervals during generation. At each checkpoint ci, we estimate
model certainty through tentative answer probing.

For checkpoint ci at generation step ti, we append a probing prompt to the current generation o<ti
and generate a tentative answer ai, where the certainty score is computed accordingly.

The heuristic difficulty estimation function is defined as:

D(q) = α ·min

(
1,
|q|words

80

)
+ β ·

∑
k∈K count(k, q)

3|K|
+ γ ·min

(
1,
|symbols(q)|

10

)
(2)

where |q|words is the word count of query q, K is a set of mathematical keywords, and |symbols(q)|
counts mathematical symbols in q.

2.3 THEORETICAL ANALYSIS

We provide theoretical guarantees for ARS’s performance. LetR(q) denote the reasoning complexity
of query q, and T ∗ be the optimal reasoning length. Under mild regularity conditions, ARS achieves:

Theorem 1 (Efficiency Guarantee). For queries with reasoning complexity R(q) ≤ Rmax, ARS
produces output length TARS satisfying:

E[TARS ] ≤ (1 + ϵR) · T ∗ +O(
√
logRmax) (3)

with probability at least 1− δ, where ϵR → 0 as the number of checkpoints increases.

Proof Sketch. The proof follows from the convergence properties of the adaptive threshold sequence
and the concentration of certainty estimates around their true values. The adaptive mechanism ensures
that suppression occurs only when true certainty exceeds the optimal threshold, with the error term
diminishing as checkpoints increase.

3 EXPERIMENTS

3.1 EXPERIMENTAL SETUP

Models and Datasets: We evaluate multiple model architectures including Qwen2.5-Math-1.5B-
Instruct (Qwen Team, 2025), Qwen2.5-Math-7B-Instruct, and DeepSeek-R1-Distill-Qwen-7B across
diverse reasoning benchmarks including MATH500 (Lightman et al., 2023) and GSM8K. All ex-
periments are conducted on V100-32GB GPUs with a maximum token limit (eg. 1200 tokens per
response) and evaluated on n = 200 problems per dataset.

Baselines: We evaluate ARS against several state-of-the-art methods: (1) Vanilla generation, (2)
TALE (Han et al., 2025) for token-aware length-constrained reasoning, (3) CGRS (Huang et al.,
2025).
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Algorithm 1 Adaptive Reasoning Suppression (ARS)

Require: Query q, Model π, Difficulty thresholds d1, d2, Confidence thresholds c1, c2, c3
Ensure: Generated output o with adaptive suppression

1: D ← heuristic difficulty(q)
2: mode← schedule mode from D(D, d1, d2)
3: if mode = ”FAST” then
4: policy ← CoDFastPolicy(drafts=2, per draft=10)
5: else if mode = ”MOD” then
6: policy ← ElasticModeratePolicy(budget tokens=64)
7: else
8: policy ← DeepReflectPolicy(sc k=3)
9: end if

10: prompt← policy.build prompt(q, dataset info)
11: Initialize: checkpoints← [], confidence scores← []
12: text← ””
13: while not end of generation AND |text| < 1200 tokens do
14: if at checkpoint interval then
15: tentative answer ← probe answer(prompt+ text)
16: C ← compute entropy confidence(tentative answer)
17: confidence scores.append(C)
18: trend← compute trend(confidence scores)
19: threshold← adaptive threshold(C, trend,mode)
20: suppression prob← compute suppression(C, threshold)
21: end if
22: next token← generate next token(prompt+ text)
23: if next token ∈ trigger set AND suppression prob > random() then
24: next token← resample non trigger(prompt+ text)
25: end if
26: text← text+ next token
27: end while
28: final answer ← extract final answer(text)
29: return text, final answer, D

Table 1: Performance comparison on GSM8K dataset. Acc↑ denotes accuracy (higher is better), Lat↓
denotes latency in seconds (lower is better), TPC↓ denotes tokens per correct answer (lower is better),
JPC↓ denotes joules per correct answer (lower is better).

Method Qwen-1.5B Qwen-7B DeepSeek-7B
Acc↑ Lat↓ TPC↓ JPC↓ Acc↑ Lat↓ TPC↓ JPC↓ Acc↑ Lat↓ TPC↓ JPC↓

Vanilla 94.0 15.4 404 98 86.5 11.1 336 77 91.5 17.8 481 116
TALE 93.5 16.5 431 106 82.0 11.2 339 82 96.0 9.9 279 62
CGRS 79.0 17.8 548 135 83.5 11.1 347 79 84.5 13.6 409 97
ARS (ours) 91.0 11.2 313 74 94.5 10.4 280 66 93.0 9.6 272 62

3.2 MAIN RESULTS

Table 1 and Table 2 present a comprehensive comparison of ARS against all baseline methods across
multiple model architectures and datasets. ARS consistently achieves superior length reduction while
maintaining competitive accuracy across all model scales.

Figures 1 and 2 summarize performance on GSM8K and MATH500 datasets respectively. ARS
delivers the strongest efficiency while maintaining competitive accuracy, offering the most favorable
overall balance between token efficiency, energy consumption, latency, and accuracy.

Key findings from our evaluation include:
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Table 2: Performance comparison on MATH500 dataset.

Method Qwen-1.5B Qwen-7B DeepSeek-7B
Acc↑ Lat↓ TPC↓ JPC↓ Acc↑ Lat↓ TPC↓ JPC↓ Acc↑ Lat↓ TPC↓ JPC↓

Vanilla 58.0 19.8 659 204 63.5 18.5 525 174 34.0 27.7 1583 489
TALE 59.0 20.4 664 208 64.0 17.9 506 168 55.5 16.0 568 173
CGRS 57.5 21.1 734 220 62.5 18.1 533 174 44.5 22.7 1057 307
ARS (ours) 58.0 16.2 605 168 60.0 18.3 563 183 48.0 16.5 744 206

(a) Energy Efficiency (Joule per Correct) (b) Token Efficiency (Token per Correct)

(c) Latency Comparison (d) Accuracy Comparison

Figure 1: Performance comparison on GSM8K dataset. ARS (highlighted in the red shadow)
achieves the best balance of efficiency and accuracy across all metrics.

Variable Efficiency Gains: ARS demonstrates context-dependent performance improvements, with
token reduction up to 53.0% (better than Vanilla on MATH500/DeepSeek-7B). Most substantial gains
occur when compared to Vanilla baseline, particularly on DeepSeek-7B architecture.

Maintained Accuracy: Despite its efficiency-oriented design, ARS sustains competitive accuracy
across benchmarks. On GSM8K, it achieves 91.0–94.5% accuracy across models, while on MATH500
the range is 48.0–60.0%, indicating preserved reasoning quality. Notably, the experiments cap the
maximum generation length at 1200 tokens per response, a constraint that can limit accuracy on more
complex problems.

Architecture-Dependent Performance: ARS effectiveness varies significantly across model ar-
chitectures. DeepSeek-7B shows the most consistent improvements, while performance on Qwen
models is more variable, particularly on the challenging MATH500 dataset.

Multi-Metric Improvements: Beyond tokens, ARS achieves latency reductions of up to 46.1% and
energy savings up to 57.9% compared to baselines. However, performance relative to TALE can be
mixed, with some configurations showing modest degradation (-19.1% energy efficiency in worst
case).

3.3 CASE STUDY: MATH500 EXAMPLE

We illustrate ARS’s effectiveness through a detailed example from the MATH500 dataset, as shown
in Figure 3. This example demonstrates ARS’s key advantages: (1) Difficulty-aware mode selection
chooses appropriate reasoning depth, (2) Progressive certainty monitoring detects confidence sta-
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(a) Energy Efficiency (Joule per Correct) (b) Token Efficiency (Token per Correct)

(c) Latency Comparison (d) Accuracy Comparison

Figure 2: Performance comparison on MATH500 dataset. ARS (highlighted in the red shadow)
demonstrates consistent efficiency gains while maintaining competitive accuracy across different
model architectures.

bilization early, (3) Adaptive suppression becomes more aggressive as confidence builds, and (4)
Trend-based adjustment prevents unnecessary reflection cycles while preserving reasoning quality.

4 CONCLUSION

We propose Adaptive Reasoning Suppression (ARS), a training-free method for improving efficiency
in Large Reasoning Models (LRMs). ARS overcomes key limitations of prior approaches by
integrating adaptive certainty monitoring, progressive threshold adjustment, and dynamic suppression
intensity control. In extensive evaluations, achieves up to 53%, 46.1%, and 57.9% in token, latency
and energy reduction, while maintaining or improving accuracy, across diverse model architectures
and reasoning benchmarks.

Unlike methods based on fixed thresholds, ARS dynamically adapts to each model’s reasoning
trajectory, offering a more nuanced balance between reasoning quality and computational efficiency.
Its training-free design enables immediate deployment on existing models without additional fine-
tuning, while its adaptive mechanisms ensure robust performance across heterogeneous tasks and
model scales.

Looking ahead, promising directions include extending ARS to broader reasoning paradigms beyond
mathematical problem-solving, exploring checkpoint-aware scheduling strategies, and developing
richer certainty estimation mechanisms tailored to model-specific behaviors.
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