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Abstract

When someone says My soup was warm, they are often under-
stood as saying that it was warm, but not hot. This is assumed
to arise via a scalar implicature. According to the standard
assumption, warm and hot are in competition and by saying
warm, we reason that the speaker did not intend to convey hot.
This exclusion of alternatives should apply uniformly to any
expression that can be ordered on a scale. Yet there are sub-
stantial differences in the endorsement rates of the strength-
ened meaning between various scales. These could be due to
the availability of expressions or to the underlying semantic
structure. We use priming to measure how active in the mind
lexical expressions are. Contrary to the standard assumption,
the more an expression was primed, the less likely a scalar im-
plicature was endorsed. We discuss how the semantic structure
of adjectives can support pragmatic reasoning without lexical
alternatives.

Keywords: scalar diversity; lexical decision task; priming; ad-
jectives; boundedness

Introduction
Speakers often use words whose meaning can be mapped
onto a scale. A prime example of such words are gradable
adjectives (Kennedy & McNally, 2005; Kennedy, 2007):

(1) The chicken soup I was served was warm.

In this example, the hearer needs to map the meaning of
warm onto a temperature scale which will determine its lower
bound, i.e. the minimum degree of temperature that counts as
warm. This is the basic semantic meaning of warm.

When hearing (1) the hearer might also come to the con-
clusion that while the soup was warm, it was not hot. They
may only make this inference if they interpret the utterance
as upper bounded. This, however, could be cancelled:

(2) The chicken soup I was served was warm. In fact, it
was hot.

In the case of (2), this is not a contradiction as the meaning of
warm also covers the temperature range of hot. Hot is said to
be the informationally stronger term to warm on the scale of
(upwardly looking) temperature (Horn, 1972), called a Horn
scale. The interpretation where the stronger term is negated
has come to be known as a scalar implicature (e.g., Levinson,
1983).

The upper-bounded meaning of scalar terms is standardly
assumed to arise via the negation of alternatives. The hearer
reasons that the speaker could have said hot but since they
chose to utter the weaker term warm, hot should be excluded

(Grice, 1975; Horn, 1972). Yet as shown above, the basic
meaning of gradable adjectives can be understood in terms
of degree scales. Here, we investigate to what extent seman-
tic features underpinning the meaning of adjectives and the
availability of lexical expressions explain scalar implicature
computation.

Scalar diversity

Scalar implicatures have been studied and discussed exten-
sively both in the theoretical pragmatic and semantic litera-
ture and in experimental research in linguistics and psychol-
ogy. Most of the work has been devoted to studying quan-
tifier scales both in the theoretical (e.g., Horn, 1972; Chier-
chia, 2004; Fox & Katzir, 2011) and experimental (e.g., Bott
& Noveck, 2004; Huang & Snedeker, 2009; Grodner et al.,
2010) literature. That some is strengthened to mean some but
not all has served as the founding block for the study of im-
plicatures (Horn, 1972).

This literature tacitly assumes that the mechanism for de-
riving a scalar implicature is uniform and would generalize
from quantifiers to other expressions (Doran et al., 2009; De-
gen, 2015; Van Tiel et al., 2016). Yet the probability of a
hearer endorsing a scalar implicature depends on the partic-
ular meaning scale in question (Doran et al., 2009, 2012;
Van Tiel et al., 2016). Compare the following sentence to
(1):

(3) My classmate Sally is intelligent.

Here, it would be improbable that the hearer would derive the
scalar implicature that Sally is intelligent, but not brilliant.
Van Tiel et al. (2016) have found exactly this in their study
of various scales. The <intelligent, brilliant> scale was re-
ported to have an endorsement rate of the strengthened mean-
ing of less than 10%, compared to the <warm, hot> scale in
(1), for which the rate was over 60%. This phenomenon of
variability in scalar implicature has since been dubbed scalar
diversity. The discovery of this variation in the rates of im-
plicatures has led to much research devoted to explaining the
phenomenon. It has been found that there are general differ-
ences between various broad types of scalar words (Van Tiel
et al., 2016; Sun et al., 2018; Gotzner et al., 2018; van Tiel et
al., 2019; Ronai & Xiang, 2021a, 2022; Sun et al., 2023).

There are two classes of explanations that have been put
forward. The first one relates to the availability of alterna-
tives. Assuming that listeners activate and negate alternatives
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in scalar implicature reasoning, they should only endorse a
scalar implicature if the strong expression is highly active in
their mind. Various experimental results have pointed to-
wards the crucial role of the availability of alternatives in
scalar implicature processing (e.g., Barner et al., 2011 for ac-
quisition; Gotzner, 2019, Bott & Frisson, 2022, note however,
that Van Tiel et al., 2016 did not find an effect of availability
on the scalar diversity under their operationalisation). In line
with this view, Ronai & Xiang (2021b) found that the scalar
diversity effect is smaller when the strong term is presented
in a contextual question (QUD). Similarly, Hu et al. (2022)
present modeling evidence that the scalar diversity effect can
be explained via uncertainty about alternatives. They found
that the higher the entropy in their measure of uncertainty for
a particular scale was, the lower the implicature endorsement
rate was.

Rees & Bott (2018) formalised this availability claim and
proposed the Salience model for implicature derivation. It
consists of three stages, the Alternative stage, the Usage
mechanism and the Implicature derived stage. The inputs
during the first stage consist of all the variables that might in-
fluence the derivation of an alternative, such as the question-
under-discussion (QUD), the semantic and socio-pragmatic
context as well as speaker knowledge. Through all these
things, the activation of the alternative might be higher or
lower. There is a threshold of activation between the Alter-
native and Usage mechanism stages that determines whether
the process of implicature derivation starts. It is only when
the above-mentioned factors cause the alternative to become
activated, or salient, enough that it crosses this threshold and
the comprehender moves to the second stage, which ends in
the implicature being derived. During this Usage Mechanism
stage, the alternative is negated and combined with the literal
meaning of the sentence.

The second type of explanation for the scalar diversity ef-
fect relates to the scale structure underlying the semantics of
adjectives. Gotzner et al. (2018) found that the endorsement
of scalar implicature varied systematically for different types
of adjectives. They tested 70 adjectival pairs and annotated
them for the following features: boundedness and extreme-
ness of the strong term, the type of standard of the weak term
(minimum or maximum standard, relative), and the polarity
of the scale.

Boundedness refers to cases in which on a particular scale,
the strong term denotes an endpoint (Kennedy, 2007). For
example, the adjective full represents the endpoint of a scale,
since something cannot be filled to a larger extent than to the
one described by full. An effect of boundedness was already
found in the study of Van Tiel et al. (2016) testing scales of
different grammatical categories and bounded adjectives have
been found to be associated with higher endorsement rates in
Gotzner et al. (2018).

Contrary to boundedness, strong expressions that are ex-
treme like brilliant are less likely to be used in scalar impli-
cature reasoning (see also Beltrama & Xiang, 2013). Extreme

adjectives are said to be terms for which the degree lies be-
yond the usual contextual range (Morzycki, 2012).1 Gotzner
et al. (2018) also found that extremeness predicted lower rates
of implicature endorsement.

Semantic distance was measured by Gotzner et al. (2018)
in a rating study where participants had to indicate on a Lik-
ert scale how much stronger they felt a statement involving
the strong scalar term was compared to one that included the
weak one. Gotzner et al. (2018) and Van Tiel et al. (2016)
both found that the higher the distance, the higher the propor-
tion of implicatures for a particular scale in question.

Finally, standard type was either relative or absolute with
the latter category dividing into minimum standard and
maximum standard adjectives (Kennedy & McNally, 2005;
Kennedy, 2007). This was annotated for the weak scale-mate
rather than the strong. Gotzner et al. (2018) reported that
maximum standard adjectives exhibited lower inference rates
compared to relative ones.

Overall, these findings provide evidence that the scale
structure underlying the meaning of adjectives contributes to
scalar implicature reasoning. While some features make im-
plicature derivation more likely, some hinder the appearance
of pragmatic reasoning. There is now a question that arises—
how can these influences of semantic structure be explained?
One possibility that we aim to test in the current study is the
connection to the availability of alternatives and the Salience
model. It could be that scales with particular structures, such
as those that are bounded, evoke the lexical stronger term
more compared to unbounded ones; in other words make it
more available during comprehension. If the stronger scale-
mate is in turn more available, it is more likely to cross the
activation threshold with the process of implicature derivation
starting. If this is not the case, the role of scale structure in
scalar implicature may result from other aspects such as the
way the semantics of different expressions is computed and
how it maps onto degree scales (see Gotzner et al., 2018).

This leads to two predictions, namely that (a) the higher
availability of the strong term ought to result in higher rates
of implicatures for the scale in question, and (b) that the se-
mantic features associated with higher inference rates should
be positively associated with increased availability in pro-
cessing, according to alternative-based accounts. This in turn
raises the question of how availability in processing might be
operationalised in order to be testable. We propose to use the
activation of the strong term in the mind of the comprehender
as measured in a lexical decision task (priming). Below, we
discuss the literature on the priming of meaning alternatives
in implicature processing.

The priming of alternatives
Recently, researchers have attempted to directly test the pres-
ence of scalar alternatives in online implicature derivation.

1Whether or not the strong term for a particular scale was ex-
treme or not was tested for by means of compatibility with modifiers
such as downright. For example, it is acceptable to say downright
excellent, but not downright good.
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De Carvalho et al. (2016) ran the first study aiming to exam-
ine the activation of strong scalar terms. What they found was
that weak terms (some) activated their stronger scale mates
(all) more than the strong ones did for the weak. They in-
terpreted these findings as evidence for the psychological re-
ality of lexical scales as envisaged in the theoretical work
of Horn (1972). While the research of De Carvalho et al.
(2016) did reveal that informational strength relations play
a role in real-time comprehension, their experimental design
presented these scalar words outside of a context where they
could give rise to implicatures.

Ronai & Xiang (2023) addressed this issue in their experi-
ments aiming to see whether weak scalar terms activated their
stronger counterparts within sentential contexts and outside
of them. They exposed their native English participants to
sentences such as Zack’s carpet was dirty/patterned. Follow-
ing 650ms after the final, a critical word, which was either a
weak scalar (dirty) or an unrelated one (patterned), the par-
ticipants saw the target word filthy, which was the informa-
tionally stronger scale-mate of the related prime. They found
that these stronger terms were recognised as existent En-
glish words quicker when the preceding sentence contained
the weak scalar prime compared to an unrelated prime. This
was taken as evidence for the weak scale-mate activating the
stronger one. In order to test whether this activation was spe-
cific to scalar implicature derivation processes, Ronai & Xi-
ang (2023) also tested the same combination of prime and tar-
get words when presented as isolated lexical items (i.e. with-
out any sentential context). In this experiment, they found no
evidence of priming. This, they argued, suggested that the ac-
tivation seen in the sentential experiment was indeed due to
implicature processes.

What we may take from these studies is that strong scalar
terms are active during comprehension when preceding stim-
uli include their weaker scale-mates, that this effect is specific
to contexts that can support an implicature, and that there is
asymmetric priming based on informational strength. All of
these findings suggest that we may use the activation of the
strong term by its weaker scale-mate as compared to an unre-
lated baseline as a measure of availability.

The question of whether this activation of the strong scalar
term (measured by priming) can be linked to the rate at which
a given scale gives rise to implicature has already been raised
by Ronai & Xiang (2023) but the study did not find a signif-
icant correlation between priming and inference rates. One
potential reason is that the studies used varying sentence
frames, which might have led to certain scales getting more
contextual support for inference derivation compared to oth-
ers.

The current study
In the present study, we aimed at addressing the question of
whether the differences in the semantic features of various ad-
jectival scales influence the degree to which weak adjectives
activate their stronger scale mates in the course of compre-

hension and whether they are directly linked to whether or
not comprehenders derive a scalar implicature. We investi-
gate (a) whether the semantic features of scales predict the
availability of strong terms by their weak scale-mates opera-
tionalised by priming and (b) whether this activation strength
for each scale predicts its observed endorsement rate of the
implicature meaning. We use a similar methodology to Ronai
& Xiang (2023) but we keep the sentence frames constant and
we focus on one grammatical class, that is adjectives.

We are interested here in whether the property of bounded-
ness and of the extremeness of the stronger term play a role.
We also examine whether the type of adjective (relative vs.
minimum or maximum standard) and the semantic distance
between the weak and strong terms have an effect on the level
of activation of the strong term, as measured by the size of
priming in lexical decision. We then test whether those same
scales that show priming to a larger extent are also the scales
that exhibit higher rates of the endorsement of implicatures,
as predicted by the Salience model.

In order to achieve this, we conducted a web-based lexical
decision experiment with the adjectival scales studied in the
research of Gotzner et al. (2018), which we report below. In
our analysis, we take their semantic annotations as well as
recorded implicature endorsement rates and combine these
with our collected response time data.

Hypotheses and predictions
We firstly predict a general priming effect to occur, given pre-
vious results. Next, we hypothesise that the semantic features
will have the following effect on priming strength via our link
to the Salience model: (1) Adjectives on bounded scales are
primed to a larger degree than those on unbounded ones; (2)
extreme strong terms are primed to a smaller degree than non-
extreme ones; (3) strong absolute adjectives are more strongly
primed than strong relative ones; (4) semantic distance should
affect the amount of priming (if the direction of this effect
is positive, this indicates that strong terms are more strongly
activated). As for the relationship between the strength of
priming and inference rates, we predict the following: The
strength of priming of the strong term is positively correlated
with the probability of a scalar implicature being drawn.

The priming experiment
In the current section, we report a web-based lexical deci-
sion experiment that used the rapid serial visual presentation
method to expose native English participants to simple sen-
tences containing weak scalar terms (or unrelated words) fol-
lowed by strong scalar probes of the equivalent scales. This
experiment was run in order to gain the data for the corre-
lation analysis testing whether the strength of priming de-
pends on the semantic features of different scales. It was
pre-registered on OSF (linked here).

Method
Participants On Prolific, we recruited 150 native English
speakers based in the US. The average age of the participants
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was 28 (SD = 4.57), while the gender distribution was: 85
women, 58 men, 6 people of diverse gender and 1 person who
chose not to answer the gender question. The experiment took
approximately 13 minutes. The participants were paid £1.95
as compensation for their time.

Materials We constructed 64 items, each of which had two
variants. We took the weak and strong adjectives researched
in the study of Gotzner et al. (2018) as our starting point.
The weak scale-mates were used within sentential frames to
form the RELATED condition. To construct the UNRELATED
conditions, we used the words from the study of Ronai & Xi-
ang (2023). Additional unrelated words were selected to fit
the other adjectives that were not tested in Ronai & Xiang
(2023). We collected latent-semantic analysis scores (Lan-
dauer & Dumais, 1997) for the similarity between the target
words (strong scalars) and the UNRELATED items, making
sure that our UNRELATED words were as little related to the
targets as possible. We used these unrelated primes as our
control condition to provide a floor for the baseline accessi-
bility of our target words in an unsupporting context. We also
made sure that the related and unrelated primes were matched
in letter-length and log-frequency (see our project entry on
OSF for more information: https://osf.io/dbzpq/). The target
word was always the strong scalar term to the related condi-
tion (here hot). Take the following example:

(4) It is warm/lucky. [RELATED/UNRELATED]

Additionally, we created 64 filler items, which had the same
sentence frames as the experimental ones, but their associated
probes were English non-words. Therefore, the overall exper-
imental item to filler ratio was 1:1. This also meant that the
correct answer ratio was the same, since all our experimental
items contained existent words for probes and all the fillers
non-words.

Procedure The experiment was run on the PCIbex platform
(Zehr & Schwarz, 2018). The participants were told they
would read sentences that some person might utter and to
focus on their meaning. The sentences were presented us-
ing the RSVP method (Potter, 2018); in this paradigm, words
are presented individually one after another in the centre of
a computer screen for a fixed amount of time. Words were
presented individually for 350ms each. Following each sen-
tence, 650ms elapsed before the prime word was shown in
uppercase and in red lettering. The task of the participants
was to indicate whether the sequence shown was a word of
English or not. The J key was assigned to YES and the F key
to NO. The time-out limit for responding was 3000ms. After
seven practice items, the experiment itself started. Partici-
pants saw a variant of all the 64 critical items determined by
the Latin Square design and every 64 filler in a randomised
order.

Analysis First, we excluded the data from 20 participants
for failing to reach the accuracy threshold of 90% on the com-
bined set of experimental and filler items. We only entered the

trials with correct responses into the analyses. Next, we ex-
cluded all trials where the recorded response time was under
150ms or larger than SD = 2.5. We also excluded the data
from two items (happy/ecstatic and pretty/beautiful), since
these were erroneously given different strong terms compared
to the study of Gotzner et al. (2018), making their further
analysis invalid.

Next, we ran a linear mixed-effects model using the lm4
and lmerTest packages (Kuznetsova et al., 2017) in R (R Core
Team, 2022) on log-RTs. This was our BASE MODEL. We en-
tered RELATEDNESS as the sole fixed factor. RELATED trials
were coded as 1 and UNRELATED ones as 0. This means that
any effect of priming, that is faster RTs to targets following
RELATED primes, would be indicated by negative slopes. We
included the full random effects structure Barr et al. (2013)
with intercepts for participants and items as well as random
slopes for RELATEDNESS.

Following this, we extracted the random effects structure
from the BASE MODEL in order to further analyse the slope
terms for the condition of RELATEDNESS for items. Using
the slope terms allowed us to examine the variability between
items in terms of the effect of RELATEDNESS on them. We
chose not to use raw RTs, since the slopes are arguably more
representative of the variation of the strength of the effect
within our sample of adjectives from a centred baseline. Hav-
ing made the slope term as the dependent variable, we ran a
linear model (the DIVERSITY MODEL) which included the se-
mantic structure variables obtained from the annotations re-
ported in Gotzner et al. (2018). We used these annotations
for the sake of comparability. These predictors were BOUND-
EDNESS, EXTREMENESS, STANDARD TYPE and SEMANTIC
DISTANCE. The way we conducted hypothesis testing was by
means of model comparison. We gradually added predictors
in the order above and ran a sequence of models. These were
then compared using the anova() function in R to see whether
adding these predictors significantly increased model fit.

Finally, we ran the INFERENCE MODEL, in which we tested
whether the strength of priming predicted the rate at which
participants endorsed the strengthened meaning as reported in
Gotzner et al. (2018). We constructed a linear model with en-
dorsement rates as the dependent variable and the slope terms
for the condition of RELATEDNESS extracted from the BASE
MODEL as the independent variable. We also calculated the
Pearson correlation value for the relationship between the two
variables.

Results
Our BASE MODEL revealed a significant main effect of RE-
LATEDNESS (β = −0.038, SE = 0.006, d f = 64.293, t =
−6.838, p < 0.001). As for the random effects values for
items that are of further interest, the intercept had the vari-
ance of 0.007 (SD = 0.086), random slope for RELATED-
NESS showed 0.001 for variance with the standard deviation
of 0.025. The correlation term between the intercept and the
random slope was r = 0.17. The results mean that the strong
scalar target words were recognised faster when the prime in
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Figure 1: Mean RTs per condition with associated SEs.

the preceding sentence was a weak scale-mate compared to
an unrelated word. This means that in the aggregate, weak
scale-mates activated their stronger counterparts during com-
prehension. The reader may consult a graphical representa-
tion of these results in Figure 1.

In the DIVERSITY MODEL, the ANOVA test comparing the
model fit of added predictors revealed that only the addition
of the BOUNDEDNESS variable significantly approved model
fit. None of our other variables (EXTREMENESS, STANDARD
TYPE, and SEMANTIC DISTANCE) were significant predictors
of priming rates. The values for the factor of BOUNDEDNESS
were: β = 0.011, SE = 0.004, d f = 60, t = 2.629, p = 0.011.
In Figure 2, we show the variability found within the items.
We draw the attention of the reader to the fact that negative
values indicate a larger priming effect.

The INFERENCE MODEL revealed a significant effect of
priming predicting the inference rates obtained from Gotzner
et al. (2018). The resulting values were the following: β =
2.500, SE = 1.035, d f = 60, t = 2.415, p = 0.019. The cal-
culated correlation between the two variables was r = 0.298.
Note that the more negative the slope is, the stronger the prim-
ing effect is. This means that a positive effect in the model
suggests that the less priming a particular scale has, the higher
its inference rate is. The reader may consult a graphical rep-
resentation of the correlation between them with the slope of
the INFERENCE MODEL included in Figure 3. The effect re-
mained significant when the two most extreme outliers were
removed (items 8 calm/unflappable and 55 thin/skinny), see
the OSF entry for more details.

Discussion
In the current study, we aimed to test whether the semantic
structure of scalar adjectives influences their priming in con-
texts which could give rise to scalar implicatures. Specifi-
cally, we were interested in whether boundedness, extreme-
ness, standard type, and semantic distance plays a role in
modulating the activation of the strong scale mate by the
weak counterpart present in the stimuli sentence. We also
tested whether priming strength predicted comprehenders’
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Figure 3: Relatedness slope terms for adjective pairs and their
implicature rates from Gotzner et al. (2018), and the associ-
ated regression line. For the slopes, positive values indicate
a weaker priming effect than average, while negative ones a
stronger effect.
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rates of endorsing implicatures.
Firstly, the overall results of our experiment as analysed

by the condition of RELATEDNESS successfully replicated the
earlier findings of Ronai & Xiang (2023) in that the activation
of the strong term (hot) was higher when the preceding sen-
tence included the corresponding weaker scale-mate (warm)
compared to an unrelated word. Out of all the semantic fea-
tures that we tested, it was only boundedness that was found
to be linked to the strength of priming of strong scalar ad-
jectives. However, the effect was in the opposite direction
than predicted—bounded scales exhibited weaker priming ef-
fects compared to those that were not bounded. Extremeness,
standard type, and semantic distance were found to have no
effects on whether the strong scale in question was more or
less primed by its weaker scale-mate.

Our study reveals that there is a relationship between the
activation of the strong term and implicature endorsement
rates. Yet again, however, the effect is in the opposite di-
rection. It was those scales that were primed to a lesser ex-
tent or even exhibited interference that were associated with
higher implicature endorsement rates. Firstly, this contrasts
with the results of Ronai & Xiang (2023), who found an
insignificant correlation of r = 0.004 between their priming
data and inference rates, whereas the correlation in our study
was significant and its value was r = 0.298, which albeit
weak, is a markedly higher one suggesting that there is in-
deed a link. Our data, therefore, provide the first evidence
linking an online processing measure with an offline measure
of the eventual product of pragmatic comprehension. This
finding is crucial for the uniformity assumption as well as
for the Salience model of implicature processing proposed by
Rees & Bott (2018). Lower levels of activation were asso-
ciated with higher implicature endorsement rates. This goes
directly against the model’s predictions, which were expect-
ing the effect in the opposite direction. This suggests that
the simple account linking increased availability of the strong
term with the probability of deriving an implicature is inade-
quate.

Our data suggest that the long-standing assumption that
comprehenders need to access and negate the stronger alter-
native, conceptualised as a lexical item (Horn, 1972), in order
to derive an implicature might be false. Rather, it might be
that comprehenders’ knowledge of the scale structure alone,
for example its boundedness, is sufficient for the derivation.
In other words, it is enough to know where the lower bound of
an expressions lies on the relevant degree scale and whether
that scale has an end-point (without reasoning about the lex-
ical item corresponding to that end-point). This approach
has recently been advanced as the Measurement Mechanism
model by Gotzner & Lacina (2023), which suggests that com-
prehenders reason about intervals on an underlying meaning
scale rather than about lexical alternatives2.

Furthermore, our findings challenge the uniformity as-

2See Buccola et al. (2022) for another proposal for scalar impli-
catures in general that does away with lexical alternatives.

sumption, since a link between availability, inference rates
and scale structure was found, suggesting that bounded and
unbounded scales might have different derivations of scalar
implicatures. One way to understand the differences between
bounded and unbounded scales is via the distinct role of com-
parison classes in the meaning of these expressions. Un-
bounded scales need a comparison class to resolve their basic
meaning, for example tall basketball players are taller than
the average man Kennedy & McNally (2005). The meaning
of bounded scales does not vary contextually in the same way.
This distinction also plays a role in scalar implicature compu-
tation. In an incremental decision task, Alexandropoulou et
al. (2022) found evidence that relative adjectives only trigger
scalar implicatures when the context instantiates a relevant
comparison class. Minimum standard adjectives in turn in-
voke a lower bound via their basic meaning and they triggered
scalar implicatures independently of the context.

There are other possible explanations for our finding of the
negative impact of priming on inference rates. It might be
that what our experiment is tapping into is a process that oc-
curs after the Activation threshold was crossed and further
processing is already under way. Since we probed our targets
at 650ms after the prime, this is plausible (for comparison see
Husband & Ferreira, 2016). At this point, the strong term may
already be negated, which could cause its suppression, con-
sistent with the findings on the role of polarity and negation in
the slow-downs associated with scalar implicature derivation
(Bott & Noveck, 2004; Van Tiel & Pankratz, 2021). Future
research is needed to measure the role of alternatives during
incremental processing of scalar implicatures and at more im-
mediate time points.

Conclusion

This research explored the phenomenon of scalar diversity in
the derivation of implicatures through the lens of priming dur-
ing online sentence comprehension. We tested the Salience
model and its underlying uniformity assumption by means of
linking online priming measures and offline implicature rates.
We asked two questions, firstly, whether the strength of acti-
vation of the strong term caused by the presence of the corre-
sponding weaker term as the prime could be predicted by the
semantic features of the scale. Secondly, we asked whether
priming strength predicted implicature endorsement rates. In
a web-based lexical decision experiment, we found that only
the boundedness of scales predicted priming strength. Con-
trary to our predictions, we found that unbounded scales ex-
hibited stronger priming effects. Priming strength predicted
the endorsement rates, but also in the opposite direction—it
was the less primed scales that showed higher rates of com-
prehenders endorsing the strengthened meaning. We interpret
these results as going against the predictions of the Salience
model, challenging the uniformity assumption and suggesting
that as opposed to the common assumption in the literature,
implicatures may not always need the lexical stronger alter-
native available for their derivation.
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