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ABSTRACT
Undocumented immigrants in the United States face risks of
discrimination, surveillance, and deportation. We investigate
their technology use, risk perceptions, and protective strategies
relating to their vulnerability. Through semi-structured inter-
views with Latinx undocumented immigrants, we find that
while participants act to address offline threats, this vigilance
does not translate to their online activities. Their technology
use is shaped by needs and benefits rather than risk percep-
tions. While our participants are concerned about identity theft
and privacy generally, and some raise concerns about online
harassment, their understanding of government surveillance
risks is vague and met with resignation. We identify tensions
among self-expression, group privacy, and self-censorship re-
lated to their immigration status, as well as strong trust in
service providers. Our findings have implications for digital
literacy education, privacy and security interfaces, and tech-
nology design in general. Even minor design decisions can
substantially affect exposure risks and well-being for such
vulnerable communities.

ACM Classification Keywords
H.5.m. Information Interfaces and Presentation (e.g. HCI):
Miscellaneous; K.4.2 Computers and Society: Social Issues.

Author Keywords
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INTRODUCTION
Like almost everyone else today, undocumented immigrants
are users of information and communication technology (ICT).
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While ICTs have been found to support immigrants’ integra-
tion in new contexts [27, 28, 31, 94], technology can also en-
able discrimination, harassment, and government surveillance,
the latter potentially leading to devastating consequences such
as detention, deportation, and family disruption. For the esti-
mated 11.3 million undocumented immigrants in the United
States [72], these risks have intensified recently due to in-
creased immigration enforcement and anti-immigrant senti-
ment [53, 54, 58].

Little is known about what role technology plays in the daily
lives of undocumented immigrants and how it affects their
vulnerability. Undocumented immigrants would be expected
to have strong motivation to protect their privacy when using
technology [30, 59, 87], but it is unclear how aware they are
of ICT-related privacy and surveillance risks, whether they
adopt privacy-protective strategies, or how effective any such
strategies are. Prior research on online privacy behavior of
the general population suggests that, despite concerns, people
often do not take protective action [50, 95].

To understand how undocumented immigrants navigate the
benefits and risks of digital technology, we conducted semi-
structured interviews with 17 Latinx1 undocumented immi-
grants in an urban U.S. Midwest context. Undocumented
immigrants from Latin America constitute the largest such
group in the United States [72].

Our findings provide new insights on undocumented immi-
grants’ technology use practices, as well as their understanding
and attitudes toward digital security and privacy. To a great
extent, our participants’ behaviors with respect to security and
privacy reflect that of the broader population — despite some
concerns, they were neither particularly concerned about on-
line privacy, nor did they take significant steps to protect it.
This is surprising given the far greater threat that information
disclosures have on their lives. We identify a number of rea-
sons for this: First, smartphones and social media are viewed
to have indispensable benefits by our participants. Second, our
participants have only a vague understanding of technology-
related privacy and surveillance risks, making any potential

1Latinx is a gender-neutral term referring to both Latinos and Latinas.
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consequences seem uncertain. Third, they tend to place sig-
nificant trust in the major social media platforms. Fourth,
participants feel that any information about them is readily
available to government authorities, so they did not think ad-
ditional exposure online would affect that risk.

These findings have implications for the development of edu-
cational resources for the immigrant community; the design
of transparency cues and privacy controls; and the design of
ICTs in general. Even minor design decisions, such as the
use of phone numbers as account identifiers, can substantially
affect the exposure risk of vulnerable communities.

RELATED WORK
To situate our research, we describe related work on integration
of undocumented immigrants, immigrants’ technology use,
and research on privacy and security concerns and behavior.

Undocumented Immigrants and Integration
Prior research has studied many challenges undocumented
immigrants face [45], including cultural integration [10, 25],
health [60, 70], and parenting [88]. Children of undocumented
immigrants, even if they have legal status, struggle with iden-
tity, isolation, stress and anxiety [23, 44, 48], as well as re-
duced political integration [20].

One way undocumented immigrants avoid risks that come with
their vulnerable legal status is to limit contact with authorities
and institutions, even non-governmental ones offering heath
care and social services [10, 25, 60]. They may also limit, or
even avoid, going to public places such as supermarkets, parks,
and cultural events [49, 60]. However, immigrant families also
demonstrate resilience. Immigrants form new networks [42,
66]; families stay in touch with relatives abroad [25, 75];
and youth adapt quickly through peer interactions and formal
education [37, 86]. A prominent theme in this literature is
intergenerational dynamics, such as children’s roles as inter-
preters and mediators for their family members [78, 105], or
their wrestling with social identities [12, 25, 37, 78].

Immigrants’ Technology Use
How immigrants around the world utilize ICTs in their day-to-
day lives has been studied extensively, showcasing a commu-
nity of people who actively engage in technology for a wide
range of purposes. Studies have found that immigrants rely
heavily on mobile phones [39] and that ICTs not only help
immigrants communicate with those back home, but also aid
their integration into new societies [22, 27, 28, 31, 94].

Less research has focused on technology use by undocumented
immigrants in the United States, but the existing prior work
echoes findings of ICT use among other immigrant popula-
tions. Undocumented immigrants use ICTs (primarily mobile
phones) to enhance their integration experience (e.g., to find
jobs) and to stay in touch with family abroad [8, 9]. Undocu-
mented youth use social media in creative ways to contribute
to social movements and to fight for their rights [30]. Gomez
and Vannini [43] find differing behavior among undocumented
populations attempting to cross the border and those who have
already settled in the U.S. And, while Constanza-Chock notes

that privacy and security concerns about technology are espe-
cially salient for immigrants [30], little is known about how
technology risks are perceived by undocumented immigrants
living long-term in the United States.

Privacy and Security Concerns and Behavior
We live in a world of mass surveillance and unprecedented
personal data collection, as evidenced by the Snowden NSA
leaks [46], targeted advertising [106], vast quantities of online
personal sharing [40], and the digital traces left by everyday
activities [80].

Online privacy and disclosure risks on social media, as well
as strategies for navigating them, have been studied exten-
sively [36, 51, 97]. People use diverse strategies for managing
self-disclosure. Individuals also have to navigate networked
privacy and group privacy issues [32, 87], including tensions
that arise from “boundary turbulence” [73], i.e., how infor-
mation about you can be disclosed by others [6, 13, 56, 73].
Lampinen et al. distinguish among three dimensions through
which people manage boundary turbulence in social media:
preventative and corrective strategies; mental and behavioral
strategies; and individual and collaborative strategies [56].

Yet, research on online privacy and privacy behavior suggests
that overall, people often do not take protective action [50,
95]. Known as the “privacy paradox” [7, 69], individuals
struggle to translate intentions to protect their privacy into
action, often sharing potentially compromising information
about themselves [47] and regretting it later [100]. Reasons
for the privacy paradox include bounded rationality in privacy
decision making [2, 3, 74], misconceptions about informa-
tion flows [5, 55, 57, 77, 82], misconceptions of protective
measures [52, 76], and context violations [59, 68]. These
issues are exacerbated when people are unaware of the risks
involved, or do not fully understand their implications. More
generally, Slovic finds that unknown risks are perceived as less
dangerous [84]. Furthermore, when technology risks are uncer-
tain, studies have found that trust in companies and platforms
serves as a key heuristic in guiding people to override poten-
tial concerns [64]. Other studies have focused on marginal
risk perceptions, and found that if personal information may
otherwise be public, individuals will invest less in protecting
it themselves [4].

Companies may exploit decision heuristics to nudge users
towards disclosing more information [2, 3, 16]; affordances
of social media platforms have been shown to strongly in-
fluence users’ self-disclosure behaviors [6, 24, 97]. Options
for alternate platforms or encrypted communication channels
are limited; while security and privacy tools like anonymous
browsing [35], decentralized social networking [34, 62], and
encrypted communication tools [15, 107] are active research
topics, these tools have not been widely adopted. Many studies
have uncovered hurdles and usability issues in adopting new
security or privacy tools [1, 41, 102].

There is some research on privacy and security behavior of
specific vulnerable communities, including teenagers [17],
journalists [65], recovering addicts [104], intimate partner
abuse survivors [63], parents of LGBT children [14], home-



less populations in the U.S. [103], and urban populations in
the developing world [26]. These studies reveal nuanced,
community-specific concerns and practices. A recent pop-
ulation survey [61] found that many people of low socio-
economic status (SES) in the United States are acutely aware
of digital harms, feel “very concerned” about digital privacy
and security, and display low trust in Internet-service providers.
The study also finds that low-SES Hispanic adults are most
sensitive to privacy risks, know of few resources to protect
themselves, but express high interest in learning how to do
so. Studying Muslim-Americans, Sidhu found that despite
widespread belief that their online activities were monitored
by the U.S. government, few altered their online behavior to
address these concerns [83]. Overall, there is no blanket theme
that all marginalized communities have in common regarding
privacy practices. Privacy risks are varied, diverse, and differ
among populations given their individual status and place in
society.

Our study contributes to the literature by considering technol-
ogy issues among an especially vulnerable community, Latinx
undocumented immigrants in the United States.

BACKGROUND
Threats to undocumented immigrants have intensified recently
in the United States [58], where immigration enforcement
is in the purview of the Immigration and Customs Enforce-
ment Agency (ICE). ICE already grew substantially under
the Obama Administration, with the Trump Administration
planning to add 10,000 more ICE officers [67, 90].

ICE has also expanded its technical capabilities. Today, indi-
viduals stopped by ICE will typically have their fingerprints
scanned, even without arrest [11]. Facial recognition is be-
coming prevalent: in 2016, Customs and Border Patrol (CBP)
solicited proposals for consumer-sized drones equipped for
facial recognition and cross-referencing with law enforcement
databases [19]. In January 2017, President Trump called to
expedite biometric data collection at all ports of entry [92].

Meanwhile, privacy protections for immigrants are being
eroded. In 2017, President Trump issued an Executive Or-
der on “Enhancing Public Safety” that removed all protections
of the Privacy Act for undocumented residents, thus expanding
data sharing between federal agencies [11, 91]. In Vermont,
the Department of Motor Vehicles has allegedly been respond-
ing to information requests by ICE and other federal agencies
by running facial recognition against their state ID database,
in violation of its own state law [89]. Concerns over data
sharing have been renewed with the recent termination of the
Deferred Action for Childhood Arrivals (DACA) program for
undocumented immigrants who arrived in the U.S. before the
age of 16. DACA granted registrants work permits, drivers’
licenses, and a renewable two-year stay of deportation [33].
Post-DACA, how information about DACA registrants will be
used is unclear.

How ICE currently uses social media data is not well-
documented, but its use seems to be increasing. In September
2017, the Department of Homeland Security published their
policy of collecting social media handles of all immigrants,

including permanent residents and naturalized citizens [38,
98]. In 2017, ICE officers in Detroit submitted a warrant to
Facebook to collect the phone number of an undocumented
man. His phone number was then used to locate him by track-
ing his mobile phone with a cell-site simulator (known as a
“Stingray” device) [85].

STUDY DESIGN
Between July and September 2017, we conducted 17 inter-
views with Latinx undocumented immigrants (14 women, 3
men) in an urban area in the U.S. Midwest. These were con-
ducted in-person at a participant’s home or in spaces trusted
by them (e.g., a church or restaurant). Sixteen interviews were
conducted in Spanish by at least one of the native Spanish-
speaking co-authors; one was in English. The interviews were
audio-recorded and lasted 66 minutes on average, ranging
from 52 to 81 minutes.

Before reaching out to potential participants, we spent several
months developing relationships with local immigrant rights
organizations and community allies to assess how we could
best recruit undocumented persons while protecting their pri-
vacy. Several allies then distributed advertisements for our
study through their networks. Despite going through these
trusted channels, recruitment was slow initially. After a first
few participants, we were able to reach the other participants
via snowball sampling, but even then, we had to follow up
repeatedly with potential participants. Especially among men,
we faced considerable difficulty in recruitment.

Interview Themes and Protocol
We developed our semi-structured interview protocol through
iterative literature review and conversations with allies of the
immigrant community.

In order not to be suggestive of sensitive issues, we began all
interviews (as well as recruiting) by focusing on technology
use in general, avoiding mention of privacy, security or surveil-
lance. We asked about participants’ daily lives, community
activities, and immigration stories. We then asked them to
describe their daily technology use: which devices and plat-
forms do they use, how frequently, and for what activities. We
asked participants about frustrations or concerns with the way
they use technology. If it did not come up naturally, we then
asked whether they had concerns about technology given the
broader challenges of the undocumented community. Then,
we asked about their privacy and security practices online,
eventually probing about security tools, privacy settings, pass-
word practices, etc. Finally, we invited them to share any final
thoughts or concerns about technology. Demographic data
was collected after the interview via a questionnaire.

Participants received $20 for their participation. The study
was exempted by our IRB, and documentation requirements
regarding payments were waived in order to ensure participant
privacy.

Data Security, Coding and Analysis
We followed a strict security protocol in handling participant
data. Audio files were encrypted before storing them in our



institution’s cloud storage, which is certified for sensitive iden-
tifiable human subjects data. No unencrypted documents con-
tained identifying information for any participants. Further-
more, we did not discuss sensitive content about our interviews
or participants over email.

All interviews were transcribed and translated by bilingual
research team members; for the first eight interviews, one
Spanish-speaking team member transcribed the Spanish au-
dio recording, then translated the text to English. A second
Spanish-speaking co-author spot-reviewed the English trans-
lations against the audio recordings. Because quality was
high, we translated the remaining nine interviews from Span-
ish audio recordings directly into English transcripts. Again,
a second co-author spot-reviewed the translated English tran-
scripts. All potentially identifying information was redacted
in the transcription process.

Qualitative analysis was conducted on the redacted, English
transcripts. We used an inductive coding process and the-
matic analysis. Two of the interviewers identified prelimi-
nary themes, which were developed into an initial codebook.
Through multiple iterations of independently coding differ-
ent interviews, each followed by collaboratively revising the
codebook, we arrived at a stable codebook with good inter-
rater reliability (Scott’s Π=.692). One researcher then coded
the remaining interviews and recoded the interviews used for
codebook development. Using thematic analysis, we explored
the 80 codes grouped by overarching categories to identify
and analyze prevalent themes.

PARTICIPANT POPULATION
Despite our best efforts to seek participants with diversity in
age, gender, and occupation, our sample (see Table 1) was
dominated by women with children (76%) in their thirties and
forties (median 38). They are settled immigrants, the majority
from Mexico (88%), who have been in the United States 10–17
years (median 14). Most are part of mixed-status families, with
children 1–30 years old. Some have children they brought with
them into the United States (29%), but most have U.S.-born
children (88%) who are therefore U.S. citizens. The prolonged
stay in the U.S., and the establishment of mixed-status families,
is typical of the broader undocumented immigrant population
in the United States [45].

Most participants told us about their journey to the United
States. At least two reported arriving by plane and overstaying
their travel visas. Most others traversed the U.S.-Mexico
border by foot under rough conditions, lacking food and water,
and then taking collective vehicles to their final destination.
Experiences ranged from taking eight days to up to two months
to cross from origin to destination. Most successfully arrived
as desired, but a few arrived only after multiple attempts.

Limitations
Gender and place of residence, among other variables, can
substantially shape undocumented immigrants’ experience of
illegality and integration [29, 45, 71]. Our participants were
mostly women who all had been in the United States for over
10 years. Undocumented men, individuals who only recently
entered the country, as well as undocumented immigrants in

ID Gender Age Origin

P1 F 40-44 Mexico
P2 F 40-44 Mexico
P3 F 30-34 Mexico
P4 F 30-34 Mexico
P5 M 40-44 Mexico
P6 F 40-44 Mexico
P7 F 40-44 Mexico
P8 F 30-34 Mexico
P9 F 30-34 Mexico
P10 F 40-44 Mexico
P11 M 35-39 Mexico
P12 F 35-39 Costa Rica
P13 F 30-34 Mexico
P14 F 18-20 Mexico
P15 F 50+ El Salvador
P16 M 30-34 Mexico
P17 F 35-39 Mexico

Table 1. Participant demographics.

other areas, especially close to the border, may exhibit other
technology use patterns or risk perceptions. Furthermore,
research with “hidden populations” is challenging. Our sample
is small and should not be construed as representative. Instead
our research was exploratory and provides initial insight into
technology’s role for undocumented immigrants.

FINDINGS
Below, we go through our findings in three broad categories:
daily offline life as it pertains to immigrant status; general dig-
ital technology use; and issues related to privacy and security.

Navigating Risks in Daily Lives Offline
Most of our participants spoke proudly about how well they
have integrated into their local communities and their efforts
to live as “normally” as possible. Trusted places such as
schools, churches and public libraries serve as safe spaces.
Nevertheless, there is a fragility to their life, not only due to
the ever-present threat of immigration enforcement, but also
due to the reliance on good will of employers, local authorities,
neighbors and others. Some go to great lengths to protect
themselves while others try to avoid constantly thinking about
risks. The recent intensification of immigration enforcement
has also strengthened many of our participants’ commitment
to helping other community members protect themselves by
sharing relevant information with them.

Fears of detention and deportation
The lack of “papers” loomed large for our participants. They
expressed a sophisticated understanding of their risks due to
lack of legal status. Most mentioned that immigration authori-
ties could show up to detain and deport them at any time, with
devastating effects. P12 shared a respective experience: “They
asked [my neighbor] if there were more Hispanics [...] that
did not have papers. So, they are not truly looking for anyone
in particular. They are just searching for someone to take.
[...] I was really nervous and got this huge headache, and I



thought, ‘My son is inside and if they come and take me, what
will happen to him?’ ICE was there all week, so we had to be
careful about going outside.”

About half of our participants tried to avoid thinking about
their risks constantly, whereas the other half made significant
adjustments, as discussed below.

Limiting exposure to authorities
Many participants have had direct contact with authorities
at various levels (federal, state, local) for issues related to
paying taxes, addressing traffic violations, or applying for
privileges for their U.S.-born children (e.g., single custody
or food stamps). Therefore, they perceive that at some level,
authorities already have some of their personal information.
Others actively tried to avoid providing information to au-
thorities, even when it meant opting out of potential benefits:

“We’ve delayed ourselves in getting DACA for our son. It’s due
now. Lately, when you go and fill out the application, suppos-
edly it’s supposed to be confidential, that just your children’s
information will be on it. But I’ve heard that they ask for the
rent agreement, and we’re all on that. There are names, our
address, the phones” (P10).

Driving was frequently mentioned, given that the participants’
state no longer issues driver’s licenses to undocumented im-
migrants. Being stopped for traffic violations is mentioned by
many as a risky scenario that could lead to greater problems
(a finding echoed in prior work [49]). Yet most participants
risk driving even with concerns. P11 said “I drive calmly. I
know what can happen, but I try not to think about it.” A few
participants have chosen not to drive at all. P10 explained,

“The truth is, I never learned to drive for that reason, because
the police would detain me.” While P15 has been driving
during her 15 years in the United States, she stated that recent
intensification of immigration enforcement led to greater fear
when she was on the road.

Risks from information disclosures to authorities by others
Two participants mentioned experiences where disclosures
by people they knew led to immigration authorities locating
them (P14, P16). For example, “Immigration had gone to
my cousin’s house and he had a brother who told them I was
their cousin in addition to where I worked [...] We try to
be careful all the time, but sometimes the problem is not us
but other people” (P16). But for these two participants, the
information disclosures did not lead to greater care with their
information — there was a feeling that the authorities already
knew what they needed to pursue enforcement actions.

Intensification of perceived risk
Almost all participants emphasized a mounting sense of risk
since the U.S. presidential election in November 2016. In
response, participants reported making inconvenient adjust-
ments in their daily activities. P10 recounted how she and
her husband no longer leave their child home alone: “[My
daughter] has to get up earlier so [my husband] can take her,
because we cannot leave her alone, because we do not know
what is going to happen.”

Similarly, P12 said, “Now we have to be more careful, even in
the stores. One sees that they look at you badly, so I’d rather

avoid those things. I even avoid talking in Spanish, so I talk to
my son in English instead.” She mentioned that many in her
community have recently prepared documentation to facilitate
child custody in case they were arrested.

Most participants also referenced increased harassment,
racism and social stigma in interpersonal interactions over
the past year. Many participants felt that strangers are now
more open with anti-immigrant sentiments. P12 recounts: “I
was at the pharmacy and my son was talking to me in Spanish,
so there was a lady who got mad and told the cashier that
they should only allow people who speak English.” Another
negative experience was shared by P10: “My sister-in-law
told me a few days ago that she went to a park and saw a
woman who asked her, ’Where do you work? That’s a nice
uniform. Do you clean houses? Where is your permit?’ And,
very ingenuously, she replied, ’I don’t have one.’ The lady then
said Trump was going to take all the Latinos out. It’s ugly.”

Perceived obligation to share and inform others
Along with the increased sense of insecurity, almost half of our
participants mentioned a growing sense of collective identity
with other immigrant families over the past year. Technology
is increasingly used to share information about the presence of
immigration officers, news of raids, or any other immigration
enforcement related activities. P1 noted, “One feels more re-
sponsibility in passing on this information.” Such distribution
of information was also perceived by participants as an oppor-
tunity to regain some autonomy and sense of empowerment.

Undocumented Immigrants’ Technology Use
Technology plays an essential role in our participants’ lives.
All participants used smartphones, with usage dominated by
communication with friends, family, and community institu-
tions through apps such as Facebook and WhatsApp.

ICT adoption driven by communication and convenience
For many participants, ICTs are indispensable. For exam-
ple, banking, scheduling doctor’s appointments, and receiv-
ing information from the schools their children attend, such
as grades and absences, are all done online. P11 explained:
"From the school, it comes to my email, so everything goes
there directly. When I go to the appointments, it’s on my
email." These needs (and how it was often inconvenient to
navigate these daily activities without ICTs) were driving fac-
tors behind the adoption of some technologies, such as email.

ICTs are also instrumental for communicating with friends
and family back home, and in many cases, newer technologies
offer significant convenience. P15 stated: “Before, I needed to
buy [international calling] cards at the store. Thunder, raining,
or lightning, I had to get these cards. Sometimes I would buy
the $25 cards and never use them, but when I did, I would
have no balance left.... That’s why [Facebook] Messenger is a
perfect technology, because with it I can talk to my daughters
and see my mother.”

Family also played a role in technology adoption. For some
participants, family members were the ones advising and en-
couraging the use of technology. A few participants described
how information (such as Facebook passwords) was managed



by a family member. Many participants were also motivated
by their roles as parents to develop their competency with
technology: most expressed a desire to become comfortable
with general computer tasks, and expressed concern over their
limited ability to assist with homework and prevent their chil-
dren’s exposure to cyberbullying or adult content.

Mobile-primary lifestyle
Although many participants own both computers and tablets
in addition to mobile phones, all participants use their smart-
phone as their primary device. A few of our participants also
noted that they depended solely on their mobile data for access
to the Internet. Convenience and ease-of-use were cited as
reasons for this mobile-primary lifestyle. P3 works as a house-
keeper: “In the work I do, everything is now by text, because
I no longer answer calls since I’m on the job cleaning with
another person. [...] I check how [my daughters] are, to see if
they’ve eaten. With my husband, I use it to look up directions.
I even use it to know how to cook turkey.”

The central role of Facebook
All but one participant were active Facebook users. Main uses
were keeping in touch with friends and family abroad; engag-
ing in their local community; and finding events in their area.
WhatsApp was the second most-used tool; primarily used for
video calling, voice messaging, and photo sharing with family
abroad. Facebook Messenger was used in largely the same
way, although mentioned less. A few participants mentioned
other tools, such as Instagram, Snapchat, and Twitter, but most
comments regarding social media revolved around Facebook,
WhatsApp, and Facebook Messenger. All but one partici-
pant had Facebook accounts and all but three had WhatsApp
accounts. This indicates a heavy reliance on a small and con-
sistent set of tools — notably, all of which belong to a single
company: Facebook.

Adoption of tools is motivated by ease of use and people in
their networks using them. P12 says “The only thing I use is
Facebook and WhatsApp, because they’re the easiest and other
apps are too heavy.” When deciding on creating a group for
their community, P1 said “So I did some research and decided
on WhatsApp. Everyone has it and it’s free, so I downloaded
it and added everyone.”

Risk Perceptions and Mitigation in Technology Use
While participants were mostly enthusiastic about the benefits
of technology, they reported a range of risks — from com-
mon security and privacy concerns unrelated to their legal
status to various kinds of unwanted visibility that could lead
to more extreme consequences. While participants sought
privacy and safe spaces for intimate communication through
“network regulation” [97] and careful self-disclosure, channel
choice, and a degree of self-censorship on social media, most
participants expressed resignation with respect to the risk of
immigration-related surveillance.

Common privacy and security concerns
Asked about concerns and perceived risks of technology use,
most mentioned security-related threats that are not unique
to their immigration status — concerns such as identity theft,
online financial fraud, unauthorized access to their Facebook

accounts, and hackers who might steal their information or
impersonate them online. Some also brought up concerns with
strangers watching or contacting their children online, and
with children harassing and bullying each other through tech-
nology. For the most part, technology-related risks regarding
their status were not at the top of our participants’ minds.

Valuing privacy and intimacy
Many participants mentioned a general desire for personal pri-
vacy, without explicitly relating it to their immigration status.
This desire came up most prominently with respect to social
media, especially Facebook. While everyone highlighted the
benefits of Facebook, most noted a desire for “intimate inter-
action,” especially with family abroad.

With respect to these concerns, participants saw their privacy
and security as largely being in their own hands. Almost all
participants reported expending effort on network regulation,
curating an intimate network of people to maintain Facebook
as a safe space for them. They have restrictive friending
practices (“only friends and family”): “I am very selective
about social media. I have people who I really know and
people I know from far away. I only have family and nearby
friends, but besides that, no” (P3).

Participants also expressed concerns about strangers contact-
ing them: “There are people we don’t know and send invita-
tions as if they were friends. I don’t accept just any person if
I don’t know them. I have a lot of requests but I don’t accept
them because I don’t know them. I only accept those I do know
and talk to both here and in Mexico” (P7).

Two exceptions were participants who mentioned that their net-
work included mostly people who they know but with whom
they have looser ties, or even distrust. Given context collapse
concerns, they mostly abstained from posting on Facebook to
avoid creating windows into their lives.

Overall, most participants displayed trust and confidence to-
wards people included in their curated network, and talked
about Facebook as an intimate, safe space.

Limiting self-disclosure
While most people regulate their network to keep it intimate,
the way participants stated their privacy goals also reveals a
deeper sense of concern about unwanted disclosures.

Concerns with photos came up most often. Some participants
were happy to post pictures and saw this as an enriching aspect
of keeping in touch with family abroad. These participants
varied in terms of how they shared photos within Facebook.
Half were happy to post intimate content in their profiles,
whereas the other half were more cautious. Some of them
rarely posted pictures of themselves on their profile pages, and
if they did, made sure not to reveal locations or intimate spaces.
For example, P12 explained: “I don’t like having everyone
see my Facebook. Just people who know me that I interact
with. There are photos of my son and friends. I do it overall
for my son, because I don’t want people knowing where I live,
[...] if we’re somewhere else, fine. But my house or anything
showing my house number, no.”



Specifics about the consequences of disclosures were rarely
elaborated on. Only P4 specifically expressed that posting lo-
cation information could result in physical safety risks: “The
majority of people who use social media, they post their loca-
tion all the time or where they are, but one doesn’t know that
someone might come and do something. So, that’s my worry,
that someone knows where I’m going and tries to harm my
family. I’d rather abstain.”

Some only shared photos privately, i.e., one-to-one or in small
groups via Facebook Messenger. More broadly, we observed
systematic selectivity between spaces/channels offered within
Facebook, and the public/private notions about each of these.
Participants tended to view profiles as the most public place
within Facebook. They viewed Facebook Messenger as the
most private channel, where those with reservations about
unwanted disclosures are more likely to share intimate con-
tent with trusted individuals and groups. WhatsApp was not
considered part of Facebook. When asked about preferred
communication channels, one participant had a sophisticated
notion of WhatsApp’s security: “WhatsApp is more private
than Facebook ... because it’s encrypted and had other fea-
tures that other apps don’t have. It has more privacy” (P5).

Some of the perceived risks were tightly bound to participants’
home country, but separate from immigration status. Specifi-
cally, many of our participants come from regions in Mexico
where kidnappings, extortion and physical violence are com-
mon. Two participants shared anecdotes about perpetrators
using location information from social media in kidnappings
back home. P16 worried that details about his lifestyle in the
U.S. could be interpreted as affluence and put family members
back in Mexico at risk of extortion: “The problem is that if one
posts them, there will be people in Mexico who will see them
and think that since one is here, one has enough money and
they’d want to do something bad to other family members.”

Many participants raised concerns about participating in digital
public spaces. Several people mentioned online harassment,
which they credited to a more openly xenophobic atmosphere
in the U.S. since Fall 2016. P1 stated: “There was a link
about political topics on [a local news website] and the boy
commented on it and there all these racist people came to
attack. It reached the point where they quickly found his profile
and even where he lived, and they threatened with sending
immigration [enforcement] to his family.”

Participants tried to avoid such risks by not engaging in online
public discussions. For example, P3 said: “On social media,
I’ve seen lots of things about people being taken away by ICE.
It got me angry seeing reports on the news, because you start
to see the comments, and I feel a lot of impotence ... you think
and you don’t comment back. Mostly, you get upset and you
stay that way, because I hear about a lot of people who are
afraid for their kids or of being followed and all that.”

However, in digital spaces perceived to be public, some par-
ticipants opt for more open sharing of their political or social
views, although this could sometimes create tensions. For
example, P14’s view on expressing her political opinion on
her Facebook profile differed from her mother’s: “My mom

now has been [saying] ‘I don’t think you should share that,
[...] cause when immigration investigates you and they see
that, they’re not gonna want to give you your papers because
you don’t like their president.’ [I said,] ‘Listen, I’ll share my
thoughts before I get any papers.’ ” This situation is indica-
tive of the strains undocumented immigrants in the current
socio-political context have to navigate, and the looming sense
of resignation that all content can potentially be surveilled and
investigated.

Overall, participants primarily managed privacy and security
concerns through a limited set of practices: network regulation,
varying degrees of self-censorship and deliberate choice of
communication channels.

While self-disclosure was the main privacy-related concern
mentioned, it was not the only source of stress — just being
connected to information networks could be taxing. More
active social media users among our participants noted that
too much information related to undocumented immigrant
issues, such as raids or deportations, weighs heavy on them.
While they valued rich information sharing and mentioned
technology as a channel for receiving support, they were con-
cerned about effects of information overload on themselves
and family members. P2 stated, “Sometimes it’s good to have
support from the community, but sometimes it’s bad because
to be constantly reading this kind of information, it’s exhaust-
ing. And this is through whatever means of communication, so
much as in television, radio — it’s all the same. And it’s too
much.”

Concerns about disclosures by others
For undocumented immigrants, privacy takes on a collective
character in various ways, with implications for shared respon-
sibility within family units, other undocumented immigrants
in their networks, and allies. Others can deliberately or in-
advertently disclose information about undocumented indi-
viduals or groups via technology in various ways, creating
privacy “boundary turbulence” [73] and potentially putting
those individuals at risk. Yet, most of our participants did
not perceive these as concerns. To the contrary, most only
expressed their appreciation for social media groups that were
used for immigrant-related information sharing and coordi-
nation. Several of these groups have formed in response to
increased immigration enforcement risks. Only P2 expressed
concern of being associated with such groups. She worried
that group members’ identifying information could end up in
the wrong hands if one of them would be arrested or detained:

“One of the young men they detained was part of the group,
so I got worried and thought, if they’re checking everyone’s
social media and they find the group, well, they can find me
and that’s that.”

Concerns about being exposed affected participants’ engage-
ment in community activities. Some participants regularly
attend events related to undocumented immigrants, such as
vigils, informational sessions, or local government public fo-
rums debating these issues. A few of these participants were
beginning to question the risks of doing so. A few wondered
out loud whether they should be concerned with the relative
ease with which events in the physical world can leave digital



traces, as information, such as photos, could move easily from
meetings in physical safe spaces to more public online spaces.
These participants raised how important it was that organiz-
ers and other attendees were conscientious about protecting
undocumented attendees. They sensed a lack of autonomy
and control over their information, but they also felt uncertain
about the extent to which they were exposed to respective risks.
P2 talked about a photo of her taken at an event continuing
to circulate and reappear in perpetuity: “... every time that
topic is discussed, my picture shows up [laughs].” For a few
other participants, the risks of exposure related to attending
events, was simply seen as too high — although not specifi-
cally due to the ways in which technology may exacerbate
the risk. They simply avoided immigrant-specific events com-
pletely. P3 stated: “the more you hide, the less you have to
fear.”

Trust in platform providers
Some participants expressed discomfort with how certain plat-
forms reveal information about them, but in general partici-
pants expressed trust in the platforms they use. In response
to questions about their conceptions of any adversaries in
their technology use, none seemed to consider the service
provider as an entity that had access to their data. In fact, the
overwhelming attitude was that service providers such as Face-
book were looking out for the users’ best interests by alerting
them if they had a suspicious login attempt or by providing
privacy settings that allowed them to control who could see
their content. Conversely, although several participants had
negative experiences with social media platforms not working
as expected, none of the experiences garnered significant frus-
tration or anger directed toward the company. In one example,
P14 found that Snapchat was sharing her location with all her
friends without her knowledge. When she discovered this, she
changed the location permissions on the app and continued
to use it, expressing only surprise and confusion as to why
Snapchat would suddenly make such information visible. De-
spite Snapchat’s violating her privacy through opaque feature
changes, P14 did not express any direct criticism of Snapchat.

Exceptions to the general trust in platforms were expressed
by a few participants who noted that WhatsApp shared identi-
fying information with other users in group chats, especially
people who are outside their phone contacts. This may include
phone number, profile photo, name, and their online status,
depending on privacy settings. For instance, P13 felt very
uncomfortable that her ex-partner was able to keep track of
her, in her words, “because on WhatsApp, it says when you’re
online;” a known privacy issue [21]. Another participant dis-
liked how WhatsApp enabled one of her contacts to add her
to a group with others she does not know. She felt that this
created uncomfortable encounters and was an invasion of her
privacy, so she stopped using WhatsApp entirely. However,
opting out like this was the exception among our participants.

Overall, participants who had negative experiences with tech-
nology did not hold the companies accountable, but were
generally quick to give credit to services that allowed them to
manage interpersonal risks, such as unwanted access to infor-
mation by others and account compromise. Considering that

large technology companies have acquiesced to government
requests for private information, this view that risks just stem
from users, not from the tool (e.g., through warrants or data
aggregation across tools), could be problematic.

Surveillance concerns and resignation
Throughout, many participants expressed some notions of
surveillance, primarily in the form of concerns with “others”
having unauthorized visibility of them or their families. This
concern is mentioned across technologies, from TVs, social
media, messengers, to technology in general. While partici-
pants are mindful of which information they share on public
Facebook pages or through Facebook Messenger and Whats-
App, there is nevertheless a sense of an omnipresent threat
of surveillance by all-encompassing “others” in both public
and private areas of the tools they use. For example, P12 says
of immigration-related content, “many people feel afraid of
that information showing up on their page and think someone
might be watching.”

Five of our participants brought up the specific concern that
“the government” has the power to track, observe, and gain
access to information about members of the community via
technology. For example, P14 stated: “It’s so scary to see
that immigration [enforcement] checks everything about you.
I mean, you have no privacy. My Facebook could be private,
but they could probably see it. They could probably hack
into my messages. They could probably do anything. They
could probably somehow get to my information on my phone.
[After my negative experience with ICE,] I don’t think we have
privacy. I mean, I basically think they have access to anything
they want. Because they did when they came to my house.
They knew everything about us. Things that we were private
about with others, they knew.”

With regard to membership in immigration-related groups,
three participants expressed their uncertainty as they wondered
out loud whether it put them at risk of being “traced” by ICE.
However, this concern did not outweigh the benefit of those
groups and participants continued to use them.

For the most part, the risks of surveillance were palpable, yet
abstract. Participants could not pinpoint exact risks and in-
stead feared that the government could see anything. Very
few reported strategies they had developed to protect against
surveillance. P2 described a strategy that her friend insisted
they use when talking about political topics: placing their
phones in the microwave. P12 avoided using certain words
in messages and on social media, she and her friends used
code words instead. However, while there is some concern
that technology could amplify the risks of detection by author-
ities, there is a stronger sense of resignation that government
authorities already have information about them, regardless of
the technology choices they make.

Limited precautions
Finally, it is worth stressing that almost none of the participants
in this study discussed using the privacy settings and controls
available in the respective tools they actively use. While they
have some strategies for seeking privacy and security as we
discussed, they have a limited sense of risks and trade-offs, and



overall are not familiar with the range of choices they could
employ to be safer online. We noted little interaction with
fine-grained privacy controls, such as post-specific visibility
settings or reviewing content visibility. Most participants knew
about additional options to further customize privacy settings
within Facebook, but did not use them.

DISCUSSION
Consistent with prior literature [45], our findings show that the
undocumented immigrant community is indeed vulnerable in
many ways, and our participants felt this vulnerability acutely.
While some try to live their lives as “normally” as possible
offline, others go to great lengths to mitigate risks. In their ICT
use however, few of our participants worried nearly as much
and do relatively little to address their vulnerability. While
this behavior is consistent with general findings on privacy
practices [50, 95], it is in glaring contrast to our population’s
level of vulnerability, the potential consequences of disclosure,
and the extreme protective measures some of them take offline.

Factors Impeding Effective Privacy Protection
Why does a community with objectively higher risks do so
little to protect themselves as they use technology in their daily
lives? Madden [61] finds that Hispanic adults in the United
States considered to have low socioeconomic status also have
low technology literacy. However, our interviews suggest that
low levels of digital literacy are not a sufficient explanation
for our participants. There are at least four additional factors:
(1) technology provides tremendous benefits to this commu-
nity; (2) there is significant uncertainty about ICT-related risks
specifically associated with their status; (3) they have high
overall trust in the major social media platforms; and (4) a
general belief that authorities are omniscient leads to a sense
that any protective measures would be ineffective.

Benefits outweigh uncertain risks
Past research suggests that risk perception is based on two
factors: how known the risk is, and the ‘dread’ factor of the
risk [84]. If the risk is unknown, perceptions of its danger will
decrease. Our participants did not see a direct line between
technology-related actions and potential immigration-related
consequences. There are few examples of technology leading
to immigration enforcement, and there are no tangible clues
in the digital environment that help users understand risks.
This uncertainty likely contributes to a perception of low risk,
which is in stark contrast to offline interactions, where risks
are more tangible and better known. Most participants strove
for a balance between unconstrained use of technology and
complete abstention. For some, the benefits — communication,
information and self-expression — outweighed uncertain risks.
A small minority chose to abstain from engaging in social
media and group communication.

Trust overrides critical risk assessment
Our participants place a relatively high degree of trust in their
tools, likely bolstered by observations of peers actively using
those tools and a sense of control over their data [18]. In
addition, participants display trust toward the companies and
platforms that mediate their online interactions. No one shared
perceptions of harm or danger in relation to companies, even

though these companies amass data for commercial interests
and have to provide law enforcement access in certain circum-
stances. Scholz and Lubell [81] found that trust may serve as
a heuristic that leads to the circumvention of effortful cogni-
tive processing of potential risks. The trust our participants
placed in service providers may lead them to bypass critical
consideration of their role in disclosing sensitive information.

Resilience with resignation
Our participants took few privacy-enhancing actions in part
because they felt that authorities have plenty of information
about them. In this, they echo previous findings that if people
already think their information is available elsewhere, they
may be more reluctant to try to take precautions [4].

Similar behavior, amplified consequences
Most of our participants’ security and privacy concerns were
similar to those of the broader population, including concerns
related to identity theft, monitoring children’s online behavior,
and unwanted contact by strangers. Studies among college
students have found a broad range of strategies in managing
self-disclosure and interpersonal disclosures [56, 97]. Our
participants’ privacy regulation strategies are similar, but dif-
ferent in two ways: First, they are limited to a few kinds of
individually-focused, preventative behaviors primarily aimed
to enable “intimate interaction” [97]. Second, the boundary
turbulences they experience have amplified consequences.

Furthermore, while our participants have developed clear ideas
about what physical spaces are relatively private or public, safe
or less safe, these notions are eroding through the encroach-
ment of technology. Social norms about how to protect others’
privacy and security in shared communities are still underde-
veloped. Everyone has a camera in their pocket, and the ability
to instantly post photos with geolocation could jeopardize the
safety of those depicted. Boundaries blur between online and
offline privacy and security, which also affects boundaries they
have expended much effort curating online.

Finally, the burden of self-censorship on a person’s well-being
can be oppressive [96, 97]. Extra stress could have negative
implications for integration, further isolating undocumented
persons and their families from the broader community.

Implications and Recommendations
Based on our findings, we have identified insights and rec-
ommendations for digital security education, community or-
ganization, and technology design, which may benefit not
just undocumented immigrants but vulnerable communities in
general.

Develop community-appropriate educational resources
Most of our participants felt their digital literacy was not as
developed as they would like. We see an opportunity for educa-
tional resources about digital security developed for immigrant
communities that incorporate their identities as individuals,
parents, and undocumented immigrants. Indeed, almost all our
participants were eager to improve their technology literacy
and better protect themselves.

However, they do not seem to seek out available online re-
sources, which means that compiling resources online — even



if optimized for mobile — is insufficient. Instead, knowledge
could be brought into the community, preferably in the com-
munity’s primary language; participants expressed strong in-
terest in in-person trainings and workshops on technology
use, privacy and security. Such efforts should be carefully
discussed, coordinated and led by trusted community allies
and support organizations. Done well, ICT educational efforts
could contribute to the overall well-being and integration of
undocumented and mix-status immigrant communities.

Take precaution with organizational communication practices
Allies should be aware of the risks of potentially revealing
information about members in vulnerable communities. Orga-
nizations that hold information about their patrons and com-
munity members may inadvertently put undocumented immi-
grants at risk. Those that have a strong interest in protect-
ing undocumented immigrants in their community, such as
schools, churches, activist groups, and libraries, should eval-
uate their technology practices. For instance, special care
should be taken when collecting or storing phone numbers
given that their exposure could facilitate locating individuals.

Building new tools is not a priority
While designing new technology is a frequent impulse to help
vulnerable communities, it is rarely successful [93]. From
our interviews, it seems unlikely that our participants or their
communities would adopt new tools or apps of their own
volition. The fact that this community is largely not using fine-
grained privacy settings further suggests that current privacy
settings and tools might not be properly meeting users’ needs.
Furthermore, apps aimed at this community would stand out
as observation targets for immigration enforcement. Instead,
the focus should be on improving existing tools and on making
privacy and security features more visible and usable.

Support on-demand information hiding
We find that this mobile-primary community carries and stores
much of their digital information on their smartphones. If
lost, searched or confiscated, smartphones may put the owner
and others at risk. While many smartphones are already fully
encrypted, the proliferation of usable authentication mecha-
nisms, such as fingerprint or face recognition, may weaken
practical security, as a person could be compelled to unlock
a phone with biometric markers if detained [79]. More re-
search should focus on means to enable information hiding on
demand and plausible deniability on smartphones. An exam-
ple in that direction is a feature in Apple’s iOS 11: quickly
pressing the home button five times temporarily deactivates
fingerprint authentication and forces passcode entry [101].

Make information flows and audiences more transparent
The uncertainty about online risk of exposure contributes to
concern and stress for most of our participants. The trans-
parency of who has access to information and what entities
participate in information flows requires further research at-
tention. Prior research has shown that privacy nudges can
increase awareness of a social media post’s audience [99]. Re-
search on increasing awareness and accurate understanding
of information flows would benefit not only undocumented
immigrants but also Internet users in general.

Limit exposure of identifying information
Service providers could reduce privacy concerns in group
settings by limiting what group members can learn about
each other. For instance, while messaging apps may rely
on phone numbers as identifiers, phone numbers may not
have to be visible to everyone in a shared group, making it
more difficult to extract group members’ contact information.
Service providers and researchers should study and consider
how desired affordances of social media platforms could be
maintained while providing the opportunity for vulnerable
communities to protect their identity on the platform.

Virtual sanctuary for undocumented immigrants
Companies, such as Facebook, should recognize that they are
serving a variety of vulnerable communities, many of whom
believe the platforms provide a safe space. They may want to
embrace the role of guardian and protector of those communi-
ties. Platforms could strive to provide virtual sanctuary. This
would mean re-examining what information their services col-
lect, store, share, and expose to other users, in order to reduce
opportunities to harm vulnerable communities with the data
they have been entrusted with. These companies may also
want to consider adopting stances akin to sanctuary cities in
the United States. We hope large companies like Facebook,
as transnational companies, would strive to protect all of their
users, regardless of socio-political or physical borders.

CONCLUSION
For undocumented immigrants living in the United States, typi-
cal struggles of immigration and integration are exacerbated by
a fear of discovery and deportation. How undocumented immi-
grants perceive and manage status-related risks in technology
use has not been well understood previously. Through our
interviews with 17 Latinx undocumented immigrants, we pro-
vide insights into this community’s technology use practices,
risk perceptions and protective strategies. We find that many
struggle to translate awareness and risk mitigation strategies
they employ in the physical world to technology use and the
online environment. Due to uncertain risks of various kinds,
including surveillance and a sense that the government knows
a lot about them already, many do not fully consider how
their behavior online may affect risks of discovery. For oth-
ers, technology use is associated with tensions among conve-
nience, intimate engagement, self-disclosure, self-censorship
and community participation. Furthermore, we find latent yet
uncertain concerns about what others in their network might
inadvertently reveal about them. These tensions and bound-
ary turbulences create stress that may affect the well-being of
themselves and their families.

Our findings demonstrate an opportunity for the design and
provision of educational resources, and the design of trans-
parency and privacy mechanisms. Community organizations,
such as schools or churches, as well as service providers, such
as Facebook, also have an important role to play in mitigat-
ing, or potentially exacerbating, risks from technology use
for the undocumented immigrant community and vulnerable
communities more broadly.
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