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ABSTRACT

We study the phase transition phenomenon inherent in the shuffled (permuted)
regression problem, which has found numerous applications in databases, privacy,
data analysis, etc. For the permuted regression task: Y = II°XBY, the goal is to
recover the permutation matrix I1° as well as the coefficient matrix BY. It has been
empirically observed in prior studies that when recovering IT?, there exists a phase
transition phenomenon: the error rate drops to zero rapidly once the parameters
reach certain thresholds. In this study, we aim to precisely identify the locations of
the phase transition points by leveraging techniques from message passing (MP).

In our analysis, we first transform the permutation recovery problem into a prob-
abilistic graphical model. Then, we leverage the analytical tools rooted in the
message passing (MP) algorithm and derive an equation to track the convergence
of the MP algorithm. By linking this equation to the branching random walk
process, we are able to characterize the impact of the signal-to-noise-ratio (snr)
on the permutation recovery. Depending on whether the signal is given or not, we
separately investigate the oracle case and the non-oracle case. The bottleneck in
identifying the phase transition regimes lies in deriving closed-form formulas for
the corresponding critical points, but only in rare scenarios can one obtain such pre-
cise expressions. To tackle this challenge, we propose the Gaussian approximation
method, which allows us to obtain the closed-form formulas in almost all scenarios.
In the oracle case, our method can fairly accurately predict the phase transition snr.
In the non-oracle case, our proposed algorithm can predict the maximum allowed
number of permuted rows and uncover its dependency on the sample number.

Numerical experiments reveal that the observed phase transition points are well
aligned with our theoretical predictions. Our study will motivate exploiting MP al-
gorithms (and related techniques) as an effective tool for permuted regression prob-
lems, which have found applications in machine learning, privacy, and databases.

I INTRODUCTION
In this paper, we consider the following permuted (shuffled) linear regression problem:
Y = II*XB’ 4+ oW, 1)

where Y € R™*™ denotes the matrix of observations, IT* € {0,1}™*™ is the permutation matrix,
X € R™¥? is the design matrix, B¥ € RP*™ is the matrix of signals (regressors), W € R™*™
denotes the additive noise matrix (with unit variance), and o2 is the noise variance. The task
is to recover both the signal matrix B? and the permutation matrix IT°. The research on this
challenging permuted regression problem dates back at least to 1970s under the name “broken sample
problem” (DeGroot et al.|, [1971; |Goell, (1975 [DeGroot & Goell 1976} 1980; [Bai & Hsingl [2005)).
Recent years have witnessed a revival of this problem due to its broad spectrum of applications in
(e.g.,) privacy protection, data integration, etc. (Unnikrishnan et al.,[2015; |Pananjady et al., 2018}
Slawski & Ben-David, 2019} Pananjady et al., 2017} [Slawski et al., 2020} Zhang & Lil 2020).

Specifically, this paper will focus on studying the “phase transition” phenomenon in recovering the
whole permutation matrix TI%: the error rate for the permutation recovery sharply drops to zero once
the parameters reach certain thresholds. In particular, we leverage techniques in the message passing
(MP) algorithm literature to identify the precise positions of the phase transition thresholds. The
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bottleneck in identifying the phase transition regimes lies in deriving closed-form formulas for the
corresponding critical points. This is a highly challenging task because only in rare scenarios can
one obtain such precise expressions. To tackle the difficulty, we propose the Gaussian approximation
method which allows us to obtain the closed-form formula in almost all scenarios. We should mention
that, in previous studies (Slawski et al., 2020} [Slawski & Ben-David, [2019; [Pananjady et al.,[2017}
Zhang et al., |2022; |Zhang & Li, |2020), this phase transition phenomenon was empirically observed.

Related work. The problem we study simultaneously touches two distinct areas of research: (A)
permutation recovery, and (B) message passing (MP). In the literature of permuted linear regression,
essentially all existing works used the same setting (I)). [Pananjady et al| (2018));[SIlawski & Ben-David
(2019)) consider the single observation model (i.e., m = 1) and prove that the signal-to-noise-ratio
(snr) for the correct permutation recovery is Qp (n¢), where ¢ > 0 is some positive constant. Slawski
et al.| (2020); Zhang & Li|(2020); |Zhang et al.| (2022) investigate the multiple observations model
(i.e., m > 1) and suggest that the snr requirement can be significantly decreased, from Qp (n°)
to Op (nc/ m). In particular, Zhang & Li| (2020) develop an estimator which we will leverage and
analyze for studying the phase transition phenomenon. Compared with the above work, our analysis
can identify the precise locations of the phase transition thresholds. In this February, there comes
a paper (Lufkin et al.| [2024) considering the same problem as ours but in a much simpler setting
(single measurement with m = 1). Compared with their work, our framework can easily reproduce
their predicted phase transition points, answer the questions they treat as open, and predict the phase
transition points in a unified framework. A detailed discussion can be found in the main context.

Another line of related research comes from the field of statistical physics. For example, using
the replica method, Mézard & Parisi| (1985;|1986)) study the linear assignment problem (LAP), i.e.,
mingg y J IL,;; E;; where II denotes a permutation matrix and E;; is i.i.d random variable uniformly

distributed in [0, 1]. [Martin et al.| (2005) then generalize LAP to multi-index matching and presented
an investigation based on MP algorithm. Recently, (Caracciolo et al.| (2017); Malatesta et al.|(2019))
extend the distribution of E;; to a broader class. However, all the above works exhibit no phase
transition. (Chertkov et al.| (2010) extend it to the particle tracking problem and observe a phase
transition phenomenon. Later, [Semerjian et al.| (2020) modify it to fit the graph matching problem,
which paves way for our work in studying the permuted linear regression problem.

Our contributions. We propose the first framework to identify the precise locations of phase
transition thresholds associated with permuted linear regression. In the oracle case where BY is
known, our scheme is able to determine the phase transition snr. In the non-oracle case where B is
not given, our method will predict the maximum allowed number of permuted rows and uncover its
dependence on the ratio p/n. In our analysis, we identify the precise positions of the phase transition
points in the large-system limit, e.g., n, m, p all approach to infinity with m/n — 7, p/n — 7.
Interestingly, numerical results well match predictions even when n, m, p are in the hundreds.

Here, we would also like to briefly mention the technical challenges. Compared with the previous
works (Mezard & Montanari, 2009; Talagrand, 2010; Linusson & Wastlund, 2004; Mézard & Parisi,
1987 [1986; Parisi & Ratiéville, [2002; Semerjian et al.,|2020), where the edge weights are relatively
simple, our edge weights usually involve high-order interactions across Gaussian random variables
and are densely correlated. To tackle this issue, our proposed approximation method to compute
the phase transition thresholds consists of three parts: 1) performing Gaussian approximation; 2)
modifying the leave-one-out technique; and 3) performing size correction. A detailed explanation
can be found in Sectiond Hopefully, our approximation method will serve independent technical
interests for researchers in the machine learning community.

Notations. In this paper, a ~ b denotes a converges almost surely to b. We denote f(n) ~ g(n)
when lim,, o f(n)/g(n) = 1, and f(n) = Op (g(n)) if the sequence f(n)/g(n) is bounded in
probability, and f(n) = op (g(n)) if f(n)/g(n) converges to zero in probability. The inner product
between two vectors (resp. matrices) are denoted as (-, -). For two distributions d; and do, we write
dy = dy if they are equal up to normalization. Moreover, P,, denotes the set of all possible permu-
tation matrices: P, = {IT € {0,1}"*" > . II,;; = 1,>°; IL;; = 1}. The signal-to-noise-ratio is

B!
snr = mmamj , where |||z is the Frobenius norm and o is the variance of the sensing noise.
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2 PERMUTATION RECOVERY USING THE MESSAGE PASSING ALGORITHM

Inspired by Mezard & Montanari| (2009); (Chertkov et al.|(2010); |Semerjian et al.|(2020), we leverage
tools from the statistical physics to identify the locations of the phase transition threshold. We start
this section with a brief review of the linear assignment problem (LAP), which reads as

~

Il = argmingy . (I, E), )

where E € R™*" is a fixed matrix and P,, denotes the set of all possible permutation matrices.

In our work, we first establish the link between the LAP and the permuted linear recovery, to be more
specific, formulating the permutation recovery of (I in the form of (). Next, we predict the phase
transition points by studying the matrix E, which is our major contribution.

We follow the approach in Mezard & Montanari (2009); |Semerjian et al.|(2020) and introduce a
probability measure over the permutation matrix I, which is written as

) = (Y2) H 1(1- Znn) H 1(1- Z_Hﬁ) X exp (— ﬂZHijEn), 3)

where 1(+) is the indicator function, Z is the normalization constant of the probability measure 1(IT),
and $ > 0 is an auxiliary parameter. It is easy to verify the following two properties, e.g., 1) ML

estimator in (2) can be rewritten as I = argmaxyy p4( H)I and 2) the probability measure (IT)
concentrates on IT when letting 5 — oo.

Then, we study the impact of {E;;} on the reconstructed permutation IT with the message passing
(MP) algorithm. First, we associate a probabilistic graphical model with the probability measure
defined in (3). Then, we rewrite the solution in (Z)) in the language of the MP algorithm. Finally, we
derive an equation (/) to track the convergence of the MP algorithm. By exploiting relation of (7)) to
the branching random walk (BRW) process, we can identify the phase transition points corresponding
to the LAP in (2).

2.1 CONSTRUCTION OF THE GRAPHICAL MODEL

First, we construct the factor graph associated with the probability measure in (3). Adopting the same
strategy as in Chapter 16 of Mezard & Montanari| (2009), we conduct the following operations, e.g.,
1) associating each variable IT;; a variable node v;;; 2) associating the variable node v;; a function
node representing the term e~#1%5¥:s ; and 3) linking each constraint > H” = 1 to a function node
and similarly for the constraint Z H” = 1. A graphical representation is available in FlgureE}

Now we briefly review the MP algorithm. In-

formally speaking, MP is a local algorithm (Z My e =1
to compute the marginal probabilities over

the graphical model. In each iteration, the
variable node v transmits the message to its
incident function node f by multiplying all
incoming messages except the message along
the edge (v, f). The function node f trans-
mits the message to its incident variable node
v by computing the weighted summary of Figure 1: The constructed graphical model. Circle
all incoming messages except the message icons denote the variable nodes and square icons de-
along the edge (f,v). For a detailed introduc- note the function nodes: blue squares (green squares
tion to MP, we refer readers to [Kschischang| resp.) for the constraints on the rows (columns resp.)
et al.| (2001}, Chapter 16 in [MacKay et al. of II, and red squares for the function e PE:;
(2003)), and Chapter 14 in Mezard & Monta{

nari| (2009).

It is known that MP can obtain the exact marginals (Mezard & Montanari, 2009)) for singly connected
graphical models. For other types of graphs, however, whether MP can obtain the exact solution
still remains an open problem (Cantwell & Newman, [2019; Kirkley et al.,[2021). At the same time,

JR=1

'Notice that the requirement IT € P,, is incorporated in y(TT) implicitly and thus we do not need an explicit
constraint.
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numerical evidences have been witnessed to show that MP can yield meaningful results for graphs
with loops; particular examples include applications in the coding theory (Chung, 2000} |[Richardson
& Urbanke, |2001} [2008)) and the LAP (which happens to be our case) (Mezard & Montanari, 2009;
Chertkov et al.,[2010; (Caracciolo et al., 2017; Malatesta et al.|[2019; |Semerjian et al., 2020).

2.2 THE MESSAGE PASSING (MP) ALGORITHM

Next, we perform permutation recovery via MP. The following derivation follows the standard
procedure, which can be found in the previous works (Mezard & Montanari, 2009; [Semerjian et al.|
2020). We denote the message flow from the node " to the variable node (i", j¥) as mu_, ;1 =) (-)

and that from the edge (-, j®) to node i* as m ;. jr)_,;(-). Similarly, we define 77z _, (i jr(-) and

;77 (+) as the message flow transmitted between the functional node j R and the variable

node (-, jR). Here the superscripts L and R are used to indicate the positions of the node (left and
right, respectively). Roughly speaking, these transmitted messages can be viewed as (unnormalized)
conditional probability P(II; ; = {0, 1}|(-)) with the joint PDF being defined in (3). The message
transmission process is to iteratively compute these conditional probabilities.

m,

First, we consider the message flows transmitted between the functional node - and the variable
node (i, jR), which are written as

m(iLJR)_,iL (7(') = 'f’fljR_,(l'L’jR) (’/T)

miL‘)(iL’jR)(ﬂ-) = Z H mkR*}(iL’kR)(WiL’kR) X e_BﬂikaREikaRﬂ(ﬂ + ZﬂiL’kR =1), @&
7L kR KRR k

e*BWE,;LJ»R’

where 7 € {0, 1} is a binary value. Similarly, we can write the message flows between the functional
node jR and the variable node (i*, j®), which are denoted as m . jr)_,;=(7) and Mz, 1 ) (7),
respectively. With the parametrization approach, we define

1 fl\’LiLﬁ(iL -R)(l) 1 m iR (it -R)(l)
hiL iL 4R £ 710g ,\7J7 h.r iL 4R /\177]
~ (7Y B miL—>(iL,jR)(0) e B TR (3L ,4R) (0)
Following the routine derivations in MP, we get the edge selection criteria, i.e., we pick 7 (i%) = jR if
hiL—)(iL,jR) + th—)(iL,jR) > EiL)]‘R; (5)

otherwise, we have 7(i') # jR. Due to the fact that (IT) concentrates on II when 3 is sufficiently
large, we can thus rewrite the MP update equation as

hiLA)(iL’jR) = kr'gl;i?R EiL’kR - hkRﬁ(iL’kR), thA)(iL’jR) = g;ﬁ EkLij - hkL*)(kL’jR)7 (6)
which is attained by letting § — oco.

2.3 IDENTIFICATION OF THE PHASE TRANSITION THRESHOLD

To identify the phase transition phenomenon inherent in the MP update equation (6], we follow the
strategy in Semerjian et al.| (2020) and divide all edges (i, jR) into two categories according to
whether the edge (i, jR) corresponds to the ground-truth permutation matrix IT° or not. Within each
category, we assume the edges’ weights and the message flows along them can be represented by
independently identically distributed random variables.

For the edge (i-, 7%(i%)) for the ground-truth correspondence, we represent the random variable
associated with the weight E;; as Q. The random variable for the message flow along this edge
is denoted H (for both A _,(x jry and hjr_, i j=)). For the rest of edges (it, j®) (jR # 74(i%)),
we define the corresponding random variables for the edge weight and message flow as Qand H,
respectively. Then, we can rewrite (6) as

HY —min (Q - HO,H'®), HED = min O, — HY, @)

1<i<n—1

where (-)() denotes the update in the ¢-th iteration, H "is an independent copy of H, {Hi(t)}lgign_l

and {ﬁi}lgign,l denote the i.i.d. copies of random variables H ((.t)) and SA)(.). This equation (7) can
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be viewed as the analogous version of the density evolution and state evolution, which are used
to analyze the convergence of the message passing and approximate message passing algorithm,
respectively (Chung, 2000; Richardson & Urbanke, [2001} [2008; |Donoho et al., [2009; [Maleki, |2010j
Bayati & Montanaril 2011} |Rangan| 201 IJ).

Remark 1. We conjecture that the distribution difference in the edges’ weights is a necessary
component in capturing the phase transition. On one hand, according to|Mézard & Parisi (1986}
1987); |Parisi & Ratiéville| (2002), |Linusson & Wiistlund, (2004)); \Mezard & Montanari| (2009);
Talagrand, (2010), there is no phase transition phenomenon in LAP if the edges’ weights, i.e., E;;, are
assumed to be i.i.d uniformly distributed in [0, 1]. On the other hand, Semerjian et al.|(2020) show a
phase transition phenomenon when assuming the weights E,; follow different distributions among
the edges associated with the ground-truth correspondence (i"7 h (z")) and the rest edges.

Relation to branching random walk (BRW) process. Conditional on the event that the permutation
can be perfectly reconstructed, i.e., H + H "> Qasin (E]), we can simplify as
HOD = min HY 45, ®)
1<i<n—1 "'
where E is defined as the difference between O and Q, which is written as = £ Q- ), and
{Hi(t)}lgign_l and {E;}1<;<n—1 denote the i.i.d. copies of random variables H((,t)) and = ..

Remark 2. We briefly explain why the phase transition points predicted by (1) correspond to the
full permutation recovery (i.e., evaluating the performance in terms of P(ﬁ #* Hh) ). This is because
that we regard message flows hi_, i jry and hjr_, . jry i.i.d. samples from certain distributions
(represented by the random variable H ) in the derivation. In other words, we track the behaviors of
all message flows when studying the evolution behavior of the random variable H.

Hence, we can claim that all correspondence between all pairs is correct if we find the correct
recovery can be obtained for an arbitrary sample H. On the other hand, we can expect some pairs
with wrong correspondence if H leads to incorrect recovery. |°| Thus, we can predict the phase
transition points based on the convergence of ().

Adopting the same viewpoint of [Semerjian et al.| (2020), we treat (8)) as a branching random walk
(BRW) process, which enjoys the following property.

Theorem 1 (Hammersley| (1974); [Kingman| (1975); [Semerjian et al.[(2020)). Consider the recursive

distributional equation K (*+1) = ming <;<pn K i(t) + =, where K Z-(t) and Z; are i.i.d copies of random
(31
T

variables K((.t)) and =y, we have K 2 infyso % log [Z?Zl EB_HE"}, conditional on the

event that limy_, oo K®) # oco.

With Theorem|[I] we can compute phase transition point for the correct (full) permutation recovery,
ie, H+H > Q, by letting infyo % log [Y-1 | Ee=%%¢] = 0, since otherwise the condition in
(3) will be violated (see a detailed explanation in Appendix). In practice, directly computing the
infimum of infg~o § log [>°1—; Ee~?%] is only possible for limited scenarios. In the next section,
we propose an approximate computation method for the phase transition points, which is capable of
covering a broader class of scenarios.

3 ANALYSIS OF THE PHASE TRANSITION POINTS

Recall that, in this paper, we consider the following linear regression problem with permuted labels

Y = II'XB + oW,

where Y € R™*" represents the matrix of observations, II° € P, denotes the permutation matrix to
be reconstructed, X € R™*? is the sensing matrix with each entry X;; following the i.i.d standard

normal distribution, Bf € RPX™ is the matrix of signals, and W € R™*" represents the additive
noise matrix and its entries W; are i.i.d standard normal random variables. In addition, we denote h

as the number of permuted rows corresponding to the permutation matrix I8,

21t’s noteworthy that the fact H leads to incorrect recovery does not mean the reconstructed correspondences
are simultaneously incorrect. Numerical experiments also confirm this claim.
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In this work, we focus on studying the “phase transition” phenomenon in recovering IT’ from the
pair (Y, X). That is, the error rate for the permutation recovery sharply drops to zero once certain
parameters reach the thresholds. In particular, our analysis will identify the precise positions of the
phase transition points in the large-system limit, i.e., n, m, p, and h all approach to infinity with
m/n — T, p/N — Tp, h/n — 73,. We will separately study the phase transition phenomenon in 1)
the oracle case where B is given as a prior, and 2) the non-oracle case where B is unknown.

In this section, we consider the oracle scenario, as a warm-up example. To reconstruct the permutation
matrix IT?, we adopt the following maximum-likelihood (ML) estimator:

~ oracle
II

— argming;_p, <n, —YB“TXT> . )

Denoting the variable E;’J'.ac'e as —X;(i)BhB”TX]- - oW/B X, (1 < i,j < n), we can
transform the objective function in @I) as the canonical form of LAP, i.e., Y i 1I;; E;’;ac'e.
3.1 THE PHASE TRANSITION THRESHOLD FOR THE ORACLE CASE
In the oracle case where B is known, we define the following random variable =:

E=2 BB (x —y) +owB' (z —y), (10)
where @ and y follow the distribution N(0, I, ), and w follows the distribution N(0, L, x,).

Assumption 1. We ignore the weak correlation across the E%’»ac'e and view the corresponding =; as

i.i.d. copies of (10).

Numerical experiments show that we can safely adopt Assumption [T without much sacrifice in the
prediction accuracy, see Table[I|and 2] Recalling Theorem|[I] we predict the critical points by letting

i 1/g . —05; =i 1/6 - _GE) =
;r;% /6 - log (;Ee > égg /o (logn—i—logEe 0. (11)
The computation procedure consists of two stages:

* Stage I. We compute the optimal 6,,, which is written as 0, = argmin9>01/ - (log n + log Ee’eai) .
* Stage II. We plug the optimal 6* into (TT)) and obtain the phase transition snr accordingly.

The following context illustrates the computation details.

Stage I: Determine 6.. The key in determining 6, lies in the computation of Ee~ %=, which is
summarized in the following proposition.
Lemma 1. For the random variable E defined in (I0), we can write its expectation as
rank(Bh)
Ee % = [ [1+20)7 —0°X7 (A} +207)] 7 (12)
i=1
provided that
020%\7 < Lland 0°X7 (A} +20%) <1+ 20X (13)

hold for all singular values \; of B, 1 < i < rank(Bh).
Remark 3. When the conditions in (13) is violated, we have the expectation Ee~%= diverge to
infinity, which suggests the optimal 0, for infgy~ ¢ log(n-Ee’ez)/e cannot be achieved.
. . . . Oftos(nEem%) /o]

With (T2), we can compute the optimal 6, by setting the gradient ————,—— = 0. However, a
closed-form of the exact solution for 6* is out of reach. As a mitigation, we resort to approximating
log Ee~%F by its lower-bound, which reads as

2

)l
F

The corresponding minimum value 0. is thus obtained by minimizing the lower-bound, which is
written as . = 2logn/ (|| BB} + 202 ||BA; ).

— 2 2
log Ee ™= > % (H‘B“TBh + 202H(B“
F

2
F
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Stage II: Compute the phase transition snr. We predict the phase transition point snrypce by
letting the lower bound being zero, which can be written as
logn
0*
With standard algebraic manipulations, we have
Proposition 1. The predicted phase transition for the oracle case in ©) can be computed as

2
2(log n)snroracte - ‘HBN/MBNMF ) Bn/lllB”|||FWF + 4108 7/m = snropcle- (14)

2 O* 2 2
— 1Bl + 5 (IHB”TB”HIF +20° IHB”IHF) =0.

To evaluate the accuracy of our predicted phase transition threshold, we compare the predicted values
with the numerical values (c.f. Section A). The results are shown in Table [T} from which we can
conclude the phase transition threshold snr can be predicted to a good extent. In addition, we observe
that the gap between the theoretical values and the numerical values keeps shrinking as m increases.

Table 1: Comparison between the predicted value of the phase transition threshold snrypacle in
Proposition [T]and its simulated value when n = 500. P denotes the predicted value while S denotes
the simulated value (i.e., mean =+ std). S corresponds to the snr when the error rate drops below 0.05.
A detailed description of the numerical method can be found in the appendix (code also included).

m | 20 30 40 50 60 70

P 3.283 1.415 0.902 0.662 0.523 0.432

S | 25294+0.079 1.290+£0.054 0.872£0.034 0.649+0.012 0.5154+0.016 0.429+0.015
m | 100 110 120 130 140 150

P 0.284 0.255 0.231 0.211 0.195 0.181

S | 0.282+£0.008 0.256 +0.006 0.232£0.006 0.212+0.004 0.196 +0.006 0.183 £ 0.005

3.2 GAUSSIAN APPROXIMATION OF THE PHASE TRANSITION THRESHOLD

From the above analysis, we can see that deriving a closed-form expression of the infimum value 6 of
log(nEe~"%) /g can be difficult. In fact, in certain scenarios, even obtaining a closed-form expression of
Ee~9% is difficult. To handle such challenge, we propose to approximate random variable = by a
Gaussian N(EZ, Var=Z), namely,

_ 92
Ee % ~ exp (-91@3 + 2VarE> ) (15)

With this approximation, we can express , = inflog(nEe™"%)/p in a closed form, which is

4/ 2log n/VarE.

Theorem 2. For the random variable Z defined in (10), its mean and variance can be computed as

—_ 2 —_ 2 2
== (1Bl Var= = 3||BBT | + 207 | B . (16)

Then, we can predict the phase transition point as follows.
Proposition 2. With Gaussian approximation, we can predict the critical point corresponding to the
phase transition in (1)) as

2(logn) - VarZ = (EE)?, (17)
where EE and VarE can be found in Theorem 2]
Example 1 (Scaled identity matrix). We consider the scenario where B! = AL, «m. Then, we have
BY/ I8, = m~Y/21. The phase transition threshold sntogpce in (T4) is then 41o8n/(m—21ogn), and
the phase transition threshold sntoage in (T7) as 41087/ (m—610g n). This solution is almost identical
to (T4) in the limit as snropacle & SNforacle = 41087/m ~ nm — 1.

Moreover, we should mention that 1) our approximation method applies to a general matrix BF,
not limited to a scaled identity matrix; and 2) our approximation method can also predict the
phase transition thresholds to a good extent when the entries X,;; are sub-Gaussian. The numerical
experiments are given in Table[2] from which we can conclude that the predicted values are well
aligned with the simulation results.
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Remark 4. In addition, we want to discuss one newly-released paper (Lufkin et al., |2024), which
studies the same topic but in a much simpler setting (i.e., single measurement with m = 1). Compared
with their work, our framework can easily produce results that the rigorous method in|Lufkin et al.
(2024) regards as an open problem. For example, the results (on the oracle case) which we treat as
a warm-up example, are unsolved and specifically mentioned in the last paragraph. In particular,
our framework can derive their proposed conjectured phase transition snr = n*/™_ Moreover, our
framework can also tell when the conjecture holds, i.e., BY is an identity matrix, and our predictions’
accuracy has been extensively verified by numerical experiments.

Other advantages of our work include 1) our ability to more accurately pinpoint phase transition
points (their work can only obtain the lower bound of the phase transition point, while our work can
predict the precise location); 2) our applicability to a wider array of cases (we cover the case when
m > 1 while their method only works for m = 1); and 3) our consolidation into a more cohesive
framework to predict the phase transition point.

Table 2: Comparison between the predicted value of the phase transition threshold Snreacie in
Proposition [2| and its simulated value when n = 600. In (Case 1), half of singular values are with
A and the other half are with /2; while in (Case 2), half of the singular values are with A and the
other half are with (3-1)/1. Gauss refers to X;; AN (0, 1) and Unif refers to X;; ES Unif[—-1,1]. P
denotes the predicted value and S denotes the simulated value (i.e., mean = std). S corresponds to the
snr when the error rate drops below 0.05. Averaged over 20 repetitions.

m I 100 110 120 130 140 150

(Casel) P 0.297 0.266 0.241 0.220 0.203 0.188
(Gauss) S || 0.307£0.009 0.27540.005 0.246 £0.006 0.2274+0.007 0.210 £0.005 0.194 % 0.004
(Unif) S || 0.294 £0.008 0.266 +0.005 0.239 £0.008 0.216 £0.004 0.201 +0.005 0.189 £ 0.006

(Case2) P 0.310 0.276 0.249 0.227 0.209 0.193
(Gauss) S || 0.294 £0.008 0.266 +0.006 0.241+0.005 0.220+£0.004 0.204 £0.006 0.190 £ 0.003
(Unif) S || 0.287 £0.007 0.255+.0043 0.234 £0.007 0.213+£0.005 0.197+0.003 0.185 =+ 0.005

4 EXTENSION TO NON-ORACLE CASE

Having analyzed the oracle case in the previous section, we now extend the analysis to the non-oracle
case, where the value of BY is not given. Different from the oracle case, the ML estimator reduces to
a quadratic assignment problem (QAP) as opposed to LAP. As a mitigation, we adopt the estimator
in|Zhang & Li| (2020), which reconstructs the permutation matrix within the LAP framework, i.e.,

~ non-oracle . T T
= argmingp, (TL-YY'XX"). (18)

We expect this estimator can yield good insights of the permuted linear regression since 1) this
estimator can reach the statistical optimality in a broad range of parameters; and 2) estimator exhibits
a phase transition phenomenon, a similar pattern as the oracle case. The technical details of the above
claims can be found in|Zhang & Li|(2020).

Following the same procedure as in Section [3| we identify the phase transition threshold snr with
Theorem 1} First, we rewrite the random variable = as

E2Y,Y X (X - X5) | (19)

where ¢ and j are uniformly distributed among the set {1,2,--- ,n}. Afterwards, we adopt the
Gaussian approximation scheme illustrated in Subsection [3.2] and determine the phase transition
points by first computing E= and VarZ, respectively.

Theorem 3. For the random variable Z defined in (19), its mean E= and variance Var= are
EZ = n (1= 7) [(1+7) [|BYl; + mm0?]
VarZ = (1= 1) 72 [[[BE[J2 +mo?]” + 02 [2m, + 31— 7)?] BB
+ 2 (67, (1= ) + (3 = m) 72] [[BETBE;,
respectively, where the definitions of 7, and T, can be found in Section|B|

The proof of Theorem 3]is quite complicated, involving Wick’s theorem, Stein’s lemma, the condi-
tional technique, and the leave-one-out technique, etc. We defer the technical details to Section C.
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4.1 AN ILLUSTRATING EXAMPLE

Afterwards, we predict the phase transition points. Unlike the oracle case, we notice the edge weights
E;; are strongly correlated, especially when j = 7%(4), which corresponds to the non-permuted rows.
To factor out these dependencies, we only take the permuted rows into account and correct the sample
size from n to 7, n.

Proposition 3. The predicted snrpon-oracle fOF the non-oracle case in @ can be computed by solving
2log(n7),)VarZ = (EE)?,
where EZ and Var= are in Theorem/[3]
To illustrate the prediction accuracy, we consider the case where B*’s singular values are of the same
. (BH .. . .
order, i.e., ,/\\Jggh; = 0(1), 1 < 4,5 < m, where \;(-) denotes the i-th singular value. Then, we
obtain the snryon-oracle, Which is written as

SNFhon-oracle ~ 7)1 /7’2 . (20)

Here, 77 and 7, are defined as

2
m = 21,7, log (n7h) — Tp(7p + 1) (1 = 70) + 7 \/2(1 — )7 - log (nT3),
A 2 2
ne=(1—m)(mp+1)°— 27T, log(ntp).
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Figure 2: (Upper panel) Predicted phase transition points snrpon oraice- (LLower panel) Plot of the
recovery rate under the noiseless setting, i.e., snr = oco. Gaussian: BEj N(0,1); Identity:

B! = I,.,; Block-diagonal: B = diag{1,---,1,0.5,---,0.5}. We observe that the correct
recovery rates drop sharply within the regions of our predicted value.

.76

iid
~Y

Note that the predicted snryon-oracte Varies for different 75, and 7,. Viewing snryon-oracie s a function of
Th, We observe a singularity point of 73, which corresponds to the case when 72 = 0. This suggests a
potential phase transition phenomenon w.r.t. 73,. To validate the predicted phenomenon, we consider
the noiseless case, i.e., snr = 0o, and reconstruct the permutation matrix 1% with @) Numerical
experiments in Figure [2] confirm our prediction.

Due to the space limit, this section only presents a glimpse of our results in the non-oracle case. The
technical details along with the additional numerical experiments can be found in Section C.

5 CONCLUSIONS

This is the first work that can identify the precise location of ]ghase transition thresholds of permuted
linear regressions. For the oracle case where the signal B is given as a prior, our analysis can
predict the phase transition threshold snrorace to a good extent. For the non-oracle case where
B" is not given, we modified the leave-one-out technique to approximately compute the phase
critical snryon-oracle Value for the phase transition, as the precise computation becomes significantly
complicated as the high-order interaction between Gaussian random variables is involved. Moreover,
we associated the singularity point in snryon.oracle With a phase transition point w.r.t the allowed
number of permuted rows. Moreover, we present numerous numerical experiments to confirm the
accuracy of our theoretical predictions.



Under review as a conference paper at ICLR 2025

REFERENCES

Zhidong Bai and Tailen Hsing. The broken sample problem. Probability Theory and Related Fields,
131(4):528-552, 2005.

Mohsen Bayati and Andrea Montanari. The dynamics of message passing on dense graphs, with
applications to compressed sensing. IEEE Trans. Inf. Theory, 57(2):764-785, 2011.

George T. Cantwell and M. E. J. Newman. Message passing on networks with loops. Proceedings of
the National Academy of Sciences, 116(47):23398-23403, 2019.

Sergio Caracciolo, Matteo P D’Achille, Enrico M Malatesta, and Gabriele Sicuro. Finite-size
corrections in the random assignment problem. Physical Review E, 95(5):052129, 2017.

Michael Chertkov, Lukas Kroc, F Krzakala, M Vergassola, and L Zdeborovda. Inference in particle
tracking experiments by passing messages between images. Proceedings of the National Academy
of Sciences, 107(17):7663-7668, 2010.

Sae-Young Chung. On the construction of some capacity-approaching coding schemes. PhD thesis,
Massachusetts Institute of Technology, 2000.

Morris H. DeGroot and Prem K. Goel. The matching problem for multivariate normal data. Sankhya:
The Indian Journal of Statistics, Series B (1960-2002), 38(1):14-29, 1976.

Morris H. DeGroot and Prem K. Goel. Estimation of the correlation coefficient from a broken random
sample. The Annals of Statistics, 8(2):264-278, 03 1980.

Morris H. DeGroot, Paul I. Feder, and Prem K. Goel. Matchmaking. The Annals of Mathematical
Statistics, 42(2):578-593, 04 1971.

David L Donoho, Arian Maleki, and Andrea Montanari. Message-passing algorithms for compressed
sensing. Proceedings of the National Academy of Sciences, 106(45):18914-18919, 2009.

Prem K. Goel. On re-pairing observations in a broken random sample. The Annals of Statistics, 3(6):
1364-1369, 11 1975.

John M Hammersley. Postulates for subadditive processes. The Annals of Probability, 2(4):652-680,
1974.

John Frank Charles Kingman. The first birth problem for an age-dependent branching process. The
Annals of Probability, pp. 790-801, 1975.

Alec Kirkley, George T. Cantwell, and M. E. J. Newman. Belief propagation for networks with loops.
Science Advances, 7(17):eabf1211, 2021. doi: 10.1126/sciadv.abf1211.

Frank R Kschischang, Brendan J Frey, and H-A Loeliger. Factor graphs and the sum-product
algorithm. IEEE Transactions on information theory, 47(2):498-519, 2001.

Svante Linusson and Johan Wistlund. A proof of parisi’s conjecture on the random assignment
problem. Probability Theory and Related Fields, 128(3):419-440, 2004.

Leon Lufkin, Yihong Wu, and Jiaming Xu. Sharp information-theoretic thresholds for shuffled linear
regression. arXiv preprint arXiv:2402.09693, 2024.

David JC MacKay, David JC Mac Kay, et al. Information theory, inference and learning algorithms.
Cambridge university press, 2003.

Enrico M Malatesta, Giorgio Parisi, and Gabriele Sicuro. Fluctuations in the random-link matching
problem. Physical Review E, 100(3):032102, 2019.

Arian Maleki. Approximate message passing algorithms for compressed sensing. PhD thesis, Stanford
University, 2010.

OC Martin, M Mézard, and Olivier Rivoire. Random multi-index matching problems. Journal of
Statistical Mechanics: Theory and Experiment, 2005(09):P09006, 2005.

10



Under review as a conference paper at ICLR 2025

Marc Mezard and Andrea Montanari. Information, physics, and computation. Oxford University
Press, 2009.

Marc Mézard and Giorgio Parisi. Replicas and optimization. Journal de Physique Lettres, 46(17):
771-778, 1985.

Marc Mézard and Giorgio Parisi. Mean-field equations for the matching and the travelling salesman
problems. EPL (Europhysics Letters), 2(12):913, 1986.

Marc Mézard and Giorgio Parisi. On the solution of the random link matching problems. Journal de
Physique, 48(9):1451-1459, 1987.

Ashwin Pananjady, Martin J Wainwright, and Thomas A Courtade. Denoising linear models with
permuted data. In Proceedings of the 2017 IEEE International Symposium on Information Theory
(ISIT), pp. 446-450, Aachen, Germany, 2017.

Ashwin Pananjady, Martin J. Wainwright, and Thomas A. Courtade. Linear regression with shuffled
data: Statistical and computational limits of permutation recovery. IEEE Trans. Inf. Theory, 64(5):
3286-3300, 2018.

Giorgio Parisi and Matthieu Ratiéville. On the finite size corrections to some random matching
problems. The European Physical Journal B-Condensed Matter and Complex Systems, 29(3):
457468, 2002.

Sundeep Rangan. Generalized approximate message passing for estimation with random linear
mixing. In Proceedings of the 2011 IEEE International Symposium on Information Theory
Proceedings (ISIT), pp. 2168-2172, St. Petersburg, Russia, 2011.

Thomas J. Richardson and Riidiger L. Urbanke. The capacity of low-density parity-check codes
under message-passing decoding. IEEE Trans. Inf. Theory, 47(2):599-618, 2001.

Tom Richardson and Ruediger Urbanke. Modern coding theory. Cambridge university press, 2008.

Guilhem Semerjian, Gabriele Sicuro, and Lenka Zdeborova. Recovery thresholds in the sparse
planted matching problem. Physical Review E, 102(2):022304, 2020.

Martin Slawski and Emanuel Ben-David. Linear regression with sparsely permuted data. Electronic
Journal of Statistics, 1:1-36, 2019.

Martin Slawski, Emanuel Ben-David, and Ping Li. Two-stage approach to multivariate linear
regression with sparsely mismatched data. J. Mach. Learn. Res., 21(204):1-42, 2020.

Michel Talagrand. Mean field models for spin glasses: Volume I: Basic examples, volume 54. Springer
Science & Business Media, 2010.

Jayakrishnan Unnikrishnan, Saeid Haghighatshoar, and Martin Vetterli. Unlabeled sensing: Solving
a linear system with unordered measurements. In Proceedings of the 53rd Annual Allerton
Conference on Communication, Control, and Computing (Allerton), pp. 786—793, Monticello, IL,
2015.

Hang Zhang and Ping Li. Optimal estimator for unlabeled linear regression. In Proceedings of the
37th International Conference on Machine Learning (ICML), pp. 11153-11162, Virtual Event,
2020.

Hang Zhang, Martin Slawski, and Ping Li. The benefits of diversity: Permutation recovery in
unlabeled sensing from multiple measurement vectors. IEEE Trans. Inf. Theory, 68(4):2509-2529,
2022.

11



	Introduction
	Permutation Recovery Using the Message Passing Algorithm
	Construction of the graphical model
	The message passing (MP) algorithm
	Identification of the phase transition threshold

	Analysis of the Phase Transition Points
	The phase transition threshold for the oracle case
	Gaussian approximation of the phase transition threshold

	Extension to Non-Oracle Case
	An illustrating example

	Conclusions

