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ABSTRACT

The rapid expansion of Large Language Models (LLMs) introduces a new conun-
drum for AI deployments: efficiently selecting the most appropriate model for a
given real-world task from a long tail of specialized models and tasks which are
underrepresented in popular leaderboards. Recent advances in LLM routing meth-
ods enable fine-grained selection by mapping prompts to an optimal model from
a limited pool. However, identifying this small model pool remains a non-trivial
challenge, with over 180,000 public LLMs available, nearly 10,000 new models
emerging each month, and the mounting computational cost of comprehensive
evaluations. We introduce RELM (Recommender Engine for Large Models), a
scalable framework designed to identify the most suitable LLMs for specific user
tasks. RELM selects benchmarks to evaluate LLMs using a companion multistage
evaluation framework, HERD (Holistic Evaluation, Ranking, and Deciphering).
Co-optimization of RELM and HERD balances the need for evaluating new mod-
els while learning from existing evaluations. Our results demonstrate that RELM-
recommended models outperform HuggingFace search recommended models and
other popular models in open-ended text generation and LLM-based classifica-
tion tasks in the Healthcare, chemistry, and finance domains. Further, when inte-
grated with an existing LLM routing system, RELM results in performance gains
of 54.5% and 175% for ROUGE-L and BLEU scores respectively.

1 INTRODUCTION

The rapid advancement of large language models (LLMs) has revolutionized natural language pro-
cessing (NLP), achieving state-of-the-art performance across diverse tasks such as text generation,
summarization, and reasoning Asai et al. (2024); Dekoninck et al. (2024), Liu et al. (2024), Yao
et al. (2024); Hao et al. (2023).However, the exponential growth in the number and diversity Naveed
et al. (2023) of LLMs presents a critical challenge: selecting the most suitable model for a given
task. With over 180,000 public LLMs and nearly 10,0001 new ones emerging each month, man-
ual selection is infeasible. While curated leaderboards exist, they often prioritize general-purpose
models, overlooking specialized or emerging models better suited for domain-specific applications.
Additionally, many public LLMs lack comprehensive benchmark results, making it difficult to as-
sess their quality. Selecting the optimal model requires balancing multiple factors, including task
relevance, domain expertise, performance constraints, and computational resources. This challenge
is particularly acute in fields like healthcare and chemistry, where general-purpose models may lack
specialized knowledge, while fine-tuned models often lack broad benchmark coverage. Existing
LLM routing methods attempt to address this problem by mapping user prompts to models from a
predefined small pool, yet they do not answer a more fundamental question: how do we determine
which models should be in that pool? A scalable and intelligent approach is needed to efficiently
identify, evaluate, and recommend LLMs without requiring exhaustive benchmarking.

At the core of this challenge lies a fundamental chicken-and-egg problem: benchmark results are
needed to make informed model recommendations, yet evaluations are computationally expensive

1URL: https://huggingface.co/models accessed on Feb 9, 2025
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and must be selectively prioritized. The solution must: (a) discover promising models from the
vast model space while minimizing evaluation costs; (b) identify relevant benchmarks that truly
reflect real-world performance requirements; (c) continuously incorporate new evaluation results to
improve future recommendations.

To address this, we propose RELM (Recommender Engine for Large Models), a scalable system that
recommends the most suitable LLMs and benchmarks while minimizing evaluation costs. RELM
integrates with HERD (Holistic Evaluation, Ranking, and Deciphering), a multistage evaluation
framework that balances the need for exploration (discovering new models) with exploitation (lever-
aging existing evaluations). We make the following contributions:
(1) Metadata-Driven Foundation Model Recommendation System: We introduce RELM, a scal-
able recommendation system leveraging metadata characteristics (such as application domain, task
details, etc.) to suggest potential <LLM, benchmark> pairs for evaluation, identifying their fitness
for specific use cases.
(2) Novel Co-optimization Framework for Model Selection and Evaluation: We present a novel
system that jointly optimizes model recommendations and benchmark evaluations through an itera-
tive feedback loop. HERD employs a multistage evaluation process, efficiently filtering less suitable
pairs thus reducing costs and improving recommendations.
(3) Hierarchical Model Selection for Enhanced LLM Routing: We introduce a novel two-tier ap-
proach that bridges the gap between large-scale model discovery via RELM-HERD co-optimization
and fine-grained LLM routing Guha et al. (2024); Ong et al. (2024).

In the remainder of this paper: Section 2 discusses related work and positions our research within the
existing literature. Section 3 formulates our research problem, followed by a detailed presentation
of our proposed method, RELM, HERD and their co-optimization in Section 4. We describe our
experimental setup in Section 5 and provide a comprehensive analysis of results in Section 6.

2 RELATED WORK

The challenge of selecting optimal models and other ML-pipeline artifacts for specific tasks has been
a long-standing problem in machine learning, predating the era of large language models (LLMs)
Mazaheri et al. (2021); Green (2023); Dukhanov et al. (2024). Traditional recommender systems
have played a crucial role in model selection, employing techniques such as collaborative filtering
Yang et al. (2019), content-based methods Cunha (2019); Chen & Jin (2024), and other hybrid
Feurer et al. (2015); Chen et al. (2021); Feurer et al. (2022) approaches. These systems addressed
challenges like data sparsity and cold-start problems by leveraging user-item interaction patterns or
metadata. While these methods have proven effective for traditional machine learning pipelines,
they face challenges in scalability and lack the necessary mechanisms to address the complexity of
LLM-based AI pipelines.

As more and more applications of LLM-based systems are being realized, the community has tried to
solve this problem using the power of strong LLMs to automate hyperparameter optimization Zhang
et al. (2023a); Liu et al. (2023), to automate the ML pipeline constructionZhang et al. (2023b), etc.
HuggingGPT Shen et al. (2024) uses a GPT model to decide to route a given prompt to an appropriate
model from a pool of models available on HuggingFace. This line of work is called LLM routing.

LLM routing methods dynamically select the most appropriate LLM for a specific query or task,
mapping prompts to suitable models from a predefined pool, often using techniques such as con-
trastive learning Chen et al. (2024) or clustering Srivatsa et al. (2024) in embedding spaces to opti-
mize routing decisions. The RouteLLM Ong et al. (2024) framework pioneered preference-driven
routing, leveraging human feedback and data augmentation to train router models. However, its
routing is limited to two models: a strong (mostly GPT-based) and a weak (mostly public) model,
which is not suitable for a user who is unclear about selecting the right model from a large pool of
public models available. In training-based routers Shnitzer et al. (2023); Lu et al. (2024), a model is
learned from training data (e.g. past evaluations) to route the test prompts to the most appropriate
model. The major drawback of this kind of model is that they need extensive training data, which is
very expensive to obtain, and it is hard to generalize this training on new models. Recent advances
include training free routing Guha et al. (2024); Zhao et al. (2024). Though these methods do not
need extensive training data, they are not scalable to many LLMs, and the studies are conducted
using a handful of models. Many of these works rely on LLMs’ past performance on benchmarks,
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but none of them propose any solution to minimize such evaluations to reduce the cost and carbon
footprint.

Our proposed framework RELM, addresses these pain points by a) recommending LLMs from fastly
growing public LLM repositories such as Huggingface. b) co-optimizing the LLM recommendation
and evaluation problem by guiding the evaluation methods to minimize their cost of evaluation, and
learning from it to improve the recommendations. While existing routing optimizes within small
pools (10-20 models), RELM solves the upstream problem: selecting the optimal pool from 180K+
LLMs. RELM matches user-defined use cases against a large collection of Foundation Models using
metadata-based similarity and partial benchmark performance data, filtering thousands of candidates
down to a manageable subset (e.g., 10–20 models). Once the coarse-level filtering is complete, an
LLM router (such as Guha et al. (2024)) can be applied to precisely choose the optimal LLM(s) for
each incoming prompt, exploiting prompt-level signals and real-time performance metrics.

3 PROBLEM FORMULATION

Our goal is to develop a system that can recommend the most suitable LLMs and relevant bench-
marks while minimizing evaluation costs. This system must balance the exploration of new, poten-
tially superior models with the exploitation of well-understood existing ones, all while continuously
refining its recommendations based on new evaluation results.

Model and benchmark Recommendation Let Q and Qv represent the input user query and cor-
responding vectorial representation, respectively. Let M = [M1,M2, . . . ,Mm] be the see of all
available LLMs and B = [B1, B2, . . . , Bb] be the set of all possible benchmarks from different
platforms such as HELM Liang et al. (2023) and LM Evaluation Harness Gao et al. (2024). We
denote the metadata characteristics vector of model i by C[Mi]. Let Pij = P (Mi|Bj) denotes the
performance of model i on benchmark. Let σmodel(Qv, C[Mi]) and σbenchmark(Q,Bj) signifies
the association of the query vector Qv and model Mi.

Our objective is to: (a) maximize the relevance of recommended models and benchmarks to the user
query; (b) identify models requiring further evaluation to estimate their expected performance; (c)
recommend models that maximize expected performance on recommended benchmarks.

Model evaluation and need for co-optimization In order to approximate the expected perfor-
mance of recommended models in the real world, the models need to be evaluated on the recom-
mended benchmarks. In an already running system, it is likely that the performance is known for
several <model, benchmark > pairs. For the remaining pairs, we need to compute Pij = P (Mi|Bj)
in an efficient way.

The recommender system and evaluation platform need to guide each other in such a way, it im-
proves the quality of recommendations and can run evaluations in an efficient way. A balance is
essential between recommending models for evaluation (an expensive process) and recommending
based on existing evaluations (which could exclude better-performing models).

Mathematically, this objective can be formulated as:

S∗ = argmax
S⊆M

{
β

(∑
i∈S

(
(α)σmodel (Qv, C[Mi]) + (1− α)

∑
j∈B σbenchmark (Q,Bj) · Pij

))
− (1− β)|S|

}
(1)

where

• S∗: Optimal set of recommended models
• S: Subset of size |S| comprising models selected from M for recommendation.
• β ∈ [0, 1]: Hyperparameter controlling the exploration (low β) and exploitation (high β)

trade-off between considering more models and minimizing the cost of evaluation.
• α ∈ [0, 1]: Weight balancing between semantic similarity and benchmark performance.

The objective function aims to identify the set of models S that maximizes the first quantity ( term
corresponding to β) while minimizing the size of S (corresponding to 1 − β). More models are
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Figure 1: RELM architecture for recommending use-case specific benchmarks and LLMs. Both
models and benchmarks are first characterized and then LLMs are recommended based on the meta-
data characteristics. Whereas the benchmarks are recommended based on the descriptive metadata.

recommended for large values of β, which require more evaluations. This setting will reduce the
chances of missing the right LLM but incur more evaluation costs. On the other hand, lower β values
make the setup more conservative and recommend fewer models with high confidence. Inside the
first term of the objective function, α controls the importance of semantic similarity of the use case
to model metadata characteristics vs. the model’s performance on recommended benchmarks.

It can be noticed that solving the objective function requires exploring all possible subsets of models
along with all benchmarks at once making this problem computationally expensive. In the solution
section, we will discuss the proposed algorithm that makes use of a co-optimization framework of
model recommendation and evaluation to solve this problem.

4 PROPOSED SOLUTION: RELM, HERD AND THEIR CO-OPTIMIZATION

We introduce RELM (Recommender Engine for Large Models) and HERD (Holistic Evaluation,
Ranking, and Deciphering), a co-optimizing framework for recommending optimal LLMs while
minimizing evaluation costs. This section details the components and their synergistic interaction.

4.1 LLM AND BENCHMARK RECOMMENDATION

RELM and HERD act as two interdependent components in a continuous feedback loop. RELM
drives the prioritization of evaluations in HERD, and HERD ensures that RELM’s recommendations
are always based on the latest and most relevant evaluations. This symbiotic relationship ensures
that both systems evolve together. As shown in Figure 1, our proposed approach is as follows:

4.1.1 MODEL AND BENCHMARK CHARACTERIZATION

Our framework leverages LLM metadata characteristics for generating recommendations. We real-
ized that the metadata characteristics from HuggingFace model cards often lack important charac-
teristics such as application domain and task details. To overcome this issue, we retrieve LLM char-
acteristics from not just modelcards but also from associated blogs, research articles, and GitHub
repositories. As shown in Figure 1, we employ a RAG-based pipeline with 20 questions covering
domains, tasks, applications, and ethical considerations (complete list in Appendix) and extract re-
quired information from all the model-related resources. For benchmarks, we have rich information
available in their content, so we take a different characterization approach. We begin by generating a
benchmark description using OpenAI’s GPT-4o model and append it with existing descriptions from
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sources like GitHub or arXiv papers. Followed by selecting representative samples by clustering and
random selection from each cluster.

This process results in LLMs characterized by one-hot vector representations and benchmarks de-
scribed by detailed descriptions and representative samples.

4.1.2 RELM TRAINING

The RELM training process consists of two key steps:
Metadata Propagation: We observed that the original LLM metadata characteristics lack impor-
tant information and can be enriched by bringing their complete context from their lineages. These
lineage graphs consist of artifacts such as training data, processing steps, models, fine-tuning data,
fine-tuned models, etc., as nodes that are connected by edges as per their relations in the workflow.
Each artifact in the lineage graph can have its own characteristics. For example, training data can
have its name and a readme file, including a summary of the data. Similarly, a learned model can
have a list of tags, domains where it has been applied, a list of benchmarks it has been tested on, etc.
We begin by propagating metadata characteristics back and forth across LLM lineage graphs. This
process enriches each LLM’s profile with expanded characteristics denoted by C[M ] derived from
related artifacts in its lineage, including Training data, Fine-tuning data, base model information,
etc.
Association Discovery: Following metadata propagation, we employ an indicator-based approach
to uncover interesting associations between characteristics Kumar et al. (2023). This method iden-
tifies pairs of metadata characteristics that surprisingly co-occur more frequently than expected by
chance. These discovered associations serve as hidden signals, which are later utilized to expand and
enrich user queries during the recommendation phase. For example, a specific model characteristic
such as “trained on tabular data” associated with the domain “molecular biology” indicates that the
model is well-suited to understand gene expression data, even if this is not explicitly specified in the
model properties.

This two-step process enables RELM to capture both explicit and implicit relationships within the
LLM ecosystem, enhancing its ability to make nuanced and context-aware recommendations.

4.1.3 GENERATING RECOMMENDATIONS

The recommendation process begins with a user’s input use case description, Q. We obtain its vecto-
rial representation Qv using SenBERT Reimers & Gurevych (2019) and identify the best matching
characteristics from the set of all model characteristics. We use cosine similarity to compute the
similarity between the user query and metadata characteristics. This set is then expanded using
the learned indicators from the previous stage, resulting in σ(Qv, C[Mi]), the association strength.
Models with the highest association strength are potential recommendations.

For benchmark recommendations, we utilize a strong LLM (e.g., OpenAI’s GPT-4o model) to an-
alyze the use case and benchmark descriptions to capture characteristics such as task specificity,
required skills, and domain relevance. Our prompt structure (detailed in the Appendix) evaluates
these characteristics to identify the most relevant benchmarks. Following Equation 1, we compute
σmodel(Qv, C[Mi]) and σbenchmark(Q,Bj) for shortlisted models and benchmarks, and identify
the entries in Pij that need to be filled. In Equation 1, the number of recommendations is controlled
by β. We fix it to maximum ten models based on the available resources.

4.2 CO-OPTIMIZATION OF LLM RECOMMENDATIONS AND EVALUATIONS

The LLMs recommended in the previous stage with missing entries in Pij matrix require evaluation
on the suggested benchmarks.

4.2.1 HERD PERFORMS MULTISTAGE LLM EVALUATION

Inspired by real-world scenarios where a large pool of options (e.g., job candidates) undergoes multi-
ple filtering stages before final assessment, HERD uses a multistage pipeline to filter out less suitable
models early in the process. This approach focuses computational resources on the most promising
candidates as follows:
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Figure 2: Co-optimization of LLM recommendation and evaluation: RELM guides the Model
evaluation platforms with the right (model, benchmark) pairs to save their compute cost. These
evaluations are used by RELM in order to improve the recommendations.

Stage One - Initial Fitness Assessment: HERD first examines the recommended models on sug-
gested benchmarks to assess their general fitness. For instance, in a medical note generation use case,
this stage might analyze models’ performance on benchmarks like MMLU/Clinical Knowledge and
MMLU/College Biology, as shown in Appendix section A.2.
Stage Two - Simulate Real Task: Models that pass the initial assessment undergo a more compre-
hensive, multi-dimensional evaluation using either real dataset or synthetic dataset that is close to
the user queries in real task. Continuing with the medical example, this stage employs a LLM-as-a-
judge, whose prompt is listed in Appendix section B, to assess domain-specific parameters such as
medical accuracy and consistency.

4.2.2 FEEDBACK LOOP AND JOINT OPTIMIZATION

The co-optimization process between RELM and HERD creates a powerful feedback loop that con-
tinuously improves both recommendation quality and evaluation efficiency:
Iterative Pij Matrix Updates: Each HERD execution fills missing values in Pij , which is crucial
for guiding recommendations (as shown in Equation Equation 1). This ongoing update process en-
sures that RELM’s recommendations become increasingly informed and accurate over time.
Guided Evaluation Priority: As RELM generates more recommendations, it provides HERD with
prioritized (model, benchmark) pairs for evaluation. This guidance helps focus evaluation efforts
on the most relevant and potentially impactful combinations. Thus, we optimize computational re-
source usage, allowing for broader coverage of the model space without exhaustive testing.
Dynamic Recommendation Refinement: The continual updates to Pij allow RELM to refine its
recommendations in real-time, adapting to new evaluation results and changing performance land-
scapes. The joint optimization process enables the system to learn from its recommendations and
evaluations, continuously improving its understanding of model capabilities, benchmark relevance,
and the relationships between them.

This symbiotic relationship between RELM and HERD creates a self-improving system that be-
comes more accurate and efficient over time, addressing the core challenges of LLM selection and
evaluation in a rapidly evolving landscape. An additional advantage of co-optimizing the recom-
mendation and evaluation processes is the mitigation of false positives that may arise during the
recommendation phase. HERD conducts a comprehensive analysis of a model’s suitability for the
user-specified task, enabling it to flag models that may have been included in the recommendation
list due to noise or misleading factors, such as ambiguous characteristic names.
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Table 1: Description of the use cases from different domains
Domain Use case Description Task type

Healthcare Recommend LLM to generate clinical notes with Subjective, Objective,
Assessment and Plan sections, based on doctor-patient dialogues. Open end text generation

Chemistry Recommend LLM to perform property prediction task on
molecules represented using SMILE strings Classification

Finance Recommend LLM to assess loan capability of a client based on
their financial records. Classification

5 EXPERIMENTS

To evaluate the effectiveness of RELM, HERD, and our co-optimization framework, we conducted
a series of experiments across diverse domains. For experimentation purpose, we worked with a
subset of top 10K downloaded models with the “text-generation” tag. This step ensures that we
don’t train our system on the models that are not relevant for most of the use cases. Note that all
experiments in this section were conducted before October 2024 and newer models released after
that date were not included. However, RELM is designed to update its database on a daily basis,
ensuring that its real-world deployment can recommend the most recent models.

We designed three distinct experimental settings to assess the versatility and robustness of our ap-
proach, and compare the RELM results with (a) recommendations from HuggingFace search and
(b) popular general-purpose LLMs. They are summarized in Table 1.

5.1 TEST USE CASES FROM VARYING DOMAINS

Open-ended text generation: Application in Healthcare we focused on the challenge of identi-
fying an LLM capable of generating accurate SOAP (Subjective, Objective Exam, Assessment, and
Plan) notes from doctor-patient dialogues. This task is challenging as it requires strong natural lan-
guage understanding, medical terminology and clinical reasoning. The ideal LLM must be able to
extract relevant medical information, understand the context of the patient’s condition, and synthe-
size this information into a professionally formatted SOAP note. This requires balancing language
skills and specialized medical knowledge, making the selection of the appropriate LLM crucial for
ensuring the accuracy and usefulness of the generated notes in a clinical setting.

Classification of complex unstructured data: Applications in Chemistry our experiment cen-
tered on the task of identifying an LLM capable of classifying molecules as BACE inhibitors Guo
et al. (2023) or non-inhibitors based on their SMILE string representations. This task is challenging
due to its specialized nature, requiring an LLM that understands SMILE syntax and possesses deep
molecular chemistry knowledge. The challenge lies in finding an LLM that can bridge the gap be-
tween string processing and specialized chemical knowledge, making the selection process critical
for ensuring accurate and reliable predictions in drug discovery and molecular research contexts.

Classification of unstructured data: Applications in Finance we focused on the challenge of
identifying an LLM capable of assessing financial records to determine loan eligibility. This task is
challenging due to the complexity of financial data and the need for fair, accurate lending decisions.
The ideal LLM must grasp financial concepts, regulatory requirements, and risk assessment while
making balanced, unbiased judgments. The challenge lies in selecting an LLM that can process
diverse financial data while ensuring ethical, compliant, and sound lending recommendations.

5.2 BASELINE METHODS

We employ two baseline methods to compare with RELM-recommended models for a given task:
Recommendations using HuggingFace search engine2: We utilize the Full-Text search service
provided by HuggingFace, a widely used platform, to obtain their recommended models for each
task and compare RELM recommended models with them.
Popular models: We identify a set of ”popular models” by selecting those that appear on multiple
leaderboards and rank highly in HuggingFace’s default rankings.

2URL:https://huggingface.co/search/full-text?type=model
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By comparing against these models, we aim to demonstrate that complex, domain-specific use cases
often require specialized model selection beyond what general-purpose models can offer.

5.3 EXTENSION OF RELM TO LLM ROUTING

Recognizing the potential synergy between RELM’s coarse-level model recommendation and fine-
grained LLM routing methods, we build upon our open-text generation experiment in the Healthcare
domain by implementing LLM routing Guha et al. (2024) on top of RELM-recommended models.
By combining RELM’s ability to narrow down the model search space with the precision of fine-
grained routing techniques, this allows us to explore a hierarchical approach to model selection and
query handling. The results of this extended experiment, presented in the following section.

6 RESULTS AND ANALYSIS

Our experiments across three domains show that RELM effectively recommends optimal LLMs that
consistently outperform baseline methods.

6.1 THREE USE CASE STUDIES

Table 2: Comparison of RELM-recommended models with HuggingFace recommendations for
SOAP note generation in healthcare. Metrics represent HERD’s second-stage evaluation results.

Model Average Medical
Accuracy

Relevance
Pertinence

Medical
Consistency Ethical Clarity

Popular Models
Vicuna-13B-v1.5 4.79 4.7 4.45 4.9 4.9 5
Llama-2-70B-chat 4.61 4.3 4.4 4.45 5 4.9
Mistral-7B-Instruct-v0.2 4.51 4.2 4.1 4.6 4.85 4.8

HuggingFace recommended
openbiollm-llama-3-70b 3.89 3.4 3.6 3.7 4.7 4.05
openbiollm-llama-3-8b 1.42 1.1 1.1 1.1 2.7 1.10
talktoaiZERO 1.28 0.9 0.9 1.0 2.7 0.90

RELM recommended
Models

m42-health-70B 4.95 5 4.95 5 4.8 5
ClinicalCamel-70B 4.83 4.75 4.65 4.75 5 5
MedleyMD-7B 4.78 4.8 4.7 4.8 5 4.6

In the clinical note generation task, models recommended by RELM outperformed both popular
models and HuggingFace’s recommendations across HERD stage-2 evaluation metrics (see Table 2).
The domain-specific LLMs suggested by RELM achieved above 4.8 (out of 5) average scores, signfi-
cantly higher than any other LLMs in the comparison. Our top recommendation, ”m42-health-70B”
Christophe et al. (2024), is an instruction-tuned version of the LLaMa2 model. It uses medical
flashcards, exam questions, and open-domain dialogues, making it highly useful for our task.

Table 3: Accuracy comparison of RELM-recommended mod-
els, popular models, and HuggingFace recommendations for
BACE inhibitor classification in chemistry.

Model Accuracy

Popular Models

Vicuna-13B-v1.5 0.60
Llama-2-70B-chat 0.50

Mistral-7B-Instruct-v0.2 0.42
Llama-3.1-8B-Instruct 0.50

Llama-3.1-70B 0.58
HuggingFace

Recommended
Models

Synthia-70B-v1.2b 0.54
Tess-XS-Creative-v1.0 0.601

Mixtral-8x22B-Instruct-v0.1 0.54
RELM recommended

Models
ChemDFM-13B-v1.0 0.76
ChemLLM-20B-Chat-SFT 0.62

1 The model returned response for only 20% of the input queries, and
accuracy is computed only on the set where it returned a prediction.
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Table 3 presents the accuracy comparison for the BACE inhibitor classification task in the chemistry
domain. The results show that RELM-recommended models achieve higher accuracy compared to
both popular models and HuggingFace recommendations. This underscores RELM’s effectiveness
in identifying models capable of handling specialized tasks requiring deep domain knowledge, such
as interpreting SMILE strings and predicting molecular properties.

Table 4: Accuracy comparison of RELM-recommended models,
popular models, and HuggingFace recommendations for loan as-
sessment in finance.

Model Accuracy

Popular Models

gpt-4o-mini 0.36
gpt-4o-2024-05-13 0.63

Meta-Llama-3.1-405B-Instruct 0.60
claude-3-5-sonnet-20240620 0.8
Meta-Llama-3.1-8B-Instruct 0.33

HuggingFace
Recommended Models

Phi-3.5-mini-instruct 0.35
llawma-fact-enrich1 0.1

RELM Recommended
Models

Mistral-7B-Mortgage-Loans 0.82
process-loans 0.84
DISC-FinLLM 0.81
Mistral-7B-Banking-v2 0.81

1 The model returned the answer by random guessing, and the explana-
tion is consistent with all the test data.

Table 4 demonstrates RELM’s capability to identify models that effectively process and assess finan-
cial data for accurate loan eligibility evaluations. Additionally, our stage-1 HERD evaluation (de-
tailed in the Appendix, Table 7) offers valuable early insights. The benchmarks selected in stage-1
are strong predictors of final performance, efficiently filtering out models with weak domain-specific
abilities. For instance, HuggingFace-recommended models like Phi-3.5-mini-instruct
show relative low scores on FinanceBench (0.417) and MMLU Accounting (0.57), indicating a po-
tential lack of necessary domain-specific strengths for accurate loan assessments. These early-stage
findings assist RELM in maintaining a high recall of top-performing candidates.

The benchmark recommendation phase of the proposed framework offers a significant cost-saving
advantage by reducing the need for exhaustive exploration. Even widely used benchmark suites,
such as LM Eval Harness and HELM, require models to be evaluated on over 100 benchmarks, many
of which may not be relevant to the user-specified use case. In contrast, our framework identifies the
most relevant benchmarks, typically around three to five, allowing for a more efficient evaluation
process while minimizing computational costs.

6.2 INTEGRATION WITH LLM ROUTING

Table 5: Performance comparison of RELM-powered LLM routing (using Smoothie Guha et al.
(2024)) versus routing with HuggingFace Search recommended models for healthcare text genera-
tion.”

Recommender Method ROUGE-1 ROUGE-2 ROUGE-L BLEU BERTScore F1
HuggingFace Search + Smoothie 0.39 0.14 0.22 0.04 0.84
RELM + Smoothie 0.52 0.26 0.34 0.11 0.87

To demonstrate the potential of integrating RELM with fine-grained routing techniques, we ex-
tended our healthcare experiment to include LLM routing. Table 5 compares the performance of
RELM-powered routing against routing using HuggingFace Search recommended models. The re-
sults show significant improvements across all metrics (ROUGE-1, ROUGE-2, ROUGE-L, BLEU,
and BERTScore F1) when using RELM-recommended models for routing. This suggests that RELM
not only identifies suitable models for a given task but also provides a strong foundation for more
advanced query handling techniques.
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7 CONCLUSION

In this paper, we introduced RELM (Recommender Engine for Large Models), HERD (Holistic
Evaluation, Ranking, and Deciphering), and their joint optimization to address the critical challenge
of selecting optimal Large Language Models (LLMs) for specific tasks. Our solution effectively
navigates the vast landscape of publicly available LLMs, to identify suitable models across diverse
domains such as healthcare, chemistry, and finance. Experimental results demonstrate that RELM-
recommended models outperform both popular general-purpose models and those recommended by
existing platforms, particularly in specialized tasks requiring deep domain knowledge.

Our work advocates for co-optimizing recommendation and evaluation processes, to enhance rec-
ommendation quality while controlling evaluation costs. The extension of RELM to LLM routing
showed significant improvements, opening important future research directions. While we focused
primarily on recommendation quality, future work could explore integrating cost optimization, es-
pecially considering recent LLM routing methods designed for this purpose. As the LLM landscape
continues to expand, our framework offers a scalable solution for intelligent model selection, en-
abling users to harness the full potential of LLMs across a wide range of real-world applications.
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A APPENDIX

A.1 MODEL CHARACTERIZATION

The list of questions below is used to characterize models.

1. What are the tasks of the model? Consider tasks such as understanding text, answering
questions, recognizing objects in images, etc.

2. What is the primary domain of applications of this model, such as general, healthcare,
finance, legal, science, etc.?

3. Does this model perform better when prompts are augmented with examples?

4. Can this model effectively handle sensitive information?

5. What kind of data can the model understand? Text, images, structured data, etc.

6. What is the domain of training data? List few associated tags.

7. Is the model trained to follow user instructions?

8. What is the context length of the model?

9. What is the hardware configuration used to train the model?

10. What is the required hardware configuration needed to inference from this model?

11. What is the license category of this model?

12. Can the model do batch processing?

13. How does the model ensure fairness and avoid bias in its outcomes?

14. Does the model provide users with control over their data and privacy settings?

15. How well does the model manage data security, including privacy storage and transmis-
sion?

16. What processes are in place for auditing the AI model’s compliance and ethical practices?
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17. Can the model protect the data used for training?

18. Assess the level of transparency regarding the model’s internal operations, especially how
decisions are made, and data is processed.

19. What are the measures for built-in safety features and ethical guardrails in the model?

20. Is this model fine-tuned using a base model? If yes, name the base model.

A.2 HERD STAGE-1 RESULTS

A.2.1 MEDICAL USE CASE

Table 6: Stage-1 HERD results for the Medical Use Case. The table reports scores on five
benchmarks: Clinical knowledge, College biology, College medicine, Professional medicine, and
Anatomy.

Group Model Clinical College College Professional Anatomyknowledge biology medicine medicine

Popular Models

vicuna-13b-v1.5 0.637 0.611 0.578 0.540 0.481
Llama-2-70b-chat 0.637 0.750 0.601 0.577 0.518
Mistral-7B-Instruct-v0.2 0.671 0.694 0.589 0.617 0.570
mpt-30b-instruct 0.516 0.534 0.450 0.448 0.422
Llama-2-7B-chat 0.535 0.520 0.398 0.455 0.429

HuggingFace Recommended Models
OpenBioLLM-70B 0.929 0.938 0.857 0.938 0.839
OpenBioLLM-8B 0.761 0.842 0.680 0.782 0.698
talktoaiZERO 0.789 0.806 0.682 0.787 0.682

RELM Recommended Models
med42-70B 0.743 0.840 0.688 0.798 0.674
ClinicalCamel-70B 0.698 0.792 0.670 0.713 0.622
MedleyMD-7b 0.720 0.729 0.658 0.683 0.607

In this section, we present the stage-1 HERD evaluation results for the medical use case. In this
initial evaluation phase, each model was assessed on five distinct benchmarks capturing various as-
pects of medical competence: Clinical knowledge, College biology, College medicine, Professional
medicine, and Anatomy. These early results serve as a preliminary checkpoint to guide further, more
detailed evaluations in HERD stage-2 (see Table 2).

Table 6 reports the stage-1 scores for the benchmarks selected by RELM. Notably, RELM-
recommended models such as med42-70B, ClinicalCamel-70B, and MedleyMD-7b exhibit
competitive performance across the benchmarks, which is consistent with the superior stage-2 per-
formance observed in Table 2. This grouping reinforces the effectiveness of our metadata-driven
selection strategy in identifying models well-suited for the medical use case.

A.2.2 FINANCE USE CASE

Table 7: Stage-1 HERD results for the Finance Use Case on selected benchmarks
Group Model MMLU MMLU MATH FinanceBench LegalBench

Account Econometrics (Finance Split)

Popular Models

GPT-4o-mini 0.63 0.61 0.802 0.551 0.631
GPT-4o-05-13 0.73 0.74 0.829 0.761 0.728
Claude-Sonnet-3.5 0.78 0.77 0.813 0.791 0.701
Llama3.1-405B-Instruct 0.74 0.73 0.827 0.759 0.708
Llama3.1-70B-Instruct 0.69 0.69 0.783 0.639 0.721
Llama3.1-8B-Instruct 0.61 0.62 0.703 0.537 0.618

HuggingFace Recommended Models Phi-3.5-mini-instruct 0.57 0.56 0.681 0.417 0.564
llawma-fact-enrich 0.40 0.29 0.193 0.501 0.591

RELM Recommended Models Mistral-8B-Mortgage-Loan 0.68 0.71 0.608 0.698 0.638
DISC-FinLLM-13B 0.66 0.70 0.620 0.719 0.610

Table 7 presents the stage-1 HERD results for the finance use case (loan assessment) across
five benchmarks selected by RELM. The stage-1 evaluation provides several useful insights
that support our co-optimization strategy. For example, the HuggingFace-recommended model
llawma-fact-enrich shows very low performance in quantitative reasoning (MATH: 0.19)
and economic understanding (Econometrics: 0.29). This justifies its exclusion from stage-2 evalu-
ation and is consistent with its low final task performance (approximately 0.1 accuracy in Table 4).
Similarly, while Phi-3.5-mini-instruct achieves a moderate MATH score (0.681), its lower
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scores on FinanceBench (0.417) and MMLU Accounting (0.57) suggest that it may lack the neces-
sary domain-specific strengths for effective loan assessment.

Among the Popular Models, balanced performance is observed across benchmarks, with Claude-
Sonnet-3.5 obtaining the highest FinanceBench score (0.791) and GPT-4o-05-13 leading in MATH
(0.829). In contrast, the RELM Recommended Models exhibit more targeted strengths. For instance,
Mistral-8B-Mortgage-Loan shows a strong FinanceBench score (0.698) relative to its overall param-
eter count, and DISC-FinLLM-13B achieves competitive performance on the LegalBench (Finance
Split) benchmark (0.610) compared to larger popular models. These focused strengths contribute to
their superior stage-2 performance, where they achieve task accuracies in the range of 0.82–0.84, as
shown in Table 4.

Overall, these results highlight HERD’s effectiveness in early-stage filtering by identifying models
with domain-specific capabilities. Notably, the FinanceBench metric appears to be a more reliable
predictor of final loan assessment accuracy than the MATH score, as illustrated by the differences in
performance between models such as Mistral-8B-Mortgage-Loan and Llama3.1-70B-Instruct. By
reducing the number of candidates advanced to stage-2, this early-stage discrimination helps lower
evaluation costs while maintaining a high recall of top performers. The co-optimization framework,
therefore, enhances both the quality and efficiency of model selection by focusing evaluations on
candidates that demonstrate domain-adapted strengths.
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B EXPERT PROMPT IN HERD STAGE 2

HERD stage 2 prompt structure

System Prompt: You are a very experienced doctor reviewing a clinical
note based on a dialogue between a doctor and a patient. The note
was generated by a large language model (LLM).
Instructions:

The diaglogue is provided below:
<start_of_dialogue>
{dialogue}
<end_of_dialogue>

The generated clinical note by a large language model (LLM) is
as follows:
<start_of_note>
{response}
<end_of_note>

Your task is to review the generated note and rate the note in
multiple dimensions.

Please provide your review in the following format
(IMPORTANT: DO NOTE USE BOLD in any part of your review):
1. Accuracy of Medical Information
- Does the note accurately represent the dialogue between the doctor
and the patient?
- Are the medical facts and information in the note correct?
- Are there any discrepancies or errors in the medical details
provided?

Rating: 1 to 5 (1: Very Inaccurate, 5: Very Accurate)
2. Relevance and Pertinence
- Is the information provided relevant to the patient’s condition and
the dialogue?
- Are all the key points from the dialogue captured in the note?
- Is there any irrelevant or unnecessary information included?

Rating: 1 (Very Irrelevant) to 5 (Very Relevant)
3. Medical Consistency and Cohesiveness
- Is the information medically coherent and logically structured?
- Does the note maintain consistency in the patient’s symptoms,
diagnosis, and treatment plan?
- Are there any contradictions or inconsistencies in the patient’s
medical history or treatment recommendations?

Rating: 1 (Very Inconsistent) to 5 (Very Consistent)
4. Ethical Considerations
- Is patient confidentiality and privacy maintained?
- Are there any ethical concerns regarding the content or
presentation of the information?
- Does the note respect cultural, social, and personal sensitivities?

Rating: 1 (Very Unethical) to 5 (Very Ethical)
5. Clarity and Comprehensibility
- Is the note clearly written and easy to understand?
- Is the note structured in a way that is easy to follow?

Rating: 1 (Very Unclear) to 5 (Very Clear)
6. Additional Comments
Please provide any additional observations or suggestions for
improvement:
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