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Abstract. Query expansion is a standard technique in image retrieval,
which enriches the original query by capturing various features from rele-
vant images and further aggregating these features to create an expanded
query. In this work, we present a new framework, which is based on
incorporating uncertainty estimation on top of a self attention mechanism
during the expansion procedure. An uncertainty network provides added
information on the images that are relevant to the query, in order to
increase the expressiveness of the expanded query. Experimental results
demonstrate that integrating uncertainty information into a transformer
network can improve the performance in terms of mean Average Pre-
cision (mAP) on standard image retrieval datasets in comparison to
existing methods. Moreover, our approach is the first one that incor-
porates uncertainty in aggregation of information in a query expansion
procedure.
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1 Introduction

Image retrieval methods rely mainly on a projection from a high dimensional
input data to a relatively low-dimensional vector space.

Due to several sources of error such as occlusions or loss of information during
projection to the vector space, image search is enriched with a query expansion
idea that depends on constructing a latent model, which is based on aggregating
a collection of responses from an initial query [7, 29]. On the other hand, in the
recent years, image retrieval methods are dominated by Convolutional Neural
Networks (CNNs), which replace hand-crafted features in feature extraction phase
of image retrieval systems [4, 13, 22, 24].

As important as a role feature extraction plays in performance of image
retrieval systems, a set of related tools such as database augmentation [31], query
expansion [7], hashing [8] and so on play crucial roles in image retrieval systems.
Particularly, Query expansion (QE) is regarded as one of the most powerful
tools, as it increases the performance of an image retrieval system no matter how
the features are extracted [7, 14]. The basic idea of a QE method is to enhance
the quality of the search vector through an augmentation of the query vector
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space using some priors. The latter is provided by an initial search that results
in a collection of vectors that lead to a richer latent feature representation of
the query. One of the main limitations of QE algorithms [7, 13, 3, 24] is that the
assigned weights to neighbors of the query are monotonic. In the recent work of
Gordo et al. [14], a self-attention mechanism was used via transformers [32] in
order to predict weights which do not have to be monotonic so that irrelevant
neighbors, which are not true neighbors, can be eliminated.

While neural networks have the flexibility to create and assign different weights
in QE algorithms, they are famous for their overconfidently wrong predictions [15],
which might hurt the quality of the expanded query feature vector. In recent years,
there has been a lot of interest on how to incorporate uncertainty estimation into
deep neural network models [12, 18, 21, 28] to alleviate their problem in making
overconfident predictions. These works enable integrating the ability of saying
”I am not sure about this prediction”. In this paper, we integrate a dedicated
pairwise uncertainty estimation between a query and each of its neighbors in
creation of an enriched image representation. The latter is in terms of image
features relative to the original extracted features which in combination provide
a tool in generating more powerful expanded queries. To that end, we design an
uncertainty-guided transformer encoder, which relies on and expands on the self-
attention-based Learnable Attention-based Query Expansion (LAttQE) model
by [14] via incorporating an uncertainty that is estimated with the Evidential
Deep Learning (EDL) framework [28].

Our proposed new module, which is called the Uncertainty Guided Query
Expansion (UGQE), first takes a query and features of retrieved top-k neighbors
and estimates the uncertainty in whether the neighbors are from the same land-
mark with the query or not, using the EDL setting within a transformer encoder
architecture. Next, our model utilizes the obtained uncertainty information in
order to generate a new feature representation via concatenating transformed
features and original features. Finally, the LAttQE model is used to form the
expanded query by aggregating these new generated features of the nearest
neighbors.

Our main contributions in this paper can be summarized as follows: (i)
a method to create uncertainty guided features to enrich the original image
representations; (ii) a demonstration of how to use EDL for quantifying the
pair-wise uncertainty. Our experiments demonstrate that the proposed UGQE
method increases the performance of the traditional QE methods and outperforms
the LAttQE model when the uncertainty is integrated, in most settings.

2 Related Work

Image Retrieval & Query Expansion: Image retrieval systems generally
consist of two parts. The first part extracts a representation from an image,
and the second part performs the search by utilizing a distance measure in
the representation space. Before the revival of (deep) neural networks, the
representation extraction part was based on hand-crafted feature engineering
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methods such as SIFT [20], Fisher Vectors [23] and VLAD [16]. Further extensions
of those methods are also introduced for improving whole retrieval pipelines [3].
Recently, the feature extraction phase is dominated by deep neural networks.
Bottleneck features, or activations at the output of certain later layers are used as
the representations for the input data. In an early work by Babenko et al. [4], pre-
trained networks are used as feature extractors. However, in recent works, CNNs
are fine-tuned in unsupervised [24] and supervised [2, 13, 22] settings for learning
more efficient representations. Generally, the supervised methods use noisy data
for fine-tuning. To improve the feature representation of query images, Chum et
al. [7] introduced the idea of QE for image retrieval, which first appeared in text
retrieval systems [6] [26]. The QE idea is very simple: after the first search, highly
ranked images are filtered with a spatial verification step to retain high quality
results. Next, using the original query description along with the descriptions of
retrieved presumably high quality results, a new expanded query description is
generated. A number of methods are suggested for generating the newly expanded
vector, however the most commonly used one just averages the initial query and
the high quality ranked ones for generating the expanded vector.

While the QE methods were first introduced for hand-crafted features in
image retrieval systems, deep learning based image retrieval systems also used
QE in their pipelines for improving their performance since QE methods do
not rely on how features are extracted. Moreover, lately, state of the art results
are obtained with QE methods that are combined with deep representations in
the feature extraction phase [13, 24, 30], or more recently, with learning the QE
weights [14] using the attention mechanism [32].

Transformers - Visual Transformers: The transformer [32] architecture has
become the default choice for most of the natural language processing tasks [5, 9,
19]. Transformer architectures are capable of grasping the relationship between
sequential inputs using a self-attention mechanism. Transformers are also lately
used in computer vision tasks [10], via representing images as sequence of patches.
El-Nouby et al [11] extends visual transformers to a metric learning setting to
perform image retrieval. While this work focuses on the initial representation of
images, in our work we focus on how to expand the initial representations using
transformers in the QE framework.

Graph Attention Networks [33] are used in the metric learning setting to
weigh the feature vectors in a batch [27]. Most recent and relevant work in
query expansion that includes the attention setting is by Gordo et al [14]. They
utilized a self attention mechanism to weigh the nearest neighbors of the query
image for integrating their information. Our work expands on the transformer
idea, strengthening it with the uncertainty information. The uncertainty that
we introduce is captured from the neighborhood relationships between feature
vectors, and integrated into generation of an expanded query feature vector.

Uncertainty in Deep Learning: Predicting model uncertainty is an emerging
field in deep learning. MC Dropout [12] is one of the earliest and widely utilized
works in the related literature. In this method, a dropout mechanism is applied
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not only in training time but also in test time, and a multitude of predictions
are averaged to get the prediction, and the variance among predictions is used
to calculate the uncertainty. This approach presents high computation time
requirements since multiple forward passes are needed. Deep Ensembles [18] and
their variants are also related to MC Dropout, bearing a similar approach in
incorporating an indirect uncertainty estimation into deep neural networks. In
contrast to deep ensemble methods, a line of recent research work, known as
Evidential Deep Learning directly estimates both data and model uncertainty.
The latter, which is also known as epistemic uncertainty, deals with how certain
a neural network can be when making predictions. Sensoy et al. [28] estimate the
classification uncertainty collecting evidence for each class by placing a Dirichlet
distribution on the class probabilities instead of a softmax to allow the neural
network models to directly quantify the uncertainty in their outputs. Amini et
al. [1] extends this idea into continuous outputs by placing an Inverse Gamma
distribution at the end of the regression task. In our work, we integrate the
uncertainty estimation between a query image and its top-k neighbors to generate
new features. With these features, the image representations are enhanced while
the estimated uncertainty is integrated into the query expansion procedure. To
our knowledge, our work is the first to introduce an uncertainty guidance through
gauging the reliability of neighboring feature vectors into the QE framework.

3 Method

As we deploy an uncertainty quantification through the Evidential Deep Learning
approach into the Attention-Based QE setting, we give a brief overview of both
frameworks.

Attention-Based Query Expansion Learning: LAttQE [14] utilizes the
self-attention mechanism to form the expanded query based on the original query
and its k-nearest neighbors by predicting the weights for each of the respective
feature vectors. They formulate the problem as a metric learning problem. Let
ϕ be a CNN feature extractor, which takes an input image, and transforms
it into a D-dimensional feature vector. The query image is denoted by q, and
its feature vector is denoted by q = ϕ(q). The positive pair, the i-th negative
pair and the k-th nearest neighbor of the query image are denoted as p, ni

and dk, respectively. q̂ can be formulated as: q̂ = wqq+
∑k

n=1 wdk
dk, where

wq and wdk
are assigned weights to the query and its neighbors. Additionally,

the transformer outputs whether the the retrieved neighbors are from the same
landmark as the query or not. To account for that, an additional variable y is
defined such that y is set to 1 if we have a positive pair, and set to 0 otherwise.
The corresponding contrastive loss can be formulated as follows:

Lqe(q̂, f , y) = y ∥q̂− f∥+ (1− y)max(0,m− ∥q̂− f∥), (1)

where f is either p or ni, and m is a selected margin.
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Evidential Deep Learning (EDL): For estimating the uncertainty or inversely
the reliability of a neighbor in contributing to the feature description of a query,
we utilize the objective proposed in [28]. Let us denote the evidence collected
from the k-th class of a multi-class (e.g. K-class) classification problem as ek, and
Dirichlet distribution parameters as αk = ek + 1. Then the Dirichlet strength is

given by S =
∑K

k=1 αk. Belief masses are defined as bk =
ek
S
, and the expected

probability for the k-th class is p̂k =
αk

S
. Finally, the uncertainty in the prediction

can be calculated as the residual belief remaining when we subtract the sum of
our beliefs from unity: u = 1−

∑k
k=1 bk. Given N input samples and labels, the

classification uncertainty can be quantified by minimizing the following objective
function:

L(Θ) =

N∑
i=1

Li(Θ) =

N∑
i=1

K∑
j=1

(yij − p̂ij)
2
+

p̂ij (1− p̂ij)

(Si + 1)
(2)

where Θ denotes neural network parameters, yi is a one-hot vector encoding
of ground-truth of sample xi with yik = 0 and yij = 1 for all k ̸= j, and i
denotes the index of a data sample for i = 1, ..., N . Here, the objective entails
minimization of the sum of the squared prediction errors and an estimate of
the variance in the second term to obtain the evidential distribution parameters.
Although this is a non-Bayesian neural network approach, by placing evidential
priors over the classification output, this framework outputs the uncertainty u in
the form of what is left beyond our beliefs and collected evidence that are based
on the assumed evidential distribution.

Learnable Attention
Based Transformer

Encoder 
(LABTE)

Uncertainty
Guided

Transformer
Encoder 
(UGTE)

GeM
Pooling

x+

+

+

x

x

 

Fig. 1. Uncertainty Guided Query Expansion: UGTE takes input features, calculates the
uncertainty between the query and each neighbor, and outputs the uncertainty guided
features. Then, LABTE takes a combination of new features and original features, and
outputs the weights for the query and its nearest neighbors to generate the expanded
query.

Uncertainty Guided Query Expansion Learning: Leveraging on the evi-
dential distribution idea, we propose the Uncertainty Guided Query Expansion
(UGQE) model, which adapts and fuses ideas from both the EDL and LAttQE
to create an improved attention-based architecture that enables and exploits
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uncertainty learning in query expansion. Our complete UGQE model is depicted
in Figure 1. UGQE involves two transformer encoders, the first one generates the
uncertainty guided features. The first transformer encoder integrates a pairwise
uncertainty quantification, by employing a K = 2-class evidential classification,
which outputs a target label y that is 1 if the i-th neighbor di of the query q is
relevant, and 0 otherwise. The first transformer is trained end-to-end with the
second transformer encoder, i.e. the LAttQE architecture, to produce the final
weights that are used in the query expansion.

The details of the UGQE algorithm is described in Algorithm 1. Input feature
vectors, which are the query (q̂) and its top-k nearest neighbors (n1,n2, ...,nk),
are 2048-Dimensional. The output vectors of this model is also 2048-D, same
as the input size. Our model takes these features (line 1 in Algorithm 1), as
inputs and then sends the output vectors to the GeM Pooling layer [24], which
reduces the dimensions of vectors from 2048-Dimensions (2048D) to 512D (line 2
in Algorithm 1). As the point of this model is to learn informative features, we
observe that the reduced features were able to retain the useful information in
the original features. These 512D features, which are later concatenated to the
original features, are fed to a multilayer perceptron (MLP). Then the EDL Loss
(Eq.2) is minimized, and an uncertainty estimate is produced for each neighbor,
which is a quantity that signifies a kind of confidence in the neighbor status of
each neighbor. Then, the obtained uncertainty feature vectors are concatenated to
the original features to be input to the second transformer, i.e. the LAttQE model
(line 3 in Algorithm 1). LAttQE is trained end-to-end with the first transformer
encoder, and the output of the overall model are the weights of the query and
its nearest neighbors that provide construction of the final expanded query (q̂)
(lines 4-10 in Algorithm 1).

Algorithm 1: Uncertainty Guided Query Expansion (UGQE)

input :Learnable Attention Based Transformer Encoder (LABTE)
Uncertainty Guided Transformer Encoder (UGTE)
features of query and k-nearest neighbors: F = {q,d1,d2, ...,dk}
positional encodings: PE = {peq,ped1 ,ped2 , ...,pedk}

output : expanded query: q̂
1 F ′ ← UGTE([F ;PE])
2 F ′ ← GeMPooling(F ′) ▷ Uncertainty guided features

3 {q̃, d̃1, d̃2, ..., d̃k} ← LABTE([F ′;F ])
4 for i← 1 to K do

5 wi ← normalizeddotproduct(q̃, d̃i)
6 end
7 q̂← q
8 for i← 1 to K do
9 q̂ = q̂ + widi

10 end
11 return q̂
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Implementation Details: UGQE model has 2 attention layers (each one with
64 heads) and created features are 512D. Only EDL Loss is used to train this
model. We use Adam optimizer [17] with initial learning rate of 1e−4, a weight
decay of 1e−6, and an exponential learning rate scheduler with a decay of 0.99.
Then we concatenate the original features with the created ones to train the
second self-attention model, which is the LAttQE, which has 3 attention layers
(each one with 64 heads). We use the contrastive loss in Eq (1), with a margin
parameter of 2.1, and the binary-cross entropy loss to train this model. In the
implementation of the EDL, we use the exponential activation layer at the end
of our uncertainty MLP block. We use 2048 queries per epoch and 15 negative
samples, which is chosen empirically, for each positive sample, selected from a pool
of 40000 samples. Choice of the number of negative samples for a positive sample
and the margin is essential as the loss is usually 0 with a low number, i.e. 5 or 10,
of negative samples, and a low margin, i.e. 0.1. Queries and the pool of samples
are updated at every epoch. We also use Adam optimizer with initial learning
rate of 1e−4, a weight decay of 1e−6, and an exponential learning rate scheduler
with decay of 0.99 for the second transformer. We train our setting for 300 epochs
with a batch size of 64, and 127 neighbors. We do not use neighborhood dropping,
which is proposed in [14], as it does not improve the scores in our experiments.
Both models have learnable positional encodings to integrate the positional
information. As there is no publicly available official implementation of [14] 3,
we implemented the LAttQE architecture, which constitutes our baseline. Using
the original hyperparameters reported in the paper4, slightly lower performance
values are obtained than the reported results. We report both results in our
paper, however, we take our implementation as the baseline to compare it with
the proposed UGQE.

4 Experiments

Training Dataset: We use rSfM120k dataset [24] for training the models in
our experiments. The training part of the dataset has 91642 images and 551
landmarks, while validation part has 6403 images and 162 landmarks, distinct
from the training ones. To extract features, we use ResNet101, which is trained
on the Google Landmarks dataset [22], with GeM pooling and a whitening layer.
Resulting feature vectors are 2048-D vectors. Single scale vectors are extracted
at the original scale, with the input image size of 1024, while multi scale vectors
are extracted at 3 scales; 1024*(1,

√
2 and 1/

√
2), and then mean-aggregated.

Both single scale and multi scale vectors are l2 normalized. We use Python Image
Retrieval Toolbox 5 to extract all features. We conduct our experiments with both
single scale and multi scale vectors, whereas training with single scale vectors

3 https://github.com/filipradenovic/cnnimageretrieval-pytorch/issues/68
4 Unfortunately it was not possible to reproduce the performance results reported in

the paper. This is also reported by researchers via issues opened in the github repo
of the paper.

5 https://github.com/filipradenovic/cnnimageretrieval-pytorch
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gives slightly better results so that we report this setting.

Test Datasets: We conduct our tests over three publicly available datasets using
the suggested test protocols as described in [25]. The training dataset and the
test dataset do not contain overlapping images. We provide test results on the
Medium (M) and Hard (H) protocols.

– Revisited Oxford (ROxford (ROxf)): 4993 images with 70 query images.
– Revisited Paris (RParis (RPar)): 6322 images with 70 query images.
– Distractor set (1 million distractors (R1M)): 1 million distractors, which are

irrelevant from (ROxf) and (RPar) datasets, are added to the two datasets
to evaluate the performance in the harder setup.

All test feature vectors are extracted at the multiscale setting, as described in
the training dataset part to make a fair comparison with the existing methods.
We use the commonly used mAP (mean Average Precision) to evaluate the
performance.

Comparison to state-of-the-art: All experimental results are presented in Ta-
ble 1. Results of AQE [7], AQEwD [13], DQE [3], αQE [24] and LAttQE (depicted
in gray) are given as reported in [14]. Our implementation of the LAttQE is given
by LAttQE*. In both settings, the UGQE improves the baseline method[14] in
terms of the reported performance measure. On the (ROxf) dataset, the UGQE
performs better than other existing methods, and gives similar performance on
the (RPar). Furthermore, compared to the traditional methods and the LAttQE,
the UGQE gives more balanced results as the mean mAP outperform the tra-
ditional methods. There are some mixed performance outputs where the αQE
outperformed the transformer based techniques in some scenarios. A possible
explanation is that after some point as the number of neighbors taken into account
in the expansion increases, the performance in (ROxford) decreases while the
performance in (RParis) increases. This indicates that there is a trade-off in
the performance of the two test datasets using traditional methods. However,
even then it can be observed that the addition of the uncertainty guidance in
the self-attention transformer framework helped UGQE surpass the performance
results of the baseline in all settings. Although the results of LAttQE reported in
[14] are not reproducable6, the proposed UGQE outperforms the reproducable
baseline method. Some sample visual results are given in Figure 2, where the
UGQE tends to retrieve irrelevant images (red framed) in later ranks than the
others.

Database Side Augmentation: We employ a Database-side Augmentation
(DBA) approach that is similar to that of [14], which entails dividing the weights
by the temperature parameter T that regularizes the softmax inputs. Hence,
the softmax function is applied to the regularized logits. After calculating the

6 We will release our codes and pretrained models for the reproducable baseline
(LAttQE) as well as the UGQE at the time of publication.
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expanded query with the tempered weights, the resulting vector is l2 normal-
ized. For a given query, the weights and the expanded query are calculated

as follows: w = Softmax
(
normalizeddotproduct

(
q̃,

[
d̃0, d̃1, . . . , d̃k

])
/T

)
, and

q̂ = wqq+
∑k

n=1 wdk
dk, and finally q̂ =

q̂

||q̂||2
.

All database vectors are augmented beforehand offline as described above.
This strategy gives the best results for database side augmentation. In Table
1, DBA+QE section shows the performance results when the described DBA
procedure was applied before all QE models. The DBA-added UGQE method
again outperforms its baseline in all scenarios. Again, there are mixed results
where for RParis (RParis), the DBA-added αQE outperforms the others.

ROxf ROxf + R1M RPar RPar + R1M

M H M H M H M H Mean

No QE

— 67.3 44.3 49.5 25.7 80.6 61.5 57.3 29.8 52.0

QE

[7] AQE 72.3 49.0 57.3 30.5 82.7 65.1 62.3 36.5 56.9
[13] AQEwD 72.0 48.7 56.9 30.0 83.3 65.9 63.0 37.1 57.1
[3] DQE 72.7 48.8 54.5 26.3 83.7 66.5 64.2 38.0 56.8
[24] αQE 69.3 44.5 52.5 26.1 86.9 71.7 66.5 41.6 57.4
[14] LAttQE† 73.4 49.6 58.3 31.0 86.3 70.6 67.3 42.4 59.8

[14] LAttQE* 73.2 49.7 57.1 30.0 84.3 67.2 63.9 37.8 57.9
UGQE 73.3 50.1 58.3 31.0 86.2 70.8 65.0 39.3 59.2

DBA + QE

[7] ADBA + AQE 71.9 53.6 55.3 32.8 83.9 68.0 65.0 39.6 58.8
[13] ADBAwD + AQEwD 73.2 53.2 57.9 34.0 84.3 68.7 65.6 40.8 59.7
[3] DDBA + DQE 72.0 50.7 56.9 32.9 83.2 66.7 65.4 39.1 58.4
[24] αDBA + αQE 71.7 50.7 56.0 31.5 87.5 73.5 70.6 48.5 61.3
[14] LAttQE + LAttDBA† 74.0 54.1 60.0 36.3 87.8 74.1 70.5 48.3 63.1

LAttQE + LAttDBA* 73.8 54.4 57.8 33.0 85.8 70.6 67.2 42.7 60.7
UGQE + UGQEDBA 75.5 56.3 58.0 31.6 87.3 73.3 67.7 43.7 61.7

Table 1. Mean average precision (mAP) of ROxford (ROxf) and RParis (RPar) with
and without 1 million distractors (R1M). Our uncertainty guided query expansion
method outperforms both traditional and learning based expansion methods on most
of the settings. (* with our implementation, gray lines with † as reported in [14], and
all other scores also taken from [14]).

5 Conclusion

In this work, we proposed an uncertainty guided self-attention mechanism to learn
query expansion in an end-to-end fashion. We built a novel feature generation
method that is compatible with the traditional methods such as the QE, AQEwD
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Fig. 2. Sample Visual Results: Color codes are as follows: Yellow Frame: Query Image,
Blue or Green Frame: Relevant Image, Red Frame: Irrelevant Image, Cyan Frame:
Distractor Image. As can be seen from examples, uncertainty information helps to
remove some of the irrelevant retrievals.
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and the learning based LAttQE method. Our work provides evidence to our
hypothesis that the integration of uncertainty information on the neighborhood
relationships in image retrieval methods can lead to the creation of more robust
retrieval systems.
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