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Abstract

As research in human-centered NLP advances,001
there is a growing recognition of the impor-002
tance of incorporating human and social fac-003
tors into NLP models. At the same time, our004
NLP systems have become heavily reliant on005
LLMs, most of which do not model authors. To006
build NLP systems that can truly understand hu-007
man language, we must better integrate human008
contexts into LLMs. This brings to the fore a009
range of design considerations and challenges010
in terms of what human aspects to capture, how011
to represent them, and what modeling strategies012
to pursue. To address these, we advocate for013
three positions toward creating large human lan-014
guage models (LHLMs) using concepts from015
psychological and behavioral sciences: First,016
LM training should include the human context.017
Second, LHLMs should recognize that people018
are more than their group(s). Third, LHLMs019
should be able to account for the dynamic and020
temporally-dependent nature of the human con-021
text. We refer to relevant advances and present022
open challenges that need to be addressed and023
their possible solutions in realizing these goals.024

1 Introduction025

Language is a fundamental form of human expres-026

sion and communication of thoughts, emotions,027

and experiences. Learning the meaning of words028

extends beyond syntax, semantics, and the neigh-029

boring words. To truly understand human language,030

we must look at words in the context of the human031

generating the language. Figure 1 depicts a view of032

how our language is moderated by our somewhat033

stable and changing human states of being over034

time (Fleeson, 2001; Mehl and Pennebaker, 2003;035

Heller et al., 2007).036

Progress in human-centered NLP research has037

established the importance of modeling human and038

social factors, presenting a compelling argument039

that learning language from linguistic signals alone040

is not adequate (Hovy, 2018; Bisk et al., 2020; Flek,041

Figure 1: Language expresses the changing human
states of being over time. To truly understand human
language, language models should have the advantage
of the dynamic human context along with the context of
its neighboring words.

2020), and noting that feelings, knowledge and 042

mental states of the speaker and listener referred to 043

as the “Theory of Mind” (Flavell, 2004), along with 044

other social context variables are vital to language 045

understanding (Bisk et al., 2020; Hovy and Yang, 046

2021). This need is backed by a wealth of empirical 047

evidence demonstrating the benefits of modeling 048

human and social factors (Volkova et al., 2013; Hu 049

et al., 2013; Bamman and Smith, 2015; Lynn et al., 050

2017; Radfar et al., 2020), and personalized models 051

(Delasalles et al., 2019; Jaech and Ostendorf, 2018; 052

King and Cook, 2020; Welch et al., 2020b). 053

In parallel, with the advent of Transformers 054

(Vaswani et al., 2017), there have been many ad- 055

vances in language modeling (Devlin et al., 2019; 056

Dai et al., 2019; Liu et al., 2019; Radford et al., 057

2019) yielding Transformer-based large language 058
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Figure 2: Language is moderated by multiple fac-
tors like who is speaking to whom, where, when, and
other factors like demographics, personality, occupation,
modes of communication etc. The author’s language is
highly dependent on their context, which is referred to
as their human context.

models (LLMs) as the base of most current NLP059

systems. LLMs train on a pre-training task and060

are capable of being applied to a broad set of NLP061

tasks producing state-of-the-art results. But these062

language models create word representation only063

in the context of neighboring words and do not064

explicitly account for the context of the authors.065

Moreover, a person’s language can be considered066

in the rich and complex human context that spans067

a wide range of aspects.068

[S]peakers design their utterances to be069

understood against the common ground070

they share with their addressees—their071

common experience, expertise, dialect,072

and culture. - Schober and Clark (1989)073

Figure 2 illustrates an extensive set of factors074

that can be considered “human context” which af-075

fects how one generates language. A sentence that076

begins with the phrase "I’m going to...", can be con-077

tinued in various ways depending on several factors078

such as (a) who is speaking, (b) where are they / in079

what situation and (c) when are they speaking, and080

(d) to whom the sentence is addressed including081

their own time and place. Specific examples of fac-082

tors include age, personality, occupation, etc., and083

the forms and modes of communication like public084

speaking, letter writing, books, phone conversa-085

tions etc. The speaker’s language is, thus, highly086

dependent on the speaker’s states, traits, social and087

environmental factors (Boyd and Schwartz, 2021),088

which, collectively, are referred to as the human089

context.090

It thus becomes clear that our LLMs can bene-091

fit immensely from integrating the human context092

to truly understand human language but it entails093

multiple challenges. LLMs can be seen as contain- 094

ing a multitude of personas, and when prompted or 095

primed appropriately can assume a specific one (Pa- 096

tel et al., 2022). Continued scaling may bring ben- 097

efit from more diversity, such as great ability of 098

GPT-3 and ChatGPT to simulate some forms of 099

human context, especially in generative tasks (Reif 100

et al., 2022). But the models do not input the multi- 101

level structure (documents connected to people) 102

necessary for modeling the richness of human con- 103

text. 104

Instead, in this work we call for a more direct 105

and explicit integration of the human contexts when 106

building language models. In particular, we advo- 107

cate for including the human context directly in 108

language model training, building rich human con- 109

texts that account for the fact that people are more 110

than their groups, and the dynamic and temporal- 111

dependent changes to their states of being. In short, 112

we call for building large human language models 113

as a step towards better understanding the human 114

language. Furthermore, we discuss open challenges 115

in realizing this vision and their possible solutions. 116

2 Position 1: LM training should include 117

the human context. 118

2.1 Motivation 119

Piantadosi et al. (1988) describe a fallacy in statis- 120

tical models of the world pertaining to modeling 121

individual observations that are part of a group, 122

as if they are independent, a so-called ecological 123

fallacy: 124

"Serious errors can result when an in- 125

vestigator makes the seemingly natural 126

assumption that the inference from an 127

ecological analysis must pertain either to 128

individuals within the group or to indi- 129

viduals across groups." 130

Large Language Models exhibit a form of this eco- 131

logical fallacy, whereby text sequences coming 132

from a common author are treated as if indepen- 133

dent and miss the opportunity to capture depen- 134

dence (Soni et al., 2022). 135

Motivated by this need for interpreting language 136

in its human context and inducing inter-dependence 137

between different text sequences from an individ- 138

ual, we posit the need to train our base large lan- 139

guage models with the human context. One broad 140

way to frame human context-aware language mod- 141

eling is as follows: 142
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Pr(X|H) =
n∏

i=1

Pr(xi|X1:i−1, H)143

This human language modeling problem gener-144

alizes the regular language modeling problem of145

predicting the next word conditioned on the previ-146

ous words in a text sequence X to also condition on147

a human context H . To train LLMs for this human148

language modeling problem, we need methods to149

both represent the human context and to include it150

in our training objective.151

2.2 Past Work152

A rich body of prior work sought to include human153

contexts in NLP models, broadly falling into two154

categories: ones that are closer to the human lan-155

guage modeling frame, and others that are post hoc156

adaptations of models with human contexts.157

Human context-aware language models. Some158

work on personalized language models account for159

human contexts through user embeddings and show160

improvements in predicting mental health like de-161

pression (Wu et al., 2020), and user attributes like162

demographics (Benton et al., 2016), and occupation163

(Li et al., 2015). These focus more on creating user164

representations and less on informing language165

models with the human context. Others pursue166

continued training on the language of specific users167

to build user-specific language models (Wen et al.,168

2013; King and Cook, 2020) achieving substantial169

gains in perplexity. While these support the call for170

integrating human contexts in language modeling,171

we need to go beyond these user-specific models.172

Learning and storing separate models for each user173

presents a scalability challenge, as well as limit-174

ing the sharing of knowledge across different users175

thus limiting generalization.176

Delasalles et al. get close to creating a more gen-177

eralized human language model which improves178

perplexity by 10 points on New york Times and179

Semantic Scholar corpus.. They use a dynamic180

latent representation of the author to capture the181

human context using an LSTM based architecture182

but lacks the richness of the human context that can183

be derived from the author’s language. Also, the184

model parameters seem to depend on the number of185

authors for the static component of the user repre-186

sentation. While this is better than approaches that187

create one model per user, the growth in parameters188

limits scalability and generalization. Soni et al. go189

further towards modeling the rich dynamic human 190

context from the author’s historical language and 191

including it in the continued training of a modi- 192

fied GPT-2 based model. They use social media 193

datasets and show LM improvements with perplex- 194

ity gains of upto 20 points, and improved down- 195

stream task performance on four different tasks 196

including sentiment analysis, stance detection, as- 197

sessing personality, and estimating age. 198

Post hoc human contextualized models. Two 199

broad groups of methods use human contexts in a 200

post hoc fashion: Personalized application-focused 201

models, and Debiasing methods using semantic 202

subspaces. Some examples of the first group in- 203

clude methods that create user specific feature vec- 204

tors (Jaech and Ostendorf, 2018; Seyler et al., 2020) 205

or prefixed static user identifiers (Mireshghallah 206

et al., 2022) or prefixed learned user-specific vec- 207

tors (Zhong et al., 2021; Li et al., 2021) to the word 208

vectors and show improved accuracies for personal- 209

ized sentiment analysis, personalized search query 210

auto-completion, or personalized explainable rec- 211

ommendation. Others developed hierarchical mod- 212

eling using historical text from a user to create per- 213

sonalized models to improve personality detection 214

(Lynn et al., 2020) and stance detection (Matero 215

et al., 2021). In the second group, several studies 216

focused on identifying and eliminating word vector 217

subspaces associated with a particular bias such as 218

gender (Bolukbasi et al., 2016; Wang et al., 2020; 219

Ravfogel et al., 2020) and religion (Liang et al., 220

2020). The broad evidence for personalization and 221

debiasing indicates performance and fairness bene- 222

fits of modeling human contexts. 223

Given the move towards large language models 224

as the basis for NLP, we argue that if the base LLMs 225

can be made human context aware, we can learn 226

better and more fair language representations to 227

begin with. 228

2.3 Challenges and Possible Solutions 229

C1: Including human context. Training LLMs 230

for the human language modeling problem raises a 231

wide range of challenges. These include deciding 232

how to capture the human context effectively and 233

how to incorporate it in training. 234

PS1: Before the advent of LLMs, human-centered 235

NLP mainly infused human context H (e.g. demo- 236

graphic value of an author) into a feature space F 237

either using factor additive approaches (Bamman 238

et al., 2014a; Bamman and Smith, 2015; Kulkarni 239
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et al., 2016; Welch et al., 2020a):240

P = g(F +H)241

or through user factor adaptation (Lynn et al., 2017;242

Huang and Paul, 2019):243

O = g(z(F,H))244

where g is a model trained to output predictions P ,245

and z represents a form of multiplicative compo-246

sitional function that is used to adapt the feature247

space to the human context.248

We can extend these “pre-LLM” approaches to249

LLMs by viewing the hidden states or the contex-250

tual word vectors as features. The human context251

can thus be added directly to the contextual word252

vectors similar to how position embeddings get253

added or via composition functions that adapt the254

contextual word vectors conditioning on the human255

context. More generally, integrating human con-256

text into Transformer based LLMs brings up many257

challenges in terms of modeling, interaction with258

downstream applications, and data processing.259

C2: Modeling decisions. Architectural decisions260

include which layers to modify, where do we in-261

clude the human context, how to alter the self-262

attention mechanism if needed, which components263

(query, key, value) should include the human con-264

text if needed.265

PS2: For example, Soni et al. (2022) modify the266

language modeling task to include the human con-267

text as a user vector, which is derived from au-268

thor’s historical text. The new Transformer-based269

architecture modifies the self-attention computa-270

tion by using the user vector in the query represen-271

tation, and recurrently updates the user vector using272

the hidden states from a later layer. Other works273

(Zhong et al., 2021; Mireshghallah et al., 2022),274

as discussed earlier, simply prefix the user repre-275

sentation to the word embeddings when processing276

through the Transformer based architectures.277

These questions and existing works spur us to278

explore many other architectural solutions for large279

human language models, along with suitable pre-280

training tasks or loss functions that include human281

contexts.282

C3: Model applications. Another key challenge is283

in effectively applying the pre-trained large human284

language models on the target downstream tasks285

and applications.286

PS3: For instance, (i) the pre-training task may287

be built similar to downstream task training i.e.,288

we add a classification or regression head on top 289

of the pre-trained language model and fine-tune 290

for target downstream tasks like a traditional large 291

language model, (ii) the pre-trained model can be 292

trained with downstream task-specific objective i.e., 293

in addition to using the pre-training knowledge, we 294

train the model parameters specific to the target 295

downstream task objective alone, (iii) continue the 296

pre-trained model’s training in a multi-task learning 297

setup i.e., we train for the pre-training objective as 298

well as a downstream task-specific objective, or 299

(iv) fine-tune the pre-trained model by exploring 300

changes in the way target downstream task data 301

is processed, for example, limiting the historical 302

language context for downstream task data. 303

C4: Data processing. Processing human con- 304

text from user’s historical language requires model 305

designs to incorporate solutions to process user- 306

specific data which can be rather long. The run- 307

time and memory complexity of the self-attention 308

mechanism scales quadratically with the sequence 309

length, which often limits their abilities to directly 310

process long input sequences. 311

PS4: Some approaches to address this limitation in- 312

clude sparsifying the attention mechanism (Beltagy 313

et al., 2020; Kitaev et al., 2020; Qiu et al., 2020; 314

Ye et al., 2019; Roy et al., 2021) or using auto- 315

regressive recurrence-based methods (Sukhbaatar 316

et al., 2019; Rae et al., 2019; Dai et al., 2019). Soni 317

et al. used a recurrence mechanism (Dai et al., 318

2019; Yoshida et al., 2020) over temporally or- 319

dered blocks to handle the long historical texts 320

of each user. Another option is to use retrieval- 321

augmentation mechanisms which can expand the 322

model’s ability to incorporate information beyond 323

a limited context (Guu et al., 2020). 324

Other open questions include how much histor- 325

ical language is sufficient to capture the human 326

context, whether adding more language will help 327

build a better human context, and whether we need 328

to process even longer documents in a single pass, 329

among other intriguing considerations. 330

3 Position 2: LHLMs should recognize 331

that people are more than their 332

group(s). 333

3.1 Motivation 334

Human context is not limited to a specific social 335

and demographic group they belong to. Rather it 336

is a mix of the multiple human attribute groups 337

they may belong to and their unique characteristics 338

4



and idiosyncrasies. Even with their groups, it is339

not always a binary association, there are varying340

degrees to which an individual might align with the341

group traits.342

Psychology and Psychopathology have a wealth343

of literature suggesting that people should not be344

put in discrete bins but instead should be placed345

in a dimensional structure by characterizing them346

as a mixture of continuous factors (McCrae and347

Costa Jr, 1989; Ruscio and Ruscio, 2000; Widiger348

and Samuel, 2005). Further, grouping people into349

discrete bins often uses arbitrary boundaries which350

may lose the meaningful distinctions in capturing351

the human context.352

Cross-cultural psychology research has noted353

the distinctions in individualism and collectivism354

concurring with the predictions from Hofstede’s355

model (Hofstede, 1984; Hofstede and Bond, 1984).356

"people from the collectivist culture pro-357

duc[ing] significantly more group and358

fewer idiocentric self-descriptions than359

did people from the individualist cul-360

tures" -Bochner (1994)361

These suggest that it is vital to allow for flexible362

interactions between individualistic and collectivist363

aspects of the human context.364

Moreover, the rich diversity in people cannot365

be captured effectively by modeling a narrow sam-366

ple of variation in human factored groups. In be-367

havioural sciences, Henrich et al. (2010) bring to368

the attention that most of the research in the field is369

often limited to humans belonging to the WEIRD (370

Western, Educated, Industrialized, Rich, and Demo-371

cratic) group. They argue that this narrow group is372

mostly an outlier as a representative of humanity373

in cross-cultural research. This provides a corre-374

sponding lesson for NLP research. We should not375

limit ourselves to a narrow spectrum of specific376

human factors and only modeling outliers in the377

human context.378

Motivated by these ideas from psychology and379

behavioral sciences, we argue for breadth, depth,380

and richness in modeling the human context when381

training large human language models.382

3.2 Past Work383

A huge body of work in human-centered NLP384

has shown the importance of modeling human at-385

tributes like demographic factors and social context,386

and latent human variables in natural language pro-387

cessing. These include works that model factors388

which are either known explicitly from question- 389

naires, social profiles, or inferred from the user’s 390

language, with the aim of grouping people to ana- 391

lyze language variations among different groups. 392

Wide variety of human factors. There are many 393

types of human factors that can influence a per- 394

son’s language. Cross-cultural differences and de- 395

mographics like gender (Volkova et al., 2013) and 396

age (Hovy, 2015) have been shown to influence the 397

perceived meaning of words and aid in multiple 398

text classification tasks (Huang and Paul, 2019), 399

and machine translation (Mirkin et al., 2015; Rabi- 400

novich et al., 2017). Several studies have also ex- 401

ploited benefits from social relations (Huang et al., 402

2014; Yang and Eisenstein, 2017; Zeng et al., 2017; 403

Del Tredici et al., 2019) in sentiment analysis (Hu 404

et al., 2013) and toxic language detection (Rad- 405

far et al., 2020). Existing literature has shown 406

correlations in language variation with personal- 407

ity (Schwartz et al., 2013), occupation (Preoţiuc- 408

Pietro et al., 2015), and geographical region (Bam- 409

man et al., 2014a; Kulkarni et al., 2016; Garimella 410

et al., 2017) illustrating distinctions in style and 411

perspectives among different groups of people. 412

Intersectionality of human factors. A person’s 413

language is mediated not just by an individual fac- 414

tor but by the intersection of many factors. Some 415

works (Bamman and Smith, 2015; Lynn et al., 416

2019; Huang and Paul, 2019) have explored us- 417

ing multiple human factors together in their studies. 418

Some classification tasks from different domains 419

(Huang and Paul, 2019) have shown greater ben- 420

efits in a multi-factored approach of combining 421

gender, age, country, and region, while tasks like 422

sarcasm detection (Bamman and Smith, 2015) and 423

stance detection (Lynn et al., 2019) have performed 424

better by specific author features. These empirical 425

studies indicate the need to explore different combi- 426

nations of human factors for respective downstream 427

tasks and applications. 428

Continuous representation of human factors. 429

A discrete group often relies on arbitrary bound- 430

aries and a person may belong to multiple groups 431

in varying degrees. Thus, using a continuous repre- 432

sentation of human factors may allow us to move 433

away from hard memberships in arbitrary groups 434

to a more realistic soft membership along factor 435

dimensions.Past works have illustrated language 436

differences based on social network clusters with 437

strong gender orientation, treating gender as more 438
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than a binary variable (Bamman et al., 2014b), or439

by continuous adaptation of real-valued human fac-440

tors like continuous age, gender, and Big Five per-441

sonality traits (Lynn et al., 2017).442

Latent human factors. A person’s language has443

characteristics that go well beyond those of a spe-444

cific set of groups they may belong to. To capture a445

broader set of characteristics, some works explored446

deriving latent factors from a person’s language447

(Wen et al., 2013; Lynn et al., 2017; Kulkarni et al.,448

2018). Latent linguistic factors have been shown to449

capture user attributes (Lynn et al., 2017) and differ-450

ences in thoughts and emotions of people (Kulkarni451

et al., 2018). Others create latent representations452

from user posts using bag-of-words (Benton et al.,453

2016), sparse-encoded BERT contextual embed-454

dings (Wu et al., 2020), and averaged GRU em-455

beddings (Lynn et al., 2020). Another approach456

focuses on learning embeddings, i.e., a trainable set457

of parameters, as latent representations of users (Li458

et al., 2015; Amir et al., 2016; Zeng et al., 2017;459

Jaech and Ostendorf, 2018; Welch et al., 2020b).460

These latent user representations and learned em-461

beddings have yielded benefits in multiple down-462

stream tasks and applications.463

Modeling the human context in terms of groups464

that people belong to has pioneered advances in465

human-centered NLP. However, humans are more466

than the groups they belong to. To go further, we467

need a representation that recognizes the variety,468

intersectionality of the human factors across contin-469

uous dimensions, as well as their unique individual470

characteristics.471

3.3 Challenges and Possible Solutions472

C1: Modeling data and representational dis-473

parities. To capture the rich human context, we474

need access to datasets that provide relevant infor-475

mation covering users who are representative of476

the broad and diverse population(Piantadosi et al.,477

1988; Henrich et al., 2010; Johnson et al., 2022).478

Spefically the challenges lie in obtaining datasets:479

(1) that provide access to user identifiers and his-480

torical language that allow us to differentiate the481

human source of the language, associate explicit482

human attributes such as sociodemographic or per-483

sonality attributes, (2) that do not amplify repre-484

sentational disparities (Shah et al., 2020) and span485

multiple domains such as healthcare (Bean et al.,486

2023), customer service (Adam et al., 2021), and487

education (Klein and Nabi, 2019).488

PS1: There are multiple avenues for addressing the 489

challenges above. First, there are a wide-variety of 490

large scale datasets that contain author Ids as meta- 491

data. For example, Amazon reviews, Reddit posts 492

and comments, blogs, books, and news have asso- 493

ciated author Ids as metadata, which can be used to 494

train LHLMs. Second, some representational dis- 495

parities can be addressed by benchmarking and bal- 496

ancing the types of disparities. For example, we can 497

use various text-based human attribute inference 498

methods to detect and balance for attributes such 499

as age, gender, and other demographics (Tadesse 500

et al., 2018; Wang et al., 2019). Similarly, we 501

can address cultural disparities by making use of 502

research efforts to probe(Arora et al., 2023), iden- 503

tify (Gutiérrez et al., 2016; Lin et al., 2018) and 504

benchmark (Yin et al., 2022) cross-cultural differ- 505

ences. Third, we can also use modeling strategies 506

that are better equipped to handle imbalanced and 507

limited data settings. For example, there is large 508

body of work in low-resource settings for problems 509

such as sentiment analysis (Priyadharshini et al., 510

2021; Muhammad et al., 2023), hate speech detec- 511

tion (Modha et al., 2021), and machine translation 512

(Ranathunga et al., 2023). Other notable examples 513

include strategies for culturally grounding mod- 514

els using transfer learning (Sun et al., 2021; Zhou 515

et al., 2023), and adaptation strategies for modeling 516

societal values (Solaiman and Dennison, 2021). 517

Additionally, industries with large user bases are 518

a potential source for language data. Investing in 519

community-wide efforts for publishing and evalu- 520

ating research over proprietary data and improved 521

industry collaborations can provide access to other- 522

wise unavailable data which can also help further 523

research in this area. 524

C2: Privacy issues. Modeling user’s personal char- 525

acteristics carries the inherent risk of inadvertent 526

privacy leaks as well as the potential for adversarial 527

or malicious use. The challenge of guarding the 528

privacy of the individuals can be broadly catego- 529

rized into 2 aspects: (1) Privacy and data control 530

of the data subject, and (2) Licensing model us- 531

age, policies, and laws to prevent potential misuse 532

like target marketing: As seen in the past with 533

Cambridge Analytica Facebook dataset, a poten- 534

tial misuse of modeling humans is target marketing 535

(Isaak and Hanna, 2018; Bakir, 2020). 536

PS2: Existing laws in some parts of the world 537

aim to protect the user privacy and security, such 538

as requiring data anonymization and/or asking for 539

consent to share data. The EU general data pro- 540

6



tection regulation (GDPR) (Lewis et al., 2017), for541

example, is considered one of the strongest such542

law. Italy banned the widespread ChatGPT ser-543

vices citing concerns over breaches of EU data544

protection laws. The US follows the Institutional545

Review Board (IRB) approvals process to protect546

human subjects research with most standards root-547

ing from ethical standards involved in medical re-548

search (Goodyear et al., 2007; Miracle, 2016) such549

as protecting the rights of all research subjects or550

participants in terms of respect, beneficence, jus-551

tice, right to make informed decisions, and recogni-552

tion of vulnerable groups. We should be vigilant in553

preventing such leaks and have strict licensing and554

policies to safeguard malevolent uses. In fact, hu-555

man context aware models themselves can be used556

towards some of these goals such as recognizing557

target marketing and preventing its spread. An key558

part here is in continuing to evolve privacy laws559

and policies as the models evolve and investing in560

studies that can better inform these decisions.561

C3: Model scalability. Targeting human contexts562

that go beyond group characteristics and include563

unique individual characteristics increases the scal-564

ability requirements on the models. The key chal-565

lenge is that the model has to simultaneously cap-566

ture user-specific contexts as well as scale to multi-567

ple users without corresponding increases in model568

parameters or creating a new model itself for each569

user. Past work on personalized models have been570

limited by this scalability issue, whereby either571

models are user-specific or do not scale well. In572

some, a separate model is created for each user573

(King and Cook, 2020), while in others a different574

user identifier is used for each user (Li et al., 2021;575

Zhong et al., 2021; Mireshghallah et al., 2022).576

PS3: Some use a post-hoc fix which handles any577

new user seen after training by updating the user578

embeddings with the new user directly during eval-579

uation (Jaech and Ostendorf, 2018). Delasalles580

et al. (2019) adopt an LSTM-based approach with581

a dynamic author representation which consists582

of user-specific static and dynamic components.583

These approaches that learn user-specific vectors584

are relatively more scalable than the ones that learn585

user-specific models. Soni et al. (2022) eliminate586

this dependence on user-specific vectors using a587

single Transformer-based model, where a recur-588

rent user states module is trained to use authors’589

historical language. While this improves scalabil-590

ity, it is still limited in the amount of historical591

language it can use due to the compute require-592

ments and context-length considerations. These 593

ideas pave the way for further explorations of so- 594

lutions to this challenge of building scalable large 595

human language models. 596

4 Position 3: LHLMs should account for 597

the dynamic and temporally-dependent 598

nature of human context. 599

4.1 Motivation 600

"[People] are embedded within time, that 601

time is fundamentally important to life as 602

it is lived, and that personality processes 603

take place over time." -Larsen (1989) 604

A person’s static and dynamic human states are 605

intertwined, where static traits influence the like- 606

lihood of entering various dynamic states across 607

time (DeYoung, 2015). Correspondingly, a per- 608

son’s language expresses the changing human 609

states and evolving emotions over time (Fleeson, 610

2001; Mehl and Pennebaker, 2003; Heller et al., 611

2007). For the human context to be effective, it 612

must not only be able to model the static human 613

traits and attributes but also the more dynamic hu- 614

man states of being. 615

Temporal rhythms (e.g. diurnal and seasonal) 616

are also known to affect human mood and behavior, 617

which in turn manifests in their language (Golder 618

and Macy, 2011). We need mechanisms that can 619

capture the patterns of regularity or change in hu- 620

man language and human behaviour over time. For 621

example, studies on NLP for mental health also 622

point to the importance of tracking moments of 623

change over time for assessing sucidal risk (Tsaka- 624

lidis et al., 2022). 625

Motivated by these ideas of changing human 626

states and the impact of temporal aspects on human 627

behavior and language, we posit the need for a 628

dynamic and temporally-dependent human context. 629

4.2 Past Work 630

Studies that explore the dynamic nature of hu- 631

man context fall into two broad categories, those 632

that: (1) dynamically update user representations 633

to capture changing human states, and those that 634

(2) contextualize using temporally ordered texts 635

and other aspects that demonstrate the recurrent 636

changes from seasonality or other cyclic patterns. 637

Recurrently updated user representations. As 638

discussed earlier, recurrence mechanisms have 639

been used for building user representations (De- 640

lasalles et al., 2019; Soni et al., 2022). This use of 641
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recurrently updated author representations is moti-642

vated by the need to capture author-specific features643

that do not change with time along with author’s644

altering expression mode, topic evolution, and their645

changing human states over time. Delasalles et al.646

learned a dynamic latent vector using an LSTM647

model for this purpose, while Soni et al. further648

use the target user’s historical texts to recurrently649

update the user representation. When learnt over650

temporally ordered language, these enable captur-651

ing the changing human states and temporal aspects652

as exhibited through their language.653

Temporal Modeling. The changing human states654

over time highlights the need to consider the tempo-655

ral aspect of the human context and its expressions656

in language. Considering temporally ordered texts657

allows capturing some notion of temporality in an658

implicit fashion. Matero et al. (2021) introduced a659

missing message prediction task over a sequence of660

temporally ordered social media posts of the target661

user to build a personalized language model that662

helps in stance detection. Tsakalidis et al. (2022)663

proposed a shared task to capture drastic and grad-664

ual moments of change in an individual’s mood665

based on their language on social media and to666

identify how this change helps assess suicidal risk667

(Boinepelli et al., 2022; V Ganesan et al., 2022).668

Zhou et al. (2020) use other temporal aspects like669

typical periodicity or cyclical nature, frequency,670

and duration to induce common sense in language671

models but over generic newswire texts with no672

direct relation to the human contexts of the authors.673

We propose using recurring patterns or anoma-674

lies can better inform our dynamic human context675

to capture a better representation of a person as676

a whole. This enriched human context capturing677

the periodicity or anomalies in human behavior678

and their language can also help in multiple mental679

health applications and early detection.680

4.3 Challenges and Possible Solutions681

C1: Modeling data. To model the dynamic and682

temporal changes in language, we need time infor-683

mation in our datasets. Assessment over time can684

be thought as an additional dimension to the dataset,685

resulting in a three-dimensional dataset (Larsen,686

1989) with user information, text, and time. While687

it may be possible to obtain a reasonable history688

of a user’s language, obtaining adequate samples689

across all timestamps is difficult.690

PS1: Thus, datasets are likely to have larger “gaps”691

in the time dimension and models may need to learn 692

to fill or otherwise adequately handle these gaps in 693

temporal text sequences (Matero et al., 2021). 694

C2: Modeling temporal language and temporal 695

aspects. The positional encoding in a temporally 696

ordered sequence can allow a language model to 697

learn some temporal aspects (e.g. before/after re- 698

lationships). However, more complex recurrent 699

dynamics at different time scales (e.g. diurnal, 700

weekly, and seasonal) may need other mechanisms 701

that allow the model to explicitly consider the time 702

associated with each text. This raises new chal- 703

lenges in encoding such time information into a 704

temporal embedding and in getting models to use 705

this encoded information. Last, pushing models 706

to consider temporal information may also require 707

developing new language modeling objectives. 708

PS2: Predicting what follows can often be modeled 709

by focusing on the immediate local dependencies 710

(in a Markovian sense). However, to force models 711

to consider different temporal scales we can con- 712

sider objectives that frame predicting what will be 713

said after a specific temporal interval (e.g. the next 714

day, the same day next week and so on). 715

5 Conclusion 716

Building upon the success from two parallels of 717

NLP research: large language models and human- 718

centered NLP, we envision large human language 719

models (LHLMs) as the base of future NLP sys- 720

tems. Previous positions taken in human-centered 721

NLP advocate for modeling human and social fac- 722

tors (Hovy, 2018; Bisk et al., 2020; Flek, 2020; 723

Shah et al., 2020; Hovy and Yang, 2021). We go 724

further and call for modeling a richer and dynamic 725

human context in our future large language mod- 726

els. A rich human context captures the personal, 727

social, and situational attributes of the person, and 728

represents both static traits and dynamic human 729

states of being. We put forward three specific po- 730

sitions as steps toward integrating this rich human 731

context in language models to realize the vision of 732

large human language models. Our roadmap draws 733

on motivations from multiple disciplines, prior ad- 734

vances in human-centered NLP, and organizes the 735

range of challenges to be met in realizing this vi- 736

sion. We call for our NLP research community 737

to take on the challenge of bringing humans, the 738

originators of language, into our large language 739

models. 740
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Limitations741

We elaborate on the three positions we take to cre-742

ate large human language models in terms of the743

need, richness, and dynamic nature of the human744

context in the main paper. However, the scope745

of this position is fairly limited, focusing on the746

details of the human context, only giving social747

context a brief mention in so far as it’s relation to748

human context. Important social context affecting749

language include (1) cultural shifts/changes, (2) en-750

vironmental events like natural disasters, and (3)751

multi-lingual settings (although most of our dis-752

cussion is based on the psychological theory that753

transcends languages). Similarly, we limit our dis-754

cussion on the need and challenges of the breadth755

of the domains of the human context. Finally, our756

discussion of privacy issues is also focused on the757

human context (refer section 3.3) and thus does not758

go into required social policies and its effects on759

language models.760

Ethical Considerations761

Many of the main points of this paper are in them-762

selves of ethical consideration. We thus use this763

section to discuss the uncovered considerations.764

Importantly, while we advocate for large human765

language models and training them with a rich and766

dynamic human context, we also argue not every767

use case of LHLMs are of societal benefit. When768

developing LHLMs to better understand human769

language and for enabling bias correction and fair-770

ness, one should also seek a responsible strategy771

for the release and use of user-level information772

which can sometimes be sensitive or private. For773

such data, user consent and privacy protections are774

important. Otherwise, such models could be used775

for targeted content toward training set users with-776

out their awareness. While laws in some nations,777

such as the GDPR, outlaw such use cases, these778

have not become universal around the world yet.779
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