
Non-Clairvoyant Scheduling with Progress Bars

Ziyad Benomar
CREST, ENSAE, Ecole Polytechnique,

Fairplay joint team,
Palaiseau, France

ziyad.benomar@ensae.fr

Romain Cosson
Courant Institute of Mathematical Sciences

New York University
rc6142@nyu.edu

Alexander Lindermayr
Simons Institute for the Theory of Computing

UC Berkeley
alex.lindermayr@berkeley.edu

Jens Schlöter
Centrum Wiskunde & Informatica (CWI)

Amsterdam, The Netherlands
Jens.Schloter@cwi.nl

Abstract

In non-clairvoyant scheduling, the goal is to minimize the total job completion
time without prior knowledge of individual job processing times. This classical
online optimization problem has recently gained attention through the framework
of learning-augmented algorithms. We introduce a natural setting in which the
scheduler receives continuous feedback in the form of progress bars—estimates
of the fraction of each job completed over time. We design new algorithms for
both adversarial and stochastic progress bars and prove strong competitive bounds.
Our results in the adversarial case surprisingly induce improved guarantees for
learning-augmented scheduling with job size predictions. We also introduce a
general method for combining scheduling algorithms, yielding further insights in
scheduling with predictions. Finally, we propose a stochastic model of progress
bars as a more optimistic alternative to conventional worst-case models, and present
an asymptotically optimal scheduling algorithm in this setting.

1 Introduction

We study the fundamental problem of scheduling on a single machine: there are n jobs, each with a
processing time pj , available at time 0, and the goal is to preemptively (i.e., jobs can be interrupted
and resumed later) schedule them to minimize the sum of the completion times. In the clairvoyant
(or offline) setting, i.e., when all processing times are known to the scheduler, the optimal solution is
to schedule jobs in increasing order of processing times. This rule is known as Shortest Processing
Time First, or as Smith’s rule in reference to a 1956 paper that first formalized it [Smi56]. In many
practical applications, such as operating systems or high-performance computing, the scheduler does
not know the jobs’ processing times upfront. This restriction led to the model of non-clairvoyant
(or online) scheduling, where the scheduler learns about the processing time of a job only when this
job is completed. For this online problem, introduced in the early 90s [FST94, SWW91, MPT94], a
classical algorithm is Round-Robin, which simply allocates the same amount of computing power to
all unfinished jobs. It approximates the optimal solution within a factor (called competitive ratio)
of 2, and it is well-known that this value is optimal among non-clairvoyant algorithms [MPT94].

The clairvoyant and non-clairvoyant models have a stark contrast in their information model, which
is the amount of information (feedback) the online algorithm receives over time. In this paper, we
introduce and study a model of scheduling with progress bars that interpolates between these two
settings. Non-clairvoyant scheduling has already been investigated through the lens of learning-
augmented algorithms (aka algorithms with predictions) [LV21, MV20, LM25b]. Therein, algorithms
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are equipped with additional, possibly erroneous information (predictions) to overcome limitations
of the zero knowledge assumption and hence improve over classical lower bounds. The goal
is to establish strong performance guarantees for perfect predictions (consistency) that degrade
gracefully as the quality of the predictions worsens (smoothness), and which stay bounded for
arbitrarily bad predictions (robustness). This line of research studied various prediction models for
non-clairvoyant scheduling, such as (partial) predictions on the unknown processing times (input
predictions) [PSK18, WZ20, ALT21, ALT22, IKQP23, BP23, BP24], or predictions on the optimal
scheduling order (action predictions) [DIL+22, EKMM24, LM25a, LLMS23]. A shortcoming of
these models is that they give predictions a priori, hence relying only on static information such as
job identifiers or descriptions. This limits their applicability in natural situations where information
might initially be scarce or extremely unreliable, but where its amount and reliability increases as the
scheduler interacts with the system.

Given these limitations, we ask the following question: Is there an information model that allows
algorithms to refine their decisions over time? Our main motivation for this question is estimation
techniques such as profiling [HRB18, WBB+17, XGWC23], which learn about jobs as they are
being executed: while initially we have no good estimate of processing times, we can expect to give
improved predictions after some processing. Inspired by this, we propose a formal model based on
progress bars: while processing a job, we receive an estimated indication of how much percentage
of the job has been completed, revealed at different levels of granularity (e.g., frequency, time, or
levels of updates). Clearly, we cannot expect that the progress bar is perfectly accurate, motivating
the design of scheduling algorithms for adversarial and stochastic progress bars.

1.1 Our results

A progress bar for a job j ∈ [n] := {1, . . . , n} is formally defined as a function φj : [0, 1]→ [0, 1],
that is non-decreasing and satisfies φ(0) = 0 and φ(1) = 1. For all x ∈ [0, 1], φj(x) represents
the displayed progress when job j has an actual progress of x, that is, it has been executed for a
fraction x of its total processing time. The value φj(x) can be interpreted as an estimate of x at
any time during processing. In particular, we can model clairvoyant scheduling as having accurate
progress bars φj : x 7→ x for all j (cf. Figure 1a),1 while the non-clairvoyant setting corresponds to
uninformative progress bars φj : x 7→ 1(x = 1) (cf. Figure 1b). We say that the progress bar φ has a
granularity g ∈ N if it is a step function taking g values besides 0 and 1.

From the scheduler’s point of view, after allocating ej ≤ pj units of computing to job j, the displayed
progress of job j, denoted by Xj(ej) = φj (ej/pj), provides an estimate of the actual progress of
job j, equal to xj = ej/pj . It can also be interpreted as a prediction πj = ej/Xj(ej) on the job
length, which usually refines as more computing is allocated to that job.

The problem of scheduling with progress bars has a flavor similar to decision with bandit feedback
[LS20, BC12]. Indeed, the scheduler faces an explore-exploit tradeoff, where it is incentivized to
prioritize jobs for which the progress bar seems to progress faster (exploit) but must also allocate some
computation to other jobs to refine estimates of their processing times (explore). Like in the bandits
literature, the study of scheduling algorithms with progress bars lends itself to both an adversarial
analysis and to a stochastic analysis. Specifically, we study three models of progress bars, which we
describe in detail below.

1.1.1 Single signal progress bar

We first consider progress bars of granularity 1. In this case, the progress bar stays at 0 until a fraction
βj of job j has been processed, at which point it jumps to a displayed progress of α (where βj may
differ from α due to inaccuracies). Finally, it jumps to 1 upon completion of the job. Formally,

φj(x) = α · 1(βj ≤ x < 1) + 1(x = 1) .

Accurate signal. We start by investigating the case where βj = α for all jobs j. This is equivalent
to each job emitting a signal exactly after it has been processed for an α fraction. This setting
interpolates between the non-clairvoyant (α = 1) and clairvoyant (α = 0) regimes. This setting has

1There is a minor technical difference: while we learn in the clairvoyant setting about pj at j’s arrival, we
need to process j for an ε > 0 fraction to deduce pj via the accurate progress bar φj : x 7→ x.
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Figure 1: Visualization of different progress bars. The horizontal axis represents the actual progress
x of a job and the vertical axis represents the displayed progress φ(x).

been studied before in a different context [YT17, GKL+25]. We show in Theorem 2.1 that a simple
deterministic algorithm is (1 + α)-competitive. This result appears concurrently also in [GKL+25].

Consistent, robust and smooth algorithm. Next, we assume that the signal emission time can be
inaccurate, i.e., βj ̸= α. We demonstrate in Theorem 2.4 that for all ρ ∈ (0, 1), there is a deterministic
algorithm that is (1 + α)-consistent, (1 + 1/ρα)-robust, and smooth. The parameter ρ tunes a tradeoff
between robustness and smoothness in this algorithm. We also demonstrate in Appendix E that the
consistency and robustness bounds can be extended to the more general setting of having m parallel
identical machines.

Improved consistency-robustness tradeoff. In Section 2.3, we discuss how our technique yields
an algorithm for scheduling with job length predictions that improves over the best consistency-
robustness tradeoff in prior work, achieved by time sharing [PSK18]. Interestingly, our algorithm is
the first to actually use the numerical values of the predicted job lengths for robustification, while
time sharing is a black box technique, which also applies to permutation predictions [LM25a].

1.1.2 Untrusted progress bar

We then consider the more general model where the progress bar has granularity g ∈ N, displaying g
intermediate progress levels α(1) < . . . < α(g). We denote for convenience α(0) = 0 and α(g+1) =

β
(g+1)
j = 1. For each h ∈ [g], the displayed progress increases from α(h−1) to α(h) when the actual

progress reaches β(h)
j (cf. Figure 1c for an example). Hence, we formally define for all x ∈ [0, 1]

φj(x) =

g+1∑
h=1

(α(h) − α(h−1)) · 1(x ≥ β
(h)
j ) .

General combining algorithm. To address this setting, we study a more general problem: how to
combine multiple scheduling algorithms. [EKMM24] introduced a randomized strategy to combine
multiple permutation predictions, achieving performance close to that of the best prediction, up to a
regret term. In Theorem 3.1, we extend and improve their approach to combine arbitrary scheduling
algorithms under mild assumptions, even if the algorithms rely on different types of predictions,
or none at all. In particular, this combining strategy can be applied in our setting by interpreting
a progress bar with granularity g as a collection of g progress bars with granularity 1 each, and
combining different instantiations of the algorithm for the single-signal setting.

Implications in learning-augmented scheduling. With our strategy, we can combine Round-Robin
with any 1-consistent algorithm in any prediction model, giving a consistency of 1 + o(1) and a
robustness of 2 + o(1) for a broad class of scheduling instances, where the maximum job processing
time is small enough compared to the optimal objective value. For this class of instances, our result
significantly improves upon previously known consistency-robustness tradeoffs for non-clairvoyant
scheduling with predictions, and substantially narrows the gap between the prior state-of-the-art
algorithms and the lower bound on the consistency-robustness tradeoff established in [WZ20].
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1.1.3 Stochastic progress bar

Finally, we study a stochastic model of progress bars with granularity g ∈ N. Specifically, the bar
can display g + 2 progress levels (h/g+1)0≤h≤g+1, and jumps between these levels according to a
Poisson point process with rate g. Let β̃(1)

j ≤ . . . ≤ β̃
(g)
j denote the first g points of this process,

β
(h)
j = min(1, β̃

(h)
j ) for all h ∈ [g], and β

(g+1)
j = 1. An example is given in Figure 1d. Formally,

φj(x) =
1

g + 1

g+1∑
h=1

1(x ≥ β
(h)
j ) .

Our algorithm follows a repeated explore-then-commit approach: it runs Round-Robin until the
progress bar of a job reaches a certain threshold of order Θ(g2/3), then it commits to that job until
completion, and then it resumes the exploration phase with Round-Robin on the remaining jobs. We
show in Theorem 4.2 that the competitive ratio of this algorithm is 1 +O(g−1/3), and we prove in
Theorem 4.3 a matching lower bound of 1 + Ω(g−1/3) on the competitive ratio of any algorithm.

1.2 Notation and organization

There are n jobs j ∈ [n] with processing times pj such that p1 ≤ . . . ≤ pn. We consider scheduling
with arbitrary preemptions, so a scheduler can process a job for an infinitesimal small amount of
time. The optimal objective value is given by OPT =

∑n
i=1(n− i+ 1)pi [Smi56]. The processing

that job j has received until time t, also called the elapsed time of job j, is denoted by ej(t). The
completion time Cj of job j is the earliest time t that satisfies ej(t) ≥ pj . The total completion time
of a scheduling algorithm is equal to ALG =

∑n
j=1 Cj . For two jobs i, j ∈ [n], we denote by d(i, j)

the delay that i incurs to j, i.e., d(i, j) = ei(Cj). We have (see, e.g., [MPT94]):

ALG =

n∑
j=1

pj +

n∑
i=1

i−1∑
j=1

d(i, j) + d(j, i) . (1)

We present our models and theoretical results in Sections 2 to 4, and then present our empirical results
in Section 5. All proofs are deferred to the appendix.

2 Scheduling with untrusted signal

We begin by studying a simplified scenario in which the progress bars have a granularity g = 1. We
assume that there exists some known α ∈ [0, 1] and unknown βj ∈ [0, 1] for all j ∈ [n] such that
φj(x) = α · 1(βj ≤ x < 1) + 1(x = 1). This model is equivalent to assuming that each job emits a
signal after being processed for an unknown fraction βj of its total processing time.

2.1 Truthful signals

First, we assume that each job emits a signal exactly after being processed for a fraction α of its total
processing time, i.e., βj = α. The following theorem describes an optimal algorithm in this setting.
Theorem 2.1. Consider the algorithm that runs Round-Robin over all jobs, and whenever a job emits
its signal, it is granted preferential execution, i.e. it is run alone until completion. This algorithm
achieves a competitive ratio of 1 + α, which is optimal even for randomized algorithms.

2.2 Untrusted signals

Then, we suppose the signal can be inaccurate: each job j emits its signal after being processed for a
fraction βj ∈ [0, 1] of its total processing time, instead of the announced α. We show how to adapt
the previous algorithm to maintain robustness under such deviations. A natural baseline is to naively
trust the predictions, running the previous algorithm for truthful signals described in Theorem 2.1.
Lemma 2.2. Blindly following the signals yields a total completion time of at most

(1 + α)OPT +

n∑
i=1

(n− i)(βi − α)pi +
∑
i<j

(pj − pi) · 1(βjpj < βipi).
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The theorem above shows that the algorithm is (1 + α)-consistent, which is the best possible
consistency in this setting, and decomposes the additional cost into two components:

• Signal timing error: The first sum captures discrepancies on when signals are received.
Interestingly, this term can be negative if signals arrive earlier than expected, potentially
improving performance in the absence of scheduling inversions.

• Inversion error: The second sum can then be interpreted as the total inversion error, which
is a standard error term in learning-augmented scheduling [LM25a] and captures the increase
of the objective due to scheduling jobs in a non-optimal order.

The inversion error in the previous lemma can be upper bounded using the ℓ1-norm of the signal
timing errors

∑n
i=1 |βi − α|, resulting in the following bound.

Corollary 2.3. Blindly following the signals yields a total completion time of at most (1 + α)OPT+(
1 + 1

α

)
n
∑n

i=1 |βi − α|pi .

The advantage of this algorithm is that it is straightforward, as it does not even depend on α. However,
it lacks robustness: its performance can degrade arbitrarily given adversarial predictions. A standard
approach of prior work on learning-augmented scheduling to address this issue is to run the algorithm
“concurrently” with Round-Robin [PSK18]. Specifically, the consistent algorithm is run at rate λ,
while Round-Robin is run at rate 1 − λ, yielding a consistency of 1+α/λ and robustness of 2/λ.
Nonetheless, our goal is to achieve the perfect consistency 1 + α while minimizing the robustness.

Robust algorithm. We propose the following refined strategy: when a job emits its signal at time t,
it receives preferential execution for (1/α− 1)ei(t) units of time, which is exactly to the remaining
processing time if the prediction were accurate. If the job finishes during this phase, Round-Robin is
resumed. Otherwise, the job is excluded from Round-Robin until all other jobs have reached the same
processing level or have been completed, alternated with preferential execution when some job emits
its signal. In other words, our algorithm runs Shortest Elapsed Time First (SETF) for exploration
phases. SETF always processes equally the jobs that have received the least amount of processing so
far. This refined strategy corresponds to Algorithm 1 below, parametrized with ρ = 1.

While this strategy improves robustness, it suffers from a critical weakness: brittleness [EADL24,
BP25]. That is, its performance degrades abruptly even for arbitrarily small errors in the signal
emission times. We formalize this claim in Proposition A.3, and further illustrate it with experimental
results in Figure 2a.

To mitigate this, we introduce Algorithm 1, which satisfies all desired criteria, i.e., perfect consistency,
robustness, and smoothness. This algorithm can be reinterpreted as an interpolation between the
smooth algorithm from Lemma 2.2 (recovered for ρ→ 0) and the robust strategy described above
(recovered for ρ = 1). Our main result on Algorithm 1 is Theorem 2.4.

Algorithm 1: (1 + α)-consistent, (1 + 1/αρ)-robust algorithm
1 J ← [n]
2 while J ̸= ∅ do
3 Run SETF on J .
4 if a job j emits its signal at time t then
5 Run job j alone for (1/αρ− 1) · ej(t) units of time.
6 if job j completes then
7 J ← J \ {j}

Theorem 2.4. Let ρ ∈ (0, 1]. Algorithm 1 is (1 + α)-consistent, (1 + 1/ρα)-robust, and if ρ ∈ (0, 1),

ALG ≤ (1 + α)OPT +
2n

ρ(1− ρ)α2

n∑
i=1

|βi − α|pi .

In Appendix E, we show that these ideas can also be applied in the more general scheduling
environment of m parallel identical machines. This setting requires tackling additional hurdles, and
we give a (1 + α)-consistent and (1 + 1/α)-robust algorithm as a preliminary proof-of-concept.
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Interestingly, while most learning-augmented algorithms exhibit a consistency-robustness tradeoff,
our algorithm reveals a smoothness-robustness tradeoff, governed by the parameter ρ. In particular,
for ρ = 1, the algorithm achieves robustness 1 + 1/α. We also prove a lower bound on the robustness
of any (1 + α)-consistent algorithm for this problem. The construction is inspired from [WZ20].
Theorem 2.5. If α ∈ (0, 1), then any (1 + α)-consistent deterministic algorithm has a robustness of
at least 1 + Ω(

√
1/α).

2.3 Application to non-clairvoyant scheduling with predictions

Our results for untrusted progress bars can be leveraged to design a learning-augmented algorithm for
non-clairvoyant scheduling with predictions on the processing times. Specifically, if the algorithm is
provided with a prediction πj of pj for each job j ∈ [n], we can frame it in the setting of progress
bars with granularity 1 as follows: we fix a parameter α ∈ [0, 1] and simulate that a job’s progress
bar jumps to level α when it is processed for απj units of time. The scheduling is then performed
using Algorithm 1 with parameter α for some ρ ∈ (0, 1). This yields a consistency of 1 + α and a
robustness of 1 + 1/ρα. Moreover, defining βj = απj/pj , the error term appearing in Theorem 2.4
becomes proportional to

∑
j |πj − pj |.

Notably, this consistency-robustness tradeoff improves upon the best-
known algorithms in the learning-augmented scheduling literature. In-
deed, the state-of-the-art tradeoff achieves consistency 1/λ and robust-
ness 2

1−λ for λ ∈ (0, 1) [PSK18], whereas, with our approach, choosing
α = 1−λ

ρ(1+λ) leads to the same robustness 2
1−λ and consistency 1+ 1−λ

ρ(1+λ) ,
which can be made arbitrarily close to 2

1+λ as ρ→ 1. 2 4 6 8 10

robustness
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Furthermore, existing algorithms typically rely only on the permutation induced by the predictions
on the processing times, whereas our algorithm makes explicit use of the predicted values πj . This
provides the first separation between algorithms using value-based and permutation-based predictions,
two prediction types that were often treated indistinguishably in prior work [PSK18, LM25a].

3 Scheduling with untrusted progress bar

We now consider the general setting where each job is equipped with a progress bar of granularity
g ∈ N, which can display progress levels 0 < α(1) < · · · < α(g) < 1, with jumps between these
levels occurring for actual progress levels 0 ≤ β

(1)
j ≤ . . . ≤ β

(g)
j ≤ 1 for all j ∈ [n].

A naive strategy in this setting is to select a single index h ∈ [g] and apply Algorithm 1 using only
the hth jump in the progress bar for each job. This yields the guarantees from Theorem 2.4 with
parameters α(h) and (β

(h)
j )j . The natural question we ask is whether it is possible to achieve a

performance close to that of choosing the best index in hindsight, among the g indices available.

3.1 Combining scheduling algorithms

To address this question, we revisit a foundational problem in learning-augmented algorithms: how
to combine multiple algorithms to achieve a performance close to the best among them. We approach
this problem for scheduling in a general framework, which extends beyond progress bars.

Suppose we are given g algorithms A(1), . . . ,A(g), which may leverage different types of advice or
predictions. For each h ∈ [g] and for all i ̸= j ∈ [n], let d(h)(i, j) denote the delay that job i causes
to job j under algorithm A(h). We assume that each algorithm A(h) has computable delays, meaning
that d(h)(i, j) can be determined when both jobs i and j have been completed (i.e., the computation
may depend on pi, pj , the progress bar of both jobs, and possibly other information given during
the computation). This assumption holds for most standard scheduling algorithms, whether or not
they use advice, since analyzing the total completion time typically relies on studying mutual delays;
e.g. Round-Robin satisfies d(h)(i, j) = min{pi, pj}. Note that it also holds for the algorithm that
blindly follows the prediction in the single signal model since d(i, j) can be expressed as a function
of pi, βi, pj , βj (see the proof of Lemma 2.2).
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Algorithm 2: Combining multiple algorithms A(1), . . . ,A(g) with computable delays

1 Sample m pairs (uk, vk)
m
k=1 ∼

(
n
2

)
.

2 Run jobs i ∈ {uk, vk}mk=1 until completion in any order.
3 For all h ∈ [g]: compute a(h) =

∑m
k=1(d

(h)(uk, vk) + d(h)(vk, uk)).
4 Let ĥ = argminh a(h). Schedule the remaining jobs using algorithm A(ĥ).

Our combining strategy generalizes the method of [EKMM24], which considers the restricted setting
of multiple permutation predictions. Their algorithm samples m pairs of jobs at random, runs them
to completion, uses the empirical inversion error to select the best-performing permutation, and then
schedules the remaining jobs following that permutation. We extend this idea to general scheduling
algorithms with computable delays. After completing the sampled jobs, we compute the cumulative
delays induced by each algorithm on this sample. We then schedule the remaining jobs using the
algorithm with the lowest empirical total delay. Crucially, our approach works for any algorithms with
computable delays, and is not restricted to algorithms with predictions. We give a formal description
in Algorithm 2.

Theorem 3.1. Let A(1), . . . ,A(g) be any deterministic scheduling algorithms having computable
delays. Then Algorithm 2 with m = 1

8n
2/3(log g)1/3 satisfies

E[ALG] ≤ min
h∈[g]

A(h) +
9

4
n5/3(log g)1/3 max

i∈[n]
pi .

This bound immediately generalizes to random instances, or to algorithms using random parameters,
as we explain in Appendix B.1. If maxi pi = o(n−5/3OPT), then the regret term in Theorem 3.1
becomes o(OPT). This condition is satisfied as soon as a constant fraction of jobs have size at least
Ω(n−ϵ maxi pi) for some ϵ < 1/3, as in that case OPT = Ω(n2−ϵ maxi pi) = ω(n5/3 maxi pi).

3.2 Application to untrusted progress bars

We apply Theorem 3.1 to the setting of untrusted progress bars. For each h ∈ [g], define A(h) as
Algorithm 1 instantiated with α = α(h), ignoring all jumps except the hth one. Additionally, we
combine Round-Robin with the family of algorithms (A(h))h to guarantee robustness. Thus, we can
set ρ = 0 for all algorithms (A(h))h, which yields the best smoothness bound (Lemma 2.2). Using
Lemma 2.2, Theorem 3.1, and the fact that Round-Robin is 2-competitive, gives the following result.
Corollary 3.2. In the non-clairvoyant scheduling problem with progress bars, suppose each job i

emits signals after fractions β(1)
i ≤ . . . ≤ β

(g)
i of its total processing time, instead of the announced

α(1) ≤ . . . ≤ α(g). Then there exists an algorithm with expected total completion time at most

min

(
2OPT, min

h∈[g]
A(h)

)
+O

(
n5/3(log g) ·max

i∈[n]
pi

)
,

where A(h) ≤ (1+α(h))OPT+
∑n

i=1(n−i)(β
(h)
i −α(h)) pi+

∑
i<j(pj−pi)·1(β

(h)
j pj < β

(h)
i pi) .

3.3 Application to non-clairvoyant scheduling with predictions

In the context of learning-augmented scheduling, Theorem 3.1 can be used to combine Round-Robin
with any consistent algorithm that has computable delays. As an illustration, consider scheduling with
a permutation prediction σ that predicting the optimal job order. The algorithm that blindly trusts
this prediction has a total cost of at most OPT+

∑
i<j(pj − pi) · 1(σ(j) < σ(i)) [LM25a], and has

computable delays: for all i ̸= j, the delay that job i incurs to job j is d(i, j) = pi · 1(σ(i) < σ(j)).
Consequently, both algorithms can be combined using Algorithm 2, yielding the following result.
Corollary 3.3. Given a permutation prediction σ, there exists an algorithm with expected total
completion time at most

min
(
2OPT,OPT+

∑
i<j

(pj − pi) · 1(σ(j) < σ(i))
)
+O(n5/3 max

i∈[n]
pi) .
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This result narrows the gap between known upper and lower bounds bounds on the consistency-
robustness tradeoff for learning-augmented scheduling. Specifically, in the lower bound of [WZ20],
setting λ = 1/

√
n implies that any (1 + O(1/

√
n))-consistent algorithm must have robustness at

least 2 + Ω(1/
√
n). In striking contrast, the best upper bound on this tradeoff from prior work is

( 1λ ,
2

1−λ ) for λ ∈ (0, 1) [PSK18], which we improved to ( 2
1+λ ,

2
1−λ ) in Section 2.3. Our approach,

for the first time, achieves consistency 1 + o(1) and robustness 2 + o(1) on instances satisfying
maxi pi = o(n−5/3OPT), providing a first piece of evidence that near-perfect consistency and
robustness could be simultaneously achievable in learning-augmented scheduling.

4 Scheduling with stochastic progress bar

Model. The models studied in the previous sections may appear overly pessimistic, as real-
world progress bars are not adversarial but instead provide noisy approximations of the true
progress [WBB+17, HRB18, XGWC23]. To better capture this, we study a new model of stochastic
progress bars that naturally fits applications in resource management and machine learning. For
example, consider training a neural network until it reaches a certain accuracy. The training can be
seen as a sequence of optimization steps (e.g., gradient descent updates) for which the number of
iterations is not known precisely in advance. Yet, at any time, the fraction of the training that has been
completed can be estimated from the current validation error, and from the appropriate scaling laws.

Specifically, we consider progress bars φ of granularity g ∈ N, where we model the jumps of
the progress bar by the first g jumps of a Poisson process with rate g, meaning that the elapsed
times between jumps are independent exponential random variables with parameter g. Poisson
processes are a standard tool for modeling random event arrivals in queueing theory and related areas
[Ben57, Wol82, GG96]. Formally, for j ∈ [n], denote by β̃

(1)
j ≤ · · · ≤ β̃

(g)
j the first g points of a

Poisson point process with rate g on R+. Set β(h)
j = min(1, β̃

(h)
j ) for all h ∈ [g] and β

(g+1)
j = 1.

We define a stochastic progress bar as follows,

φj(x) =
1

g + 1

g+1∑
h=1

1(x ≥ β
(h)
j ) .

Remark 4.1 (Uniform progress bars). An alternative model is the one in which {β(1)
j , · · · , β(g)

j }
are drawn i.i.d. and uniformly from [0, 1], and then arranged in increasing order. This stochastic
setting is sometimes called Binomial point process [Kal17], because, for any x ∈ [0, 1], the value
gφ(x) is a Binomial random variable, specifically gφ(x) ∼ B(g, x). This contrasts with the Poisson
point process model defined above, for which gφ(x) is a Poisson random variable, specifically
gφ(x) ∼ P(gx). Both models are closely related via the well-known Poisson approximation, which
is a classical technique in probabilistic analysis [MU17], and which essentially states that B(g, x)
and P(gx) are statistically indistinguishable for small values of x ∈ [0, 1]. The Poisson formulation
often allows for cleaner proofs, which is why we focus on this model in the theorem statements.

Connection to multi-armed bandits. Our setting is analogous to a multi-armed bandit problem
with n arms [LS20], where arms can be pulled in continuous time instead of discrete rounds, and
rewards are generated over time—specifically, each jump of a progress bar from one level to the next
is treated as a reward. Short jobs correspond to arms that emit rewards more frequently, aligning with
our scheduling objective: complete shorter jobs as quickly as possible.

A key feature of our problem, however, is that the number of jobs decreases over time, resembling
the mortal bandits setting [CKRU08]. In mortal bandits, algorithms typically rely on an aggressive
exploration phase of the currently alive arms, followed by strong exploitation, contrasting with the
more gradual exploration-exploitation tradeoff seen in classical algorithms like ε-greedy [SB98]
or Upper Confidence Bound (UCB) methods [ACF02]. This intuition carries over to our setting in
which the measure of performance is a competitive ratio: when two jobs have similar processing
times, it is preferable to commit early to one of the two jobs rather than to waste time estimating
which is the shortest of the two.

Repeated Explore-Then-Commit algorithm. Following this intuition, we propose an algorithm
that alternates between exploration and exploitation. It runs Round-Robin on all alive jobs until the
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displayed progress of one of them reaches a threshold k/g+1 (for a carefully chosen parameter k), at
which point the algorithm fully commits to completing that job. It then resumes Round-Robin on the
remaining jobs and iterates this process. Thus, the algorithm alternates between phases of exploration
(Round-Robin) and aggressive exploitation (committing to a job); see Algorithm 3 It can also be seen
as a variant of Algorithm 1 that ignores all except the k-th signals and where αρ→ 0.

Algorithm 3: Repeated Explore-Then-Commit with threshold k

1 J ← [n]
2 while J ̸= ∅ do
3 Round-robin step on J .
4 if ∃j ∈ J : Xj(ej(t)) ≥ k/g+1 then
5 Run job j until completion and set J ← J \ {j}.

In the next theorem, we prove an upper bound on the competitive ratio of Algorithm 3.

Theorem 4.2. Let g ≥ 12. For k = ⌈(g/2)2/3⌉+ 1, Algorithm 3 has a (expected) competitive ratio
of at most 1 + (12/g)1/3 for minimizing the total completion time with a stochastic progress bar.

A natural question is whether the convergence rate of 1 + O(g−1/3) is optimal. We answer this
question affirmatively, and establish the asymptotic optimality of our algorithm.

Theorem 4.3. The (expected) competitive ratio of any scheduling algorithm with a Poisson stochastic
progress bar of granularity g ∈ N is at least 1 + 1

36g
−1/3.

The proof of this lower bound is similar to lower bound arguments for stochastic bandits, yet applied
in the different context of scheduling and of competitive analysis. We show that for two jobs with
similar processing times, say p1 = 1 and p2 = 1 + τ with τ = g−1/3, the processes e→ X1(e) and
e→ X2(e) are statistically indistinguishable with non-negligible probability if e < τ . Morally, this
means that the best thing an algorithm can do is running both jobs in parallel until a progress of τ .

Finally, we also prove an upper bound on the competitive ratio with high probability in Appendix C.3.

5 Experiments

We now present empirical experiments that validate our theoretical results. In the experiments, we
consider instances with n = 500 jobs, where processing times are sampled independently from a
Pareto distribution with parameter 1.1. Each point in the figures represents an average over at least
20 independent trials, with standard deviation indicated. In this section, we give a short overview of
our findings. An extensive description of our setup and results is given in Appendix D.
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Figure 2

In Figures 2a and 2b, the predictions (πi)i are noisy estimates of the true job sizes pi, with independent
Gaussian noise: πi ∼ N (pi, σ). Figure 2a shows the behavior of Algorithm 1, with α = 0.5, for
various values of ρ, where signal emission times are computed as βi = max(0,min(1, πi/pi)). As
Theorem 2.4 suggests, setting ρ close to 1 improves robustness, but the algorithm’s performance is
not smooth. On the other hand, smaller ρ values improve smoothness at the expense of robustness.
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Figure 2b compares three robustification strategies: time sharing [PSK18], delayed predictions
(Section 2.3), and the combining algorithm (Section 3.3). The first two use tuned hyperparameters
to ensure the same robustness level. From the figure, delayed predictions appear to guarantee
better robustness than time sharing, but the performance is highly sensitive to errors. In contrast,
the combining algorithm requires no parameter tuning and achieves both strong robustness and
consistency, while keeping good smoothness guarantees. The gap in performance between the
combining algorithm and the other strategies becomes more significant for larger values of n.

Finally, in Figure 2c, we compare the performance of Algorithm 3 (with k = 1 and k = Θ(g2/3)),
Round-Robin (RR), and a generic Explore-Then-Commit (ETC) algorithm, which runs RR until all
jobs reach displayed progress Θ(g−1/3), and then schedules the jobs sequentially in decreasing order
of their displayed progress. Our results show that the algorithm of Theorem 4.2 clearly outperforms
the other algorithms over the full range of granularities. Moreover, the empirical competitive ratio
approaches 1 as g grows, validating the bound of Theorem 4.2.

6 Conclusion and open directions

We initiated the study of progress bars in the context of non-clairvoyant scheduling. For both
adversarial and stochastic progress bars, we developed algorithms and analyzed their performance
guarantees. We believe that this framework is suited to other online problems and that it provides a
realistic perspective going beyond worst-case analysis.

Finally, we highlight two open directions. First, in the adversarial single-signal progress bar, there is
a gap of Θ(α−1/2) between the upper bound and the lower bound in our analysis of the consistency-
robustness tradeoff (cf. Theorem 2.4 and Theorem 2.5). Finding out the exact asymptotic tradeoff is
an interesting open problem. Second, in the stochastic progress bar model, our results do not improve
over the competitive ratio of 2 when the granularity of the progress bar is very small (specifically, for
g ≤ 12). Particularly natural is the special setting where each job has a single uniformly distributed
signal. We believe that even this minimal information is sufficient to break the competitive ratio of 2,
with experimental evidence suggesting that the competitive ratio could be below 5/3.
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NeurIPS Paper Checklist

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: The abstract indicates the scope of the paper: learning-augmented scheduling,
and describes the particular problem we consider. A more formal description and discussion
of related work and scope are in the introduction.

Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?

Answer: [Yes]

Justification: The paper presents different algorithms for scheduling with untrusted progress
bars. The limitations of our algorithms are potential improvements are discussed in the
paper.

Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs
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Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
Answer: [Yes]
Justification: The assumptions for all the theoretical results are clearly stated in the main
body of the paper. All the proofs are in the appendix.
Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
Answer: [Yes]
Justification: The paper gives all the information needed to reproduce the experiments.
Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.
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5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
Answer: [Yes]
Justification: The code is included in the supplementary material
Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental setting/details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?
Answer: [NA]
Justification: The experiments presented in the paper are simulations of scheduling algo-
rithms with advice and do not involve training or testing any machine learning models.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?
Answer: [Yes]
Justification: Standard deviations are reported in the figures
Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).
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• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [NA]

Justification: The experiments presented in the paper are simulations of scheduling algo-
rithms with advice and do not involve training or testing any machine learning models.
Reporting of computing resources is not necessary.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code of ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: Our paper respects the Code of Ethics of NeurIPS.

Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).

10. Broader impacts
Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [No]

Justification: This paper presents foundational/theoretical work in the field of learning
augmented scheduling. We do not feel that any potential societal consequences of our work
must be specifically highlighted.

Guidelines:

• The answer NA means that there is no societal impact of the work performed.
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• If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

• Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: In general, learning-augmented scheduling algorithms pose no such risks.

Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [NA]

Justification: We do not use any prior assets. While we compare our algorithms to benchmark
algorithms from prior work (time-sharing), we re-implemented them for our experiments.
The original papers introducing them are cited in the related work.

Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
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• For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

• If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]

Justification: We do not release any new assets.

Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and research with human subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]

Justification: the paper does not involve crowdsourcing nor research with human subjects.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional review board (IRB) approvals or equivalent for research with human
subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]

Justification: the paper does not involve crowdsourcing nor research with human subjects

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.
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• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

16. Declaration of LLM usage
Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.
Answer: [NA]
Justification: LLMs are not used as any essential, original, or non-standard component in
this research.
Guidelines:

• The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

• Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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A Proofs of Section 2

A.1 Proof of Theorem 2.1

In this section, we prove Theorem 2.1, which we restate below for convenience.
Theorem 2.1. Consider the algorithm that runs Round-Robin over all jobs, and whenever a job emits
its signal, it is granted preferential execution, i.e. it is run alone until completion. This algorithm
achieves a competitive ratio of 1 + α, which is optimal even for randomized algorithms.

The upper bound of the theorem is a corollary of Lemma 2.2, which we show in the next section,
noting that accurate signals imply α = βj for all j ∈ [n]. Hence, here we focus on proving the lower
bound. The proof is adapted from [MPT94] and appears concurrently in [GKL+25].
Lemma A.1. For every α ∈ [0, 1], every randomized algorithm that receives a single accurate signal
at α has a competitive ratio of at least 1 + α for minimizing the total completion time.

Proof. Using Yao’s principle, we fix a deterministic algorithm and consider a randomized instance
with n jobs 1, . . . , n with processing times pj drawn independently from the exponential distribution
with scale 1. That is, every job has a size of at least x with probability e−x, and E[pj ] = 1.

Fix two arbitrary jobs i and j. We compute their expected pairwise delay E[d(i, j) + d(j, i)] in the
algorithm’s schedule. To this end, consider for any fixed processing amount y the event E(y) that
neither i nor j has emitted its signal after the algorithm processed a total amount of y on both i and j
together. Let yi denote the part of y used for processing job i. Note that

P[E(y)] = P[αpi > yi] · P[αpj > y − yi] = e−y/α .

Therefore, the expected pairwise delay of i and j while both have not yet emitted their signal is
equal to

∫∞
0

P(E(y)) dy = α. Furthermore, the expected pairwise delay of i and j while at least one
already emitted its signal is equal to

E[min{(1− α)pi, (1− α)pj}] = (1− α)

∫ ∞

0

P(pi > x) · P(pj > x) dx =
1

2
(1− α) .

Thus, E[d(i, j)+d(j, i)] = 1
2 (1+α). Using (1), we conclude that E[ALG] ≥ n+

∑n
j=1

∑j−1
i=1

1
2 (1+

α).

We now study the optimal objective value OPT for this instance. In this scenario, an optimal schedule
schedules job in non-decreasing order of their processing times. Thus, the expected pairwise delay of i
and j in the optimal schedule is equal to E[min{pi, pj}] = 1

2 . Hence, E[OPT] = n+
∑n

j=1

∑j−1
i=1

1
2 .

We conclude that the competitive ratio is at least

n+
∑n

j=1

∑j−1
i=1

1
2 (1 + α)

n+
∑n

j=1

∑j−1
i=1

1
2

,

which approaches 1 + α as n goes to∞, and thus, implies the statement.

A.2 Proof of Lemma 2.2

Recall that “blindly following the signals” refers to the algorithm of Theorem 2.1. That is, to the
algorithm that runs round-robin over all jobs and, whenever a job j emits a signal, runs only this job
until completion before returning to round-robin.
Lemma 2.2. Blindly following the signals yields a total completion time of at most

(1 + α)OPT +

n∑
i=1

(n− i)(βi − α)pi +
∑
i<j

(pj − pi) · 1(βjpj < βipi).

Proof. Let i < j ∈ [n], i.e., pi ≤ pj . Recall that the algorithm processes both jobs with the same
rate until one of them emits its signal. Hence, the term min{βipi, βjpj} describes the amount of
processing each of the two jobs receive until one of the emits its signal.
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If βipi < βjpj then job i emits its signal first, when both jobs have been executed each for βipi units
of time, then it is executed until completion. Thus the mutual delay caused by the two jobs to each
other is

d(i, j) + d(j, i) = pi + βipi = (1 + α)pi + (βi − α)pi .

On the other hand, if βipi > βjpj , then we obtain similarly that

d(i, j) + d(j, i) = βjpj + pj
= (1 + α)pi + (βjpj − αpi) + (pj − pi)

≤ (1 + α)pi + (βi − α)pi + (pj − pi)

where we used in the last inequality that βipi > βjpj . In both cases, we can write that

d(i, j) + d(j, i) ≤ (1 + α)pi + (βi − α)pi + (pj − pi)1(βipi > βjpj) ,

and it follows that

ALG =

n∑
i=1

pi +
∑
i<j

d(i, j) + d(j, i)

≤
n∑

i=1

pi +
∑
i<j

((1 + α)pi + (βi − α)pi + (pj − pi)1(βipi > βjpj))

=

n∑
i=1

pi + (1 + α)

n∑
i=1

(n− i)pi +

n∑
i=1

(n− i)(βi − α)pi +
∑
i<j

(pj − pi)1(βjpj < βipi)

≤ (1 + α)OPT +

n∑
i=1

(n− i)(βi − α)pi +
∑
i<j

(pj − pi)1(βjpj < βipi) .

The inversion error in the previous lemma can be upper bounded using the absolute signal timing
errors, resulting in the following bound.

Corollary A.2. Blindly following the signals yields a total completion time of at most

(1 + α)OPT +

(
1 +

1

α

)
n

n∑
i=1

|βi − α|pi .

Proof. For all i < j, if βjpj < βipi then

pj − pi ≤ pj − pi +
βipi − βjpj

α

= pj −
βjpj
α

+
βipi
α
− pi

≤ 1

α
|βj − α|pj +

1

α
|βi − α|pi .

It follows that ∑
i<j

(pj − pi)1(βjpj < βipi) ≤
∑
i<j

1

α
|βj − α|pj +

1

α
|βi − α|pi

=

n∑
i=1

∑
j ̸=i

1

α
|βi − α|pi

=
n− 1

α

n∑
i=1

|βi − α|pi .
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We deduce from Lemma 2.2 that

ALG ≤ (1 + α)OPT + (n− 1)

n∑
i=1

|βi − α|pi +
n− 1

α

n∑
i=1

|βi − α|pi

≤ (1 + α)OPT +

(
1 +

1

α

)
n

n∑
i=1

|βi − α|pi .

A.3 Proof of the brittleness of Algorithm 1 with ρ = 1

Proposition A.3. If α < 1, then for all ε > 0, there is an instance of job sizes (pj)j∈[n] and signal
emission fractions (βj)j∈[n] satisfying

∑n
j=1 |βj−α| ≤ ε, for which Algorithm 1 with ρ = 1 satisfies

ALG

OPT
≥ 2 .

This means that an arbitrarily small error in the signal emission times suffices to deviate from the
consistency bound 1 + α.

Proof. Let ε > 0, m ≥ 1, and δ ≤ ε
2m . Consider an instance with n = 2m jobs, with sizes given

by pj = 1 for j ≤ m and pj = 1/α for j > m. For all j ∈ [2m], let βj = α − δ, so that the total
deviation from the announced value α is

∑
j |βj − α| = 2mδ ≤ ε.

Running Algorithm 1 with parameter ρ = 1, the initial phase is Round-Robin execution until each
job has been processed for α− δ units of time. At this point, the jobs with j ≤ m emit their signals
by definition of βj . To resolve simultaneous emissions, assume infinitesimal perturbations to ensure
that signal times are distinct. These m jobs, each with size 1, then receive preferential execution one
after the other, until reaching an elapsed time of βj/α = 1− δ/α. In particular, none of these jobs
completed yet, as their size is 1.

At this stage, the second set of m jobs (j > m), each of size 1/α, have received less processing
and are now scheduled using Round-Robin, until they reach elapsed times of 1− δ

α each, at which
point they emit their signals and receive preferential execution, until they have an elapsed time of
βjpj/α = 1/α−δ/α2. This happens at time m(1−δ/α)+m(1/α−δ/α2) = m(1+1/α)(1−δ/α).
Since no job has been completed by this time, the sum of completion times incurred by the algorithm
satisfies:

ALG ≥ 2m ·m(1 + 1/α)(1− δ/α) = 2m2(1 + 1/α)(1− δ/α) .

On the other hand,

OPT =

m∑
j=1

j +

m∑
j=1

(m+ j/α) = m2

(
3

2
+

1

2α

)
+ o(m2) .

Therefore

ALG

OPT
≥ (1− δ/α) · 4α+ 4

3α+ 1
− o(1) .

Note that, for α ∈ [0, 1), we have 4α+4
3α+1 > 2. Hence, for δ sufficiently small and m sufficiently large,

the lower bound above becomes larger than 2, which concludes the proof.

A.4 Proof of Theorem 2.4

Theorem 2.4. Let ρ ∈ (0, 1]. Algorithm 1 is (1 + α)-consistent, (1 + 1/ρα)-robust, and if ρ ∈ (0, 1),

ALG ≤ (1 + α)OPT +
2n

ρ(1− ρ)α2

n∑
i=1

|βi − α|pi .
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Proof. As in other proofs, we assume that p1 ≤ . . . ≤ pn. Let k = 1
ρα > 1

α , and i < j ∈ [n]. We
will analyze the mutual delay between jobs i and j, depending on their job sizes and the times when
their signals are emitted. To this end, we distinguish between multiple cases and, for each case prove
a robustness bound of the form d(i, j) + d(j, i) ≤ (1 + k)pi and an error-dependent bound of

d(i, j) + d(j, i) ≤ (1 + α)pi +
k + 1

α− 1/k
(|βi − α|pi + |βj − α|pj) .

Case 1 kβi ≤ 1: Note that kβi ≤ 1 implies that i either does not finish during its preferential
execution (kβi < 1) or the preferential execution suffices to exactly finish i (kβi = 1). For
this case, we can observe that proving d(i, j) + d(j, i) ≤ (1 + k)pi immediately implies an
error-dependent bound, just by using βi ≤ 1

k :

d(i, j) + d(j, i) ≤ (1 + k)pi = (1 + α)pi + (k − α)pi ≤ (1 + α)pi +
k − α

α− 1/k
(α− βi)pi

≤ (1 + α)pi +
k + 1

α− 1/k
(|βi − α|pi + |βj − α|pj) .

Hence, it suffices to show d(j, i) + d(i, j) ≤ (1 + k)pi. We do so by distinguishing two
sub-cases.

Case 1.1 βjpj ≥ Ci: If j emits its signal after i completes, then the SETF-part of the
algorithm ensures that the delay is at most d(j, i) + d(i, j) ≤ 2pi ≤ (1 + k) · pi.

Case 1.2 βjpj < Ci: For j to emit its signal before i completes, we must have βjpj ≤ pi.
The maximum delay of i caused by j is d(j, i) = max{kβjpj , pi} ≤ max{kpi, pi} =
kpi, where the inequality follows from βjpj ≤ pi. Note that the first term kβjpj in
the maximum is the maximum delay in case that j completes during its preferential
execution, which is composed of a delay of βjpj before j emits and a delay of (k −
1)βjpj during the preferential treatment. Since d(i, j) ≤ pi holds trivially, we can
conclude with d(j, i) + d(i, j) ≤ (1 + k)pi.

Case 2 kβi > 1 and βjpj > βipi: In this case, i emits its signal before j due to βjpj > βipi.
Furthermore, i completes during its preferential execution due to kβi > 1. Thus, the delay
of i by j is only caused during the parallel execution before i emits its signal. Hence
d(j, i) ≤ βipi. Since d(i, j) ≤ pi holds trivially, we conclude d(j, i) + d(i, j) ≤ (1 +
βi)pi ≤ (1 + k)pi. This immediately implies an error-dependent bound:

d(i, j) + d(j, i) ≤ (1 + βi)pi ≤ (1 + α)pi + |βi − α|pi

≤ (1 + α)pi +
k + 1

α− 1/k
(|βi − α|pi + |βj − α|pj) .

Case 3 kβi > 1 and βjpj ≤ βipi: In this case, j emits before or at the same time as i (βjpj ≤ βipi)
and i completes during its preferential execution ( kβi > 1). We start with the general
inequality

pj − pi ≤ pj −
βjpj
α

+
βipi
α
− pi ≤

1

α
|βj − α|pj +

1

α
|βi − α|pi , (2)

which will be useful below. Next, we distinguish between three sub-cases.

Case 3.1 kβj ≥ 1: Job j is the first to emit its signal and is then executed until completion
due to kβj ≥ 1. Thus, d(i, j) = βjpj as i only delays j during the parallel execution
before j emits its signal. Furthermore, d(j, i) = pj as j finishes before i during the
preferential execution. Using βjpj ≤ βipi ≤ pi, we obtain

d(i, j) + d(j, i) = βjpj + pj ≤ (1 + k)βjpj ≤ (1 + k)pi .
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Furthermore, βjpj ≤ βipi and (2) give

d(i, j) + d(j, i) = βjpj + pj
= (1 + α)pi + (βjpj − αpi) + (pj − pi)

≤ (1 + α)pi + (βi − α)pi +
1

α
|βi − α|pi +

1

α
|βj − α|pj

≤ (1 + α)pi +

(
1 +

1

α

)
|βi − α|pi +

1

α
|βj − α|pj

≤ (1 + α)pi +
k

α− 1/k
|βi − α|pi +

1

α
|βj − α|pj

≤ (1 + α)pi +
k + 1

α− 1/k
(|βi − α|pi + |βj − α|pj) .

where we used in the second to last inequality that

α+ 1 ≤ α+
1

α
≤ k +

1

k
≤ k +

1

k
+

1

αk
,

which is equivalent to
(
α− 1

k

) (
1 + 1

α

)
≤ k.

Case 3.2 kβj < 1 and kβjpj > βipi: Job j again emits its signal first and receives prefer-
ential execution, but fails to terminate during the preferential execution as kβj < 1.
Since kβjpj > βipi, job i emits its signal before catching up with the elapsed time of
j, and is then executed until completion. Thus d(i, j) = pi and d(j, i) = kβjpj . We
have

d(i, j) + d(j, i) = pi + kβjpj ≤ pi + kβipi ≤ (1 + k)pi .

Additionally, it follows from kβj < 1 that

d(i, j) + d(j, i) ≤ pi + kβjpj
= (1 + α)pi + kβjpj − αpi
= (1 + α)pi + (kβjpj − pj) + (pi − αpi) + (pj − pi)

≤ (1 + α)pi + (1− α)pi + (pj − pi)

≤ (1 + α)pi +
1− α

α− 1/k
(α− βj)pj + (pj − pi) ,

where we used in the last inequality that kβj < 1 and pi ≤ pj . Finally, (2) gives

d(i, j) + d(j, i) ≤ (1 + α)pi +
1− α

α− 1/k
(α− βj)pj +

1

α
|βi − α|pi +

1

α
|βj − α|pj

= (1 + α)pi +
1

α
|βi − α|pi +

2− α

α− 1/k
|βj − α|pj

≤ (1 + α)pi +
k + 1

α− 1/k
(|βi − α|pi + |βj − α|pj) .

Case 3.3 kβj < 1 and kβjpj ≤ βipi: In this case, the elapsed time of job i reaches that of
job j before job i emits its signal, both jobs are then processed equally until job i emits
its signal, then it receives preferential execution until completion. Hence d(i, j) = pi
and d(j, i) = βipi. It follows immediately that

d(i, j) + d(j, i) = (1 + βi)pi ≤ (1 + k)pi ,

and

d(i, j)+d(j, i) = (1+α)pi+(βi−α)pi ≤ (1+α)pi+
k + 1

α− 1/k
(|βi − α|pi + |βj − α|pj) .

From analyzing all the possible cases, we deduce that, for all values of pi ≤ pj and βi, βj , the mutual
delay d(i, j) + d(j, i) is at most (1 + k)pi. Using (1), it follows that

ALG =

n∑
i=1

pi +
∑
i<j

(d(i, j) + d(j, i)) ≤
n∑

i=1

pi + (1 + k)
∑
i<j

pi ≤ (1 + k)OPT ,
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which proves that the robustness ratio is at most 1 + 1/ρα if k = 1/ρα for some ρ ∈ (0, 1].

We will now deduce the smoothness bound. To lighten the notation, we denote by ∆i = |βi − α|pi
for all i ∈ [n]. In the case-analysis above, we have already shown the following error-dependent
bound for all i < j:

d(i, j) + d(j, i) ≤ (1 + α)pi +
k + 1

α− 1/k
(∆i +∆j) ,

which yields after summation that

ALG =

n∑
i=1

pi +
∑
i<j

(d(i, j) + d(j, i))

≤
n∑

i=1

pi + (1 + α)
∑
i<j

pi +
k + 1

α− 1/k

n∑
j=1

j−1∑
i=1

(∆i +∆j)

≤ (1 + α)OPT +
k + 1

α− 1/k

 n∑
i=1

(n− i)∆i +

n∑
j=1

(j − 1)∆j


≤ (1 + α)OPT +

k + 1

α− 1/k
n

n∑
i=1

∆i .

Finally, it holds for k = 1/(ρα) that

k + 1

α− 1/k
=

1/(ρα) + 1

(1− ρ)α
=

1 + ρα

ρ(1− ρ)α2
≤ 2

ρ(1− ρ)α2
,

which concludes the proof.

Even for ρ = 1, we have no tight example for the robustness bound of Algorithm 1. The best example
that we have shows that the robustness of this algorithm is in 1 + Ω(

√
1/α). Thus, we leave as open

question whether the robustness analysis of the algorithm can be improved.

A.5 Proof of Theorem 2.5

Theorem 2.5. If α ∈ (0, 1), then any (1 + α)-consistent deterministic algorithm has a robustness of
at least 1 + Ω(

√
1/α).

Proof. Fix a deterministic α-clairvoyant algorithm. Consider an instance I1 composed of n jobs
with unit processing times. Let t denote the first time when a job completes. We assume that
1 = e1 ≥ . . . ≥ en, where ej = ej(t) denotes the total progress of job j until time t. Thus,
job 1 completes at time t. We assume the algorithm does not idle, and have t =

∑n
i=1 ei. Note

that the best strategy for any algorithm at time t is to finish the jobs in the order of their index as
1− e1 ≤ . . . ≤ 1− en. Since the algorithm is by assumption (1 + α)-competitive, it must hold that

nt+

n∑
j=1

(n− j + 1)(1− ej) ≤ ALG ≤ (1 + α)OPT = (1 + α)
n(n+ 1)

2
.

Since t =
∑n

j=1 ej , the above can only be true if

n∑
j=1

(j − 1)ej ≤ α
n(n+ 1)

2
. (3)

Let ε > 0 be sufficiently small. We consider another instance I2 with processing times p1 = 1 and
pj = ej + ε for every job 2 ≤ j ≤ n. The jobs emits their signal until time t as they have done in
instance I1. Note that these signals may not emit after an α-fraction of the jobs are done, which is
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possible because we are in the robustness case. Thus, the algorithm processes I1 and I2 equivalently
until time t, as it is deterministic. We have for ε→ 0 that

ALG

OPT
≥

n
(∑n

j=1 ej

)
∑n

j=1 j · ej
=

n
(
e1 +

∑n
j=2 ej

)
e1 +

∑n
j=2 j · ej

.

Now, by considering this ratio as a function of e2, . . . , en subject to
∑n

j=2 ej = t − e1 and e2 ≥
. . . ≥ en, note that it is minimized if and only if e2 = . . . = en = t−e1

n−1 for all jobs j. Thus, the
above is at least

nt

e1 +
1
2 (n+ 2)(t− e1)

.

Since this ratio is minimized if t is as large as possible, and the left-hand side of (3) is equal to n t−e1
2 ,

at this minimum (3) must be tight and we have that t = α(n+ 1) + e1. Thus, the above is at least

n(α(n+ 1) + e1)

e1 +
1
2 (n+ 2) · α(n+ 1)

=
n+ αn(n+ 1)

1 + 1
2α(n+ 1)(n+ 2)

.

Finally, choosing n = Θ(
√

1/α) implies that the robustness ratio of the algorithm is at least

Ω

(
n+ αn2

αn2

)
= Ω(n) = Ω(

√
1/α) ,

which concludes the proof.

While our algorithm does not match this lower bound, it is possible to improve the robustness by
relaxing the consistency guarantee. This can be achieved by selecting a parameter α′ ∈ [α, 1] and
running Algorithm 1 with α′ in place of α, using ρ = α′/α. Specifically, if a job j emits a signal
at time t, the algorithm waits until the job has been processed for α′

α ej(t) before treating the signal
as emitted. This modification yields a degraded consistency of 1 + α′, and improved robustness of
1 + 1/α′.

B Proofs of Section 3

Theorem 3.1. Let A(1), . . . ,A(g) be any deterministic scheduling algorithms having computable
delays. Then Algorithm 2 with m = 1

8n
2/3(log g)1/3 satisfies

E[ALG] ≤ min
h∈[g]

A(h) +
9

4
n5/3(log g)1/3 max

i∈[n]
pi .

Proof. Let pmax = maxi∈[n] pi. Since pi ∈ [0, pmax] for all i ∈ [n], the total delay caused by the first
phase of the algorithm, where the jobs {uk, vk}mk=1 are completed, is at most 2mn · pmax. Algorithm
A(ĥ) is then used to schedule the remaining jobs, with a total objective value of at most A(ĥ), since
having some jobs completed in the first phase can only improve the objective function. Therefore,

ALG ≤ A(ĥ) + 2mn · pmax . (4)

For all h ∈ [g] and i ̸= j ∈ [n], we denote by M (h)(i, j) = d(h)(i, j) + d(h)(j, i) the mutual delay
caused by jobs i, j to each other when scheduled with algorithm A(h). For all h ∈ [g], recall that
a(h) =

∑m
k=1(d

(h)(uk, vk) + d(h)(vk, uk)) as defined in Algorithm 2, and note that

E[a(h)] = mE[M (h)(u1, v1)] =
2m

n(n− 1)

n∑
j=1

j−1∑
i=1

M (h)(i, j) .
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Let Z(h) := a(h)− E[a(h)] and h∗ = argminA(h). It holds that

A(ĥ) =

n∑
i=1

pi +

n∑
j=1

j−1∑
i=1

M (ĥ)(i, j)

=

n∑
i=1

pi +
n(n− 1)

2m
E[a(ĥ)]

=

n∑
i=1

pi +
n(n− 1)

2m
a(ĥ)− n(n− 1)

2m
Z(ĥ)

≤
n∑

i=1

pi +
n(n− 1)

2m
a(h∗)− n(n− 1)

2m
Z(ĥ)

=

n∑
i=1

pi +
n(n− 1)

2m
E[a(h∗)] +

n(n− 1)

2m
Z(h∗)− n(n− 1)

2m
Z(ĥ)

≤ A(h∗) +
n(n− 1)

2m
(max
h∈[g]
{Z(h)}+max

h∈[g]
{−Z(h)}) .

Combining this with Equation (4), and by definition of h∗, we obtain in expectation that

E[ALG] ≤ min
h∈[g]

A(h) +
n(n− 1)

2m

(
E[max

h∈[g]
{Z(h)}] + E[max

h∈[g]
{−Z(h)}]

)
+ 2mn · pmax .

Let us now bound E[maxh∈[g]{Z(h)}] and E[maxh∈[g]{−Z(h)}]. We have that a(h) is the sum
of m independent random variables (M (h)(uk, vk))

m
k=1, all bounded in [0, 2pmax]: M (h)(i, j) =

d(h)(i, j)+d(h)(j, i) ≤ pi+pj ≤ 2pmax. Thus, a(h) is a subgaussian random variable with variance
factor σ2 =

∑m
k=1(2pmax − 0)2/4 = mp2max [KT23]. Therefore, maxh Z(h) is the maximum of

g subgaussian random variables all with variance factor mp2max (although not independent), hence,
using the result of [KT23], we have

E[max
h∈[g]

Z(h)] ≤ pmax

√
2m log g .

Similarly, we obtain the same upper bound on E[maxh∈[g]{−Z(h)}]. We deduce that

E[ALG] ≤ min
h∈[g]

A(h)+
n2pmax

2m

√
2m log g+2mn·pmax = min

h∈[g]
A(h)+

(
n2

√
log g

2m
+ 2mn

)
pmax .

Finally, for m = 1
8n

2/3(log g)1/3, the above bound becomes

E[ALG] ≤ min
h∈[g]

A(h) +
9

4
n5/3(log g)1/3pmax ,

which proves the theorem.

Remark B.1. If we are unable to compute d(h)(i, j) exactly for all h after completing two jobs i and
j, but can instead compute an upper bound d̄(h)(i, j) ≥ d(h)(i, j), then the upper bound stated in the
theorem still applies by replacing A(h) with Ā(h) for each h, where

Ā(h) =

n∑
i=1

pi +
∑
i<j

(
d̄(h)(i, j) + d̄(h)(j, i)

)
.

This guarantees that the combining algorithm achieves a total completion time at most the minimum
of these theoretical upper bounds, up to the same regret term.

B.1 Random instances and randomized algorithms

The result of [EKMM24] holds with high probability. While we can also prove an upper bound
w.h.p., our upper bound on the expectation is particularly useful as it allows an extension to random
job sizes and randomized algorithms, as we show below.
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Generalization to random instances. If the job sizes are random, then the same choice of m =
1
8n

2/3(log g)1/3 in Algorithm 2 gives

E[ALG] ≤ min
h∈[g]

E[A(h)] +

(
9

4
n5/3(log g)1/3

)
E[max

i∈[n]
pi] .

Indeed, assuming that the job sizes are random, we obtain by Theorem 3.1, conditionally on the job
sizes, that

E[ALG | p1, . . . , pn] ≤ min
h∈[g]

A(h) +

(
9

4
n5/3(log g)1/3

)
max
i∈[n]

pi ,

hence, using that E[minh∈[g] A
(h)] ≤ minh∈[g] E[A(h)], we find

E[ALG] ≤ min
h∈[g]

E[A(h)] +

(
9

4
n5/3(log g)1/3

)
E[max

i∈[n]
pi] .

For example, if the job sizes are independently sampled from an exponential distribution with
parameter 1, then

E[ALG] ≤ min
h∈[g]

E[A(h)] +
9

4
(n5/3 log n)(log g)1/3

= min
h∈[g]

E[A(h)] + o(E[OPT]) .

Generalization to randomized algorithms. The result can be easily generalized to algorithms
using random parameters that can be sampled before starting the execution of the jobs (for e.g.
choosing a random permutation). Assuming that each algorithm A(h) uses a random vector ξ(h) as a
parameter, that can be sampled before starting the algorithm, then the bound of Theorem 3.1 gives

E[ALG | ξ(1), . . . , ξ(g)] ≤ min
h∈[g]

A(h)(ξ(h)) +
9

4
n5/3(log g)1/3 max

i∈[n]
pi ,

hence

E[ALG] ≤ E[min
h∈[g]

A(h)(ξ(h))] +
9

4
n5/3(log g)1/3 max

i∈[n]
pi

≤ min
h∈[g]

E[A(h)(ξ(h))] +
9

4
n5/3(log g)1/3 max

i∈[n]
pi .

C Proofs of Section 4

C.1 Proof of Theorem 4.2

Theorem 4.2. Let g ≥ 12. For k = ⌈(g/2)2/3⌉+ 1, Algorithm 3 has a (expected) competitive ratio
of at most 1 + (12/g)1/3 for minimizing the total completion time with a stochastic progress bar.

Proof. For all j ∈ [n], let τj denote the total processing time allocated to job j by the point at which
its progress bar reaches the threshold k

g+1 .

Let i ̸= j. If τi < τj , then both jobs i, j are executed with similar rates until job i emits its signal,
after which it is executed until completion. Therefore, d(i, j) = pi and d(j, i) = τi.

Assume that p1 ≤ . . . ≤ pn, and let i < j ∈ [n]. It holds that

d(i, j) + d(j, i) = (pi + τi)1(τi ≤ τj) + (pj + τj)1(τj < τi)

= pi1(τi ≤ τj) + pj1(τj < τi) +
(
τi1(τi ≤ τj) + τj1(τj < τi)

)
= pi +min(τi, τj) + (pj − pi)1(τj < τi) ,
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Recalling that E[τi] = k/µi = k
g pi, and by independence of τi and τj , we obtain directly that

E[min(τi, τj)] ≤ k
g min(pi, pj) =

k
g pi, and it follows that

1

pi
E[d(i, j) + d(j, i)] ≤ 1 +

k

g
+ (pj/pi − 1)P(τj < τi)

≤ 1 +
k

g
+ (pj/pi − 1) · k − 1/2√

π(k − 1)

∫ 1

pj−pi
pj+pi

(
1− x2

)k−1
dx (5)

≤ 1 +
k

g
+

k − 1/2√
π(k − 1)

sup
r≥1

{
(r − 1)

∫ 1

r−1
r+1

(
1− x2

)k−1
dx

}
(6)

≤ 1 +
k

g
+

k − 1/2√
π(k − 1)

· 1

k − 2
(7)

≤ 1 +
k

g
+

1√
k − 1

.

where (5) follows from Lemma C.1 taking m = k − 1 ≥ 3, (6) is obtained immediately by taking
r = pj/pi, (7) follows from Lemma C.2, and the last inequality holds because k ≥ 4.

Finally, by definition of k, we obtain that

1

pi
E[d(i, j) + d(j, i)] ≤ 1 +

(g/2)2/3 + 2

g
+

1

(g/2)1/3
= 1 +

2

g
+

3

(4g)1/3
≤ 1 +

(
12

g

)1/3

,

and it follows from (1) that

E[ALG] =

n∑
i=1

pi +

n∑
j=1

j−1∑
i=1

E[d(i, j) + d(j, i)]

≤

 n∑
i=1

pi +

n∑
j=1

j−1∑
i=1

pi

+

(
12

g

)1/3 n∑
j=1

j−1∑
i=1

pi ≤ OPT+

(
12

g

)1/3

OPT .

Lemma C.1. If τ1, τ2 are independent random variables, following respectively Gamma distributions
with parameters (m+ 1, µ1) and (m+ 1, µ2), then

P(τ2 < τ1) ≤
m+ 1/2√

πm

∫ 1

µ1−µ2
µ1+µ2

(
1− x2

)m
dx .

Proof. For i ∈ {1, 2}, the probability density function of τi is

t ∈ [0,∞) 7→ µm+1
i

m!
tme−µit ,

hence

P(τ2 < τ1) =

∫ ∞

0

µm+1
1

m!
tme−µ1t

∫ t

0

µm+1
2

m!
ume−µ2ududt

=

∫ ∞

0

µm+1
1

m!
tme−µ1t

∫ 1

0

µm+1
2

m!
(tu)me−µ2uttdudt

=
(µ1µ2)

m+1

(m!)2

∫ 1

0

um

∫ ∞

0

t2m+1e−(µ1+µ2u)tdtdu

=
(µ1µ2)

m+1

(m!)2

∫ 1

0

um

∫ ∞

0

t2m+1

(µ1 + µ2u)2m+1
e−t dt

µ1 + µ2u
du

=
(µ1µ2)

m+1

(m!)2

∫ 1

0

um

(µ1 + µ2u)2m+2

(∫ ∞

0

t2m+1e−tdt

)
du .
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The inner integral corresponds to the Gamma function evaluated at 2m+ 2, which equals (2m+ 1)!
as 2m+ 2 is integer, hence

P(τ2 < τ1) =
(2m+ 1)!

(m!)2
(µ1µ2)

m+1

∫ 1

0

um

(µ1 + µ2u)2m+2
du .

Making the substitution x = 2µ1

µ1+µ2u
− 1, we have that dx = − 2µ1µ2

µ1+µ2u
du and 1− x2 = 4µ1µ2u

(µ1+µ2u)2
,

hence

P(τ2 < τ1) =
(2m+ 1)!

(m!)2
· 1/2
4m

∫
µ1−µ2
µ1+µ2

(1− x2)mdx .

Finally, using a well-known inequality on the central binomial coefficient [Mer23], we obtain that

(2m+ 1)!

(m!)2
= (2m+ 1)

(
2m

m

)
≤ (2m+ 1)

4m√
πm

,

and it follows that

P(τ2 < τ1) ≤
m+ 1/2√

πm

∫ 1

µ1−µ2
µ1+µ2

(
1− x2

)m
dx .

Lemma C.2. If m ≥ 3, then it holds that

sup
r≥1

{
(r − 1)

∫ 1

r−1
r+1

(
1− x2

)m
dx

}
≤ 1

m− 1
.

Proof. With a variable change u = r−1
r+1 we obtain that

sup
r≥1

{
(r − 1)

∫ 1

r−1
r+1

(
1− x2

)m
dx

}
= sup

u∈[0,1)

{
2u

1− u

∫ 1

u

(
1− x2

)m
dx

}
,

Define for all u ∈ [0, 1) the function f(u) = 2u
1−u

∫ 1

u

(
1− x2

)m
dx. We will show the upper bound

separately for u > 1/2 and u ≤ 1/2

Upper bound for large u. Let u > 1/2. Then, f(u) can be simply upper bounded as follows

f(u) ≤ 2u

1− u
(1− u2)m

∫ 1

u

dx = 2u(1− u2)m ,

With an immediate derivative analysis we have that u 7→ 2u(1− u2)m is decreasing on [ 1√
2m+1

, 1].
In particular, it holds that 1√

2m+1
< 1

2 for m ≥ 3, hence u 7→ 2u(1− u2)m is maximal on [1/2, 1]

for u = 1/2, which gives

∀u ≥ 1

2
: f(u) ≤ 2u(1− u2)m ≤ (3/4)m ≤ 1

m− 1
. (8)

Upper bound for small u. Consider now u ≤ 1/2. It holds that∫ 1

u

(
1− x2

)m
dx ≤

∫ 1

u

e−mx2

dx ≤
∫ ∞

u

e−mx2

dx

≤
∫ ∞

u

x

u
e−mx2

dx =
1

2mu

∫ ∞

u

2mxe−mx2

dx =
e−mu2

2mu
,

hence

f(u) ≤ 2u

1− u
· e

−mu2

2mu
≤ 1

m
· sup
t∈[0, 12 ]

e−mt2

1− t
.
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t 7→ e−mt2

1−t attains its maximum on [0, 1/2] for tm = 1
2 − 1

2

√
1− 2

m , hence

sup
t∈[0, 12 ]

e−mt2

1− t
=

e−mt2m

1− tm
≤ 2

1 +
√
1− 2

m

≤ 2

2− 2
m

=
m

m− 1
,

and we deduce that
∀u ≤ 1

2
: f(u) ≤ 1

m
· m

m− 1
=

1

m− 1
. (9)

Combining (8) and (9), we conclude that supu∈[0,1) f(u) ≤ 1
m−1 .

C.2 Proof of Theorem 4.3

We start by stating two classical results from information theory on the Kullback-Leibler (KL)
divergence and total variation (TV) distance.

Proposition C.3 (see e.g. [CT06]). The KL divergence between two Poisson random variables is
bounded as follows

DKL(P(λ),P(µ)) = λ log

(
λ

µ

)
− (λ− µ) ≤ (λ− µ)2

µ
,

where we used for the inequality ∀x ≥ −1 : ln(1 + x) ≤ x.

Proposition C.4 (Pinsker’s inequality, see e.g. [CT06]).

DTV (P(λ),P(µ)) ≤
√

1

2
DKL(P(λ),P(µ)).

We now apply these results to Poisson random variables with specific parameterization.

Lemma C.5. Let τ, g ∈ R+, we have

DKL (P(gτ),P (gτ/(1 + τ))) ≤ gτ3 ,

and by Pinsker’s inequality, the TV distance between the two distributions is bounded by
√

1
2gτ

3.

Proof. Using the Proposition C.3 on the divergence between Poisson random variables,

DKL (P(gτ),P (gτ/(1 + τ))) ≤ gτ

(
1− 1

1 + τ

)2

≤ gτ3,

where we use ∀x ≥ 0 : 1
1+x ≥ 1− x.

Lemma C.6. Let τ ∈ R. We consider two Poisson point processes X and Y , with fixed rates. We
denote by X(τ) ∈ N the value of the process X at time τ and by X(≤ τ) the value of the process on
the interval [0, τ ], i.e., X(≤ τ) : [0, τ ]→ N. Then, it holds that

DTV (X(≤ τ), Y (≤ τ)) = DTV (X(τ), Y (τ)).

Proof Sketch. Any coupling of X(≤ τ) and Y (≤ τ) induces a coupling of X(τ) and Y (τ). Thus,
DTV (X(τ), Y (τ)) ≤ DTV (X(≤ τ), Y (≤ τ)). For the other inequality, consider a coupling (X,Y )
of random variables such that X ∼ X(τ) and Y ∼ Y (τ) and P(X ̸= Y ) = DTV (X(τ), Y (τ)), as
well as U1, U2, . . . a list of uniform random variables in [0, τ ]. Then define

X(t) = #{i ∈ {1, . . . , X} : Ui ≤ t}, and
Y (t) = #{i ∈ {1, . . . , Y } : Ui ≤ t}.

Note that if X = Y then, forall t ≤ τ,X(t) = Y (t). Also, it is a standard observation that X : t ∈
[0, τ ]→ X(t) and Y : t ∈ [0, τ ]→ Y (t) are two coupled Poisson point processes with the desired
intensities. This shows the reverse inequality DTV (X(≤ τ), Y (≤ τ)) ≤ DTV (X(τ), Y (τ)).
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Lemma C.7. Let τ ∈ (0, 1). Consider an instance with two jobs {1, 2} with processing times
{1, 1 + τ}. We say that a scheduling algorithm A has a preference for job 1 if an elapsed time of τ is
attained on job 1 before being attained on job 2. Let q be the probability that A has a preference for
the longest job. Then, the competitive ratio of A is at least

1 +
q

3
τ − 2

9
τ2.

Proof. For the instance considered, we always have OPT = 3 + τ . If the algorithm has a preference
for the longest job, then ALG ≥ 3 + 2τ (consider the two options: either the algorithm goes on and
finishes the longest job first, or the algorithm finishes the shortest job first but was delayed by the
longest job). Denoting by q the probability that the algorithm has a preference for the longest job, we
thus have E(ALG) ≥ 3 + (1 + q)τ . Therefore, the competitive ratio is at least

E
(
ALG

OPT

)
≥ 3 + (1 + q)τ

3 + τ
≥
(
1 +

1 + q

3
τ

)(
1− 1

3
τ

)
≥ 1 +

q

3
τ − 2

9
τ2,

where we used ∀x ≥ −1 : 1
1+x ≥ 1− x and q ≤ 1.

Lemma C.8. Consider the instance with two jobs {1, 2} of processing times {1, 1 + τ}, assigned
at random (i.e., P((p1, p2) = (1, 1 + τ)) = 1/2 and P((p1, p2) = (1 + τ, 1)) = 1/2). For any
scheduling algorithm A (deterministic or randomized) the probability q that A has a preference for
the longest job is at least equal to 1/2− d, where d = DTV (P(gτ),P(gτ/(1 + τ))).

Proof. We consider XS the Poisson process of the shortest job (rate 1) and XL the Poisson process
of the longest job (rate 1/(1 + τ)). We consider two pairs of Poisson point processes on [0, τ ], with
rates 1 and 1

1+τ , further denoted by (XS , XL) and (X̄S , X̄L) that are coupled in a way such that
under event A, with P(A) = 1 − 2d, we have XS = X̄L and XL = X̄S . Note that this coupling
can be defined by considering two independent couplings of XS and X̄L and of XL and X̄S , letting
d = DTV (P(gτ),P(gτ/(1 + τ))), and using the union bound.

We then introduce the random variable B ∈ {S,L} saying if job 1 is short (S) or long (L). Note that
B is sampled independently at random from all the other random variables. We also introduce the
notation Sc = L and Lc = S.

The variables (X1, X2), corresponding to the progress bars of jobs 1 and 2 until elapsed time of τ ,
are obtained from (B,XS , XL) by letting (X1, X2) = (XB , XBc

). Any scheduling algorithm A
induces a (possibly random) function f such that f(X1, X2) ∈ {S,L} which outputs S if 1 was
preferred by algorithm A or L if 2 was preferred by algorithm A. The probability that the longest job
by algorithm A is preferred is equal to

q = P(B,XS ,XL)(f(X
B , XBc

) = Bc). (10)

Conversely, the probability that the shortest job is preferred is equal to

1− q = P(B,XS ,XL)(f(X
B , XBc

) = B),

= P(B,XS ,XL)(f(X
Bc

, XB) = Bc), (11)

where we used the fact that (B,XS , XL) has the same law as (Bc, XS , XL).

We now condition on the event A, of probability 1−2d, for which we can use, XB , XBc

= X̄Bc

, X̄B ,
and thus f(XB , XBc

) = f(X̄Bc

, X̄B), which implies

E(1(A)1(f(XB , XBc

) = Bc)) = E(1(A)1(f(X̄Bc

, X̄B) = Bc)). (12)

We conclude by noting that the left-hand side is smaller than q by (10) and that the right-hand side is
greater than 1− q − 2d by (11) and a union bound. We get that,

q ≥ 1− q − 2d

and thus,
q ≥ 1/2− d.
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Theorem 4.3. The (expected) competitive ratio of any scheduling algorithm with a Poisson stochastic
progress bar of granularity g ∈ N is at least 1 + 1

36g
−1/3.

Proof. Let τ = 1
4g

−1/3, which satisfies
√

1
2gτ

3 = 2−7/2 ≤ 1
4 . We consider the instance com-

posed of two jobs {1, 2} of lengths permuted at random from {1, 1 + τ}. By Lemma C.8, the
scheduling algorithm has a preference for the longest job with probability q ≥ 1

2 − d, where

d = DTV (P(gτ),P(gτ/(1 + τ))) satisfies d ≤
√

1
2gτ

3, by Lemma C.5. Thus, by Lemma C.7, the

competitive ratio is at least 1 + q
3τ − 2

9τ
2 ≥ 1 + 1

12τ − 1
18τ ≥ 1 + 1

36τ , where we used q ≥ 1
4 and

τ ≤ 1
4 .

C.3 Bound with high probability

In this section, we study the tail risk of the competitive ratio of our Algorithm 2. While high-
probability bounds for the competitive ratio is relatively, this approach was also recently investigated
by [DIL+24] for the ski rental problem. We start with two classical concentration lemmas on Poisson
random variables and on Poisson processes.
Lemma C.9. Let λ ∈ R and ϵ ∈ [0, 1]. For X ∼ P(λ), we have that

P(X ≥ (1 + ϵ)λ) ≤ h1(ϵ)
λ, where h1(ϵ) =

eϵ

(1 + ϵ)1+ϵ
≤ exp(−ϵ2/3),

P(X ≤ λ/(1 + ϵ)) ≤ h2(ϵ)
λ, where h2(ϵ) =

(
1 + ϵ

eϵ

) 1
1+ϵ

≤ exp(−ϵ2/7).

Proof. These bounds are also known as multiplicative Chernoff bounds for Poisson variables, and
are well-documented, see e.g. [MU17, Th. 5.4].

Lemma C.10. Let g ∈ N, µ ∈ R and ϵ ∈ [0, 1]. Consider a Poisson point process X(·) of rate µ,
i.e., a stochastic process such that : t→ X(t) is increasing and at any time t : X(t) ∼ P(tµ). Then,
consider τ = X−1(g) = inf{t ∈ R : X(t) ≥ g}. We have,

P
(
µ ̸∈

[
1

1 + ϵ

g

τ
, (1 + ϵ)

g

τ

])
≤ 2 exp(−ϵ2g/7), (13)

where the probability is taken over the randomness in τ . We shall also call µ̂ = g
τ the estimator of µ.

Proof. First, we bound,

P
(
µ <

1

1 + ϵ

g

τ

)
= P

(
τ <

1

1 + ϵ

g

µ

)
,

= P
(
X

(
1

1 + ϵ

g

µ

)
≥ g

)
,

= P
(
P
(

g

1 + ϵ

)
≥ g

)
,

≤ h1(ϵ)
g/(1+ϵ) ≤ exp(−ϵ2g/6).

Then, we bound,

P
(
µ > (1 + ϵ)

g

τ

)
= P

(
τ > (1 + ϵ)

g

µ

)
,

= P
(
X

(
(1 + ϵ)

g

µ

)
< g

)
,

= P (P((1 + ϵ)g) < g) ,

≤ h2(ϵ)
(1+ϵ)g ≤ exp(−ϵ2g/7).
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Theorem C.11. The Repeated Explore-then-Commit algorithm with threshold k ≤ g has competitive
ratio bounded by

1 + 3ϵ+ 4
k

g
, (14)

with probability at least 1− 2n exp(−ϵ2k/7), for any ϵ ∈ [0, 1].

Thus for α > 0, in the regime where
√
α logn
g1/3 < 1, taking k = g2/3 leads to a competitive ratio in

1 +O
(√

α logn
g1/3

)
with probability at least 1−O( 1

nα ).

Note that unlike in Theorem 4.2, the high-probability competitive ratio scales with n, in contrast to
the expected competitive ratio, which remains independent of n. This difference arises because the
high-probability guarantee requires concentration bounds that hold for each job j ∈ [n]. We thus
expect that a granularity that increases (logarithmically) with g is needed to obtain high probability
bounds in such regimes.

Proof. We consider jobs ordered by processing times p1 ≤ . . . ≤ pn. For j ∈ [n], we write µj =
g
pi

and denote by τi ∈ [0, pi] the instant at which the k-th signal is observed for job j.

We shall focus on the the event E in which ∀j ∈ [n] : µj ∈
[

1
1+ϵ

k
τj
, (1 + ϵ) k

τj

]
. We note that by

union bound, and by applying Lemma C.10, we have that P(Ec) ≤ 2n exp(−ϵ2k/7).
We now bound the competitive ratio under event E. For all jobs j, we note that πj =

g
k τj is a (1 + ϵ)

estimate of pj . We also decompose the completion time Cj as follows (1) the time spent finishing
pj (2) the time spent doing round robin on other arms, which equals

∑
i ̸=j min{τi, τj}, (3) the time

spent finishing other jobs
∑

i:τi<τj
(pi − τi). We can also equivalently decompose as follows (2’) the

time spent on jobs finished before j,
∑

i:τi<τi
pi and (3’) the time spent on other jobs that will finish

after j,
∑

i:τi>τj
τj . We start by bounding the contribution of (3’),

n∑
j=1

n∑
i=1

1[τi > τj ] · τj ≤
n∑

j=1

n∑
i=1

1[i ̸= j] ·min{τi, τj} ≤ 2

n∑
j=1

j−1∑
i=1

min{τi, τj}

≤ 2

n∑
j=1

j−1∑
i=1

(1 + ϵ)
k

g
min{pi, pj}

≤ 2(1 + ϵ)
k

g

n∑
j=1

j−1∑
i=1

pi

≤ 2(1 + ϵ)
k

g
OPT. (15)

We then look at the contribution due to (2’) under E, and we denote by σ the permutation for which
the values of τσ(i) are ordered τσ(1) ≤ . . . ≤ τσ(n),

n∑
j=1

∑
i:τi<τj

pi ≤ (1 + ϵ)

n∑
j=1

∑
i:τi<τj

πi = (1 + ϵ)

n∑
j=1

j−1∑
i=1

πσ(i)

≤ (1 + ϵ)2
n∑

j=1

j−1∑
i=1

pi

where the last inequality comes from ∀j : πσ(j) ≤ (1 + ϵ)pj under event E, since at least j elements
in {πi : i ∈ [n]} are smaller than (1 + ϵ)pj (specifically π1, . . . , πj). Therefore, the combined
contribution of (1) and (2’) is at most

n∑
i=1

pi +

n∑
j=1

∑
i:τi<τj

pi ≤ (1 + ϵ)2OPT. (16)
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We conclude by assembling (15) and (16) that, under event E, the competitive ratio is bounded by

(1 + ϵ)2 + 2(1 + ϵ)
k

g
≤ 1 + 3ϵ+ 4

k

g
.

The last claim of the theorem statement follows from taking ϵ =
√
α log nk

g , assuming that this value
is in [0, 1].

D Experiments

We give a more detailed overview of our experimental setup and results. Unless stated otherwise,
we consider instances with n = 500 jobs, where processing times are sampled independently from
a Pareto distribution with shape parameter 1.1. This distribution is commonly used in literature to
model job sizes in scheduling problems [PSK18, LM25a, BP24].

Algorithm 1, robustness vs smoothness. In the first set of experiments, we compare the perfor-
mance of Algorithm 1 with a fixed parameter α = 0.5 and varying values of ρ. As established in
Theorem 2.4, the parameter ρ controls the tradeoff between robustness and smoothness. Predictions
are generated as described in Section 5.

The two figures below illustrate the ratio of the algorithm’s cost to that of OPT as a function of the
error parameter σ, where σ2 denotes the variance of the generated predictions. Results are shown for
ρ ∈ {10−15, 10−5, 10−3, 10−1}. The left figure displays this ratio for σ ∈ [0, 150], while the right
figure presents the same metric on a logarithmic scale for σ ∈ [5× 10−1, 103].

As shown in Theorem 2.4, all values of ρ ensure the same level of consistency, namely 1 + α = 3/2.
However, larger values of ρ improve robustness at the expense of smoothness. This tradeoff is
particularly evident when comparing ρ = 10−15 with ρ = 10−1. For instance, the left figure
illustrates that with ρ = 10−1, the performance ratio increases abruptly from the consistency bound
of 1.5 to a higher value of 2 for moderate values of σ. This effect becomes even more pronounced
for larger values of ρ; specifically, for ρ = 1, the algorithm exhibits brittle behavior, as formally
established in Proposition A.3. Larger values of ρ ensure a better smoothness, hence a better overall
performance when the prediction error is small, but weaker robustness guarantees, attained when the
prediction error is important. The robustness values can be compared more easily in the right figure.
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Figure 3: Algorithm 1 with different values of ρ,
n = 500, σ ∈ [0, 150]
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Figure 4: Algorithm 1 with different values of ρ,
n = 500, σ ∈ [5× 10−1, 103]

Robustification strategies. In the second set of experiments, we evaluate and compare various
robustification strategies, which are time sharing [PSK18], delayed predictions (Section 2.3), and
the combining algorithm (Section 3.3). as shown in Theorem 3.1, the performance of the combining
algorithm incurs a regret term that diminishes as the sample size n grows. To highlight this behavior,
we compare the three robustification strategies for different values of n. Predictions are again
generated according to Section 5, and the hyperparameters of the time-sharing and delayed-predictions
strategies are chosen to guarantee the same level of robustness 3.

The figures below reveal that for different tested values of n, using delayed predictions yields a
better robustness on the considered instances of job sizes. However, this strategy lacks smoothness
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compared to time-sharing. for n = 50, the combining algorithm performs similarly to time-sharing.
However, as n increases, the difference between the two approaches becomes more apparent. Notably,
for n = 1000, the combining algorithm achieves nearly perfect consistency (ratio approaching
1) and robust performance on the tested instances. A key advantage of the combining algorithm
is that it automatically balances consistency and robustness, without requiring manual tuning of
hyperparameters to adjust this tradeoff.
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Figure 5: Robustification strate-
gies, for n = 50
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Figure 6: Robustification strate-
gies, for n = 500
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Figure 7: Robustification strate-
gies, for n = 1000

Stochastic progress bar. For the stochastic experiments, which are given in Figure 2c, we average
over 50 instances. For each instance, and for each considered value of g, we sample for each job
independently progress bar signals, and then simulate the algorithms.

E Single Untrusted Signal on Multiple Machines

In this section, we provide preliminary results on the non-clairvoyant scheduling problem with a
single untrusted signal on multiple identical machines. In this setting, we are given m identical
machines. At any time t, each of the m machines can process at most one job, and each job j can
be processed on at most one machine. Using the possibility of preempting jobs arbitrarily often, the
machines can simulate the parallel execution of multiple jobs with a lower processing rate. More
precisely, we can re-interpret the problem in the following way: At each time t, we assign a rate Rt

j

with 0 ≤ Rt
j ≤ 1 to each not yet completed job j. The assigned rates have to satisfy

∑
j∈[n] R

t
j ≤ m

(for the sake of convenience, we assume that already completed jobs have a rate of zero) to not exceed
the processing capacities of the machines. Note that the assigned rates do not actually specify on
which machine to schedule the jobs. This is without loss of generality as we can use McNaughton’s
wrap-around-rule [McN59] to transform these rates to an actual schedule that processes any job at
any point in time on at most one machine. In this formulation of the problem, the total processing that
a job j receives until time t (also called the elapsed time of j at t) is given by ej(t) =

∫ t

0
Rt′

j dt′. The
completion time Cj of a job j is still the earliest time t′ with ej(t

′) ≥ pj , and the objective remains
to assign rates to minimize

∑n
j=1 Cj . As the result of this section, we prove the following theorem.

Theorem E.1. There is a (1 +α)-consistent and (1 + 1
α )-robust for non-clairvoyant scheduling with

a single untrusted signal on parallel identical machines.

The theorem shows that the consistency and robustness of Theorem 2.4 for ρ = 1 translates to the
setting of identical parallel machines. Questions concerning the smoothness and brittleness remain
open for future work. To show the theorem, we first give an algorithm and afterwards separately
prove consistency and robustness.

Algorithm Let J = {1, . . . , n} be a set of n jobs such that p1 ≤ . . . ≤ pn. We consider the
following algorithm, which can be seen as variant of Algorithm 1 that replaces SETF with Round-
Robin. The algorithm maintains two job sets E and S and a FIFO queue Q. At any time, the
algorithm ensures that every unfinished job is either in E or in Q. The set S ⊆ Q is the subset of the
first (at most) m elements of the queue. In the beginning, we set E ← J . At any time t, we assign
the following rates:

(i) Schedule every job j in E at rate Rt
j = qt := min{1, (m− |S|)/|E|}. If a job j ∈ E emits

a signal at time t, set ρj ← ej(t), remove j from E and enqueue it to Q in the next time
step.
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(ii) Schedule every job in S at rate 1. If a job j has been processed for ρj(1− α)/α time steps
while being in S, remove it from Q and add it to E in the next timestep.

(iii) If a job is completed, remove it from E or Q.

For a fixed instance and the algorithm’s schedule, we denote by Et, St and Qt the sets E, S and Q at
time t. Note that Qt = Ut \ Et, where Ut denotes the set of unfinished jobs at time t.

In the same way as in Algorithm 1, the algorithm gives preferential execution to jobs once they emit
their signal (cf. Step (ii)). The queue Q contains all jobs that currently receive preferential execution
(S ∩Q) or already emitted and still need preferential execution (Q \ S). Since we schedule on m
machines, at most m jobs can receive preferential execution at the same time. Hence, the set S
contains all jobs that currently receive preferential execution. The set E contains all jobs that have not
yet emitted their signal and all jobs that emitted their signal but did not finish during their preferential
execution. These jobs are processed in a Round-Robin manner on all machines that are currently not
used for preferential execution (cf. Step (i)). In contrast to the single machine setting, the preferential
execution of jobs does not necessarily mean that no jobs in E are executed at the same time: If
|S| < m, then m− |S| machines are not used for the preferential execution of the jobs in S and can
be used for Round-Robin execution of the jobs in E instead (cf. the rates in Step (i)).

E.1 Consistency

The goal of this section is to show the following lemma, which proves the consistency bound
of Theorem E.1.

Lemma E.2. If all signals are emitted correctly, ALG ≤ (1 + α) ·OPT.

To this end, fix an instance with job lengths p1, . . . , pn and fix the algorithm’s schedule assuming
that all signals are emitted correctly, i.e., βj = α for all j ∈ [n].

Define for every job ℓ the (possibly empty) set µ(ℓ) = {j ∈ [n] | ∃k ∈ N≥1 : j = ℓ + k ·m} =
{ℓ + m, ℓ + 2m, . . .}. Note that in the optimal shortest processing time first (SPT) schedule, the
set µ(ℓ) contains the jobs that are executed after job ℓ on the same machine as job ℓ. Hence, the
optimality of SPT implies

OPT =
∑
j∈J

pj +
∑

ℓ∈J:j∈µ(ℓ)

pℓ

 . (17)

For every time t and every job j ∈ J , we define the following values:

• sjt = 1[j ∈ Ut \St], i.e., sjt indicates whether job j does not receive preferential execution
at time t,

• djt = 1[j ∈ Ut \ St ∧ ∄ℓ ∈ St : j ∈ µ(ℓ)], which indicates whether neither j nor a job that
is scheduled before j on the same machine as j in SPT receives preferential execution at t,
and

• ∆t = min{|Ut \St|,m}−min{|Ut \St|,m− |St|}, which is the number of machines that
are used for preferential executions at time t.

Let T := maxj∈[n] Cj denote the time horizon of the algorithm’s schedule. We write dj =
∫ T

0
djt dt

and sj =
∫ T

0
sjt dt. Using this notation, we start by giving a first bound on the algorithms objective

value. To this end, we characterize the job completion times as follows.

Lemma E.3. For every job j, it holds that Cj ≤ dj + (1− α)(pj +
∑

ℓ∈J:j∈µ(ℓ) pℓ).

Proof. Let t′ ≤ T be the latest point in time before j enters the set S, i.e., before j receives
preferential execution for the first time. Since we assume accurate signals, j will complete during its
preferential execution within (1− α)pj time units. Thus, Cj = t′ + (1− α)pj .

At any point in time t ≤ t′, either djt = 1 or some job ℓ ∈ St with j ∈ µ(ℓ) is receiving preferential
execution (using the definition of djt and that j ̸∈ St by choice of t′). The maximum amount of time
during which jobs ℓ with j ∈ µ(ℓ) receive preferential execution is (1 − α)

∑
ℓ∈J:j∈µ(ℓ) pℓ, again
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using that in the case of accurate signals each such job ℓ receives preferential execution for (1−α)pℓ
time. Hence, t′ ≤ dj + (1− α)

∑
ℓ∈J:j∈µ(ℓ) pℓ and, therefore,

Cj = t′ + (1− α)pj ≤ dj + (1− α)(pj +
∑

ℓ∈J:j∈µ(ℓ)

pℓ).

This upper bound on the job completion times and the characterization of OPT in (17) immediately
give

ALG =
∑
j∈[n]

Cj ≤
∑
j∈[n]

dj + (1− α)
∑
j∈J

pj +
∑

ℓ∈J:j∈µ(ℓ)

pℓ


≤
∑
j∈[n]

dj + (1− α)OPT.

Hence, it remains to bound
∑

j∈[n] dj by 2α · OPT to prove the consistency of (1 + α). To do
so, we continue with the following auxiliary lemma, which allows us to replace

∑
j∈[n] dj with∑

j∈[n] sj −
∫ T

0
∆t dt in the inequality above.

Lemma E.4. At any time t ≤ T it holds that
∑

j∈[n] sjt − djt ≥ ∆t.

Proof. To prove the statement, we first make the following two observations

1. Every job j ∈ Ut \ St contributes a value of exactly one to the left side of the inequality
only if there is a job ℓ ∈ St s.t. j ∈ µ(ℓ). Hence,∑

j∈[n]

sjt − djt ≥ |{j ∈ Ut \ St | ∃ℓ ∈ St : j ∈ µ(ℓ)}|.

2. The algorithm completes the jobs in order of their indices. To see this, fix two jobs j, i
with pj < pi. By definition of the algorithm, the two jobs are processed with the same
rate until j emits its signal and is removed from E and added to Q. Since j is added to Q
before i, the job j will enter the set S earlier than job i. Hence, the preferential execution
of j starts earlier than the preferential execution of job i and, using pj < pi, is also shorter.
Since j completes during its preferential execution, this implies Cj < Ci. For jobs j, i with
pi = pj , we can argue in the same way that they enter Q at the same time. By using the
same tiebreaking rule in the queue Q and in the job index order, we can achieve that the
algorithm finishes the jobs in order of their indices.

Since the jobs complete in order of their index by the second observation above, we can assume that
St = {k, k+ 1, . . . , k+ |St| − 1} and Ut \ St = {k+ |St|, . . . , n} for some k ∈ [n]. Therefore, for
every job j ∈ Ut \ St with k+m ≤ j ≤ min{n, k+m+ |St| − 1} it holds that j ∈ µ(j −m), and
j −m ∈ St. Note that if k +m > n, there are no such jobs. Thus,

|{j ∈ Ut \ St | ∃ℓ ∈ St : j ∈ µ(ℓ)}|
= min{n, k +m+ |St| − 1} −min{n+ 1, k +m}+ 1

= min{|Ut| − 1,m+ |St| − 1} −min{|Ut|,m}+ 1

= (min{|Ut \ St|,m}+ |St|)− (min{|Ut \ St|,m− |St|}+ |St|) = ∆t.

Using the first observation from the beginning of the proof, we can conclude with∑
j∈[n]

sjt − djt ≥ |{j ∈ Ut \ St | ∃ℓ ∈ St : j ∈ µ(ℓ)}| ≥ ∆t.
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As argued above, Lemmas E.3 and E.4 and (17) together imply,

ALG ≤
∑
j∈[n]

sj −
∫ T

0

∆t dt+ (1− α)OPT.

To conclude the proof of the consistency case ( Lemma E.2), it remains to upper bound
∑

j∈[n] sj −∫ T

0
∆t dt by 2α ·OPT, which we do with the following lemma.

Lemma E.5. Let RR({αpj}j∈[n]) denote the total completion time of the Round-Robin-produced
schedule for the instance characterized by the processing times {αp1, . . . , αpn}. Then,

• RR({αpj}j∈[n]) ≤ 2 ·OPT({αpj}j∈[n]) = 2α ·OPT, and

• RR({αpj}j∈[n]) =
∑

j∈[n] sj −
∫ T

0
∆t dt.

Proof. The first claim, RR({αpj}j∈[n]) ≤ 2 · OPT({αpj}j∈[n]) = 2α · OPT, follows because
Round-Robin is 2-competitive [MPT94] and because scaling all processing times by the same factor
does not change the structure of an optimal schedule, hence only scales the job completion times.

For the second claim, we consider the Round-Robin schedule S0 for the instance {αpj}j∈[n] and the
schedule ST , which is the schedule computed by the algorithm without the preferential execution.
That is, we take the algorithms schedule for the instance {pj}j∈[n] and replace all preferential
executions with idle time. The latter is equivalent to, at any time t, changing the rates of jobs j ∈ St

from Rt
j = 1 to Rt

j = 0. Note that ST is a valid schedule for instance {αpj}j∈[n] since the accurate
signals imply that ST processes every job j for exactly αpj time units. The objective value of
schedule ST for the instance {αpj}j∈[n] is exactly

∑
j∈[n] Cj(ST ) =

∑
j∈[n] sj , as sj is the point in

time at which the algorithm completes the first α-fraction of job j. Here, we use Cj(S) to denote
the completion time of job j in schedule S for instance {αpj}j∈[n]. On the other hand, the objective
value of S0 for the instance {αpj}j∈[n] is exactly

∑
j∈[n] Cj(S0) = RR({αpj}j∈[n]). Our strategy

for proving the second claim of the lemma is to show that∑
j∈[n]

Cj(ST )−
∑
j∈[n]

Cj(S0) =
∫ T

0

∆t dt , (18)

which then implies the second claim of the lemma.

To show that (18) indeed holds, we consider the series of schedules St, 0 ≤ t ≤ T , for the instance
{αpj}j∈[n], where each St is defined as follows:

(i) Define Ut′(St) to be the set of unfinished jobs in schedule St at time t′. For every time
t′ ≤ t and every j ∈ Ut′(St), define Rt′

j = qt′ . Recall that qt′ is the rate that the jobs in
Ut′ \ St′ receive at time t′ in the algorithms schedule for the instance {pj}j∈[n] and, thus,
also the rate that the job j receives at time t′ in schedule ST .

Note that this definition implies Ut′(St) = Ut′ \Qt′ for all t′ ≤ t, as St operates on instance
{αpj}j∈[n] using the same rates as the algorithm uses on the full instance, which means
that Ut′ \ Qt′ contains exactly all jobs that have not yet completed an α-fraction of their
processing time.

(ii) For every time t′ > t and every job j ∈ Ut′(St), it holds that Rt′

j (St) =
min{|Ut′(St)|,m}/|Ut′(St)|. That is, the sub schedule for the sub interval (t, T ] uses
exactly the Round-Robin rates.

Intuitively, for any 0 ≤ t ≤ T , the schedule St uses the same rates as ST during [0, t] and uses
Round-Robin during (t, T ]. Let T ⊆ [0, T ] denote the set of points in time with 0, T ∈ T that
additionally contains all times t in (0, T ) at which the rates in any of the schedules St′ change. For
all t ∈ T \ {0}, let t− := max{t′ ∈ T | t′ < t}. We conclude the proof by showing that∑

j∈[n]

Cj(St)−
∑
j∈[n]

Cj(St−) =
∫ t

t−
∆t′ dt

′ (19)
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holds for all t ∈ T \ 0, which the implies (18) and, thus, the lemma.

To this end, consider an arbitrary t ∈ T \ {0} and the corresponding t−. In the following, we use
et

′

j (S) to denote the elapsed time of j at t′ in schedule S . By definition (see (i)) the schedules St and
St− use the exact same rates during [0, t−]. Hence, all jobs have the same elapsed time at time t− in
both schedules, i.e., et

−

j (St) = et
−

j (St−) for all j ∈ [n].

Next, consider the interval (t−, t]. By definition of T , both schedules do not change their respective
processing rates during (t−, t). Using (i), this also means that both schedules process the jobs in
Ut− \ St− during the entire interval. Thus, schedule St− processes exactly the jobs j ∈ Ut− \ St−

with rate
min{|Ut− \ St− |,m}
|Ut− \ St− |

,

whereas St processes exactly the jobs j ∈ Ut− \ St− with rate

min{|Ut− \ St− |,m− |St− |}
|Ut− \ St− |

=
min{|Ut− \ St− |,m}
|Ut− \ St− |

− ∆t

|Ut− \ St− |
.

Thus, etj(St) = etj(St−)−
∫ t

t−
∆t′

|Ut−\St− | dt
′ for all j ∈ Ut− \ St− .

Finally, after t, both schedules St and St− execute round-robin with the only difference being that the
elapsed time in St− are already farther advanced than the elapsed times in St. Since the difference
in the elapsed times is the same for all jobs in Ut− \ St− , the round-robin schedule in St after t
is equivalent to the round-robin schedule in St− after t −

∫ t

t−
∆t′

|Ut−\St− | dt
′. This means that the

completion times of jobs j ∈ Ut− \ St− in schedule St are the same as in St− but delayed by∫ t

t−
∆t′

|Ut−\St− | dt
′. We can conclude with

∑
j∈[n]

Cj(St) =
∑

j∈[n]\(Ut−\St− )

Cj(St−) +
∑

j∈Ut−\St−

(
Cj(St−) +

∫ t

t−

∆t′

|Ut− \ St− |
dt′
)

=

∑
j∈[n]

Cj(St−)

+

∫ t

t−
∆t′ dt

′,

which implies (19) and, thus, the lemma.

E.2 Robustness

In this section, we prove the robustness bound of ALG ≤ (1 + 1/α) ·OPT. To do so, we heavily
rely on the following lower bound on the optimal objective value, which is a mixed bound of the
standard volume lower bound and the fast single machine lower bound.

Lemma E.6 (Mixed lower bound; Lemma 9 in [BBEM12]). For minimizing the total completion time
of n jobs with processing times p1 ≤ . . . ≤ pn on m parallel identical machines, given a partition
p
(1)
j + p

(2)
j ≤ pj for every job j, it holds that

1

m

n∑
j=1

j∑
k=1

p
(1)
k +

n∑
j=1

p
(2)
j ≤ OPT.

Before we prove the robustness bound, recall that T is the time horizon of the algorithm’s schedule
and define T ′ as the earliest point in time with |UT ′ | ≤ m. Starting from T ′, the number of alive
jobs in the algorithm’s schedule is at most the number of machines, which implies that the algorithm
processes all remaining jobs with the maximum rate of one until they complete.

Lemma E.7. For every α ∈ (0, 1] it holds that ALG ≤ (1 + 1/α) ·OPT.

Proof. In order to later apply the lower bound on OPT of Lemma E.6, we first split the processing
times pj of the jobs j ∈ [n]:
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• Let pSj =
∫ T

0
1[j ∈ St′ ] dt

′ denote the amount of processing that j receives at times t with
j ∈ St. That is, pSj is the amount of preferential execution that j receives.

• Let pFj =
∫ T

T ′ 1[j ∈ Et′ ] dt
′ denote the amount of processing that j receives after T ′ while

being in E. Note that after T ′, the job j will be executed with the full rate of one even if it
is in E, as the number of alive jobs is at most the number of machines.

• Finally, let pRj = pj − pFj − pSj denote the amount of processing that j receives with a rate
strictly less than one.

Next, recall that qt is the rate at which all jobs in Et are executed at time t. Observe that qt =
(m− |St|)/|Et| holds for all t ≤ T ′ by definition of the algorithm and since |Ut| > m by choice of
T ′. Therefore,

1

|Et|
=

qt
m

+
|St|

m · |Et|
(20)

for all t < T ′. This allows us to derive a first upper bound on ALG:

ALG =

∫ T

0

|Ut|dt =
∫ T

0

|Et|dt+
∫ T

0

|Ut \ Et|dt

=

∫ T ′

0

|Et|2 ·
1

|Et|
dt+

∫ T

t=T ′
|Et|dt+

∫ T

0

|Ut \ Et|dt

=

∫ T ′

0

|Et|2 ·
qt
m

dt+

∫ T ′

0

|St| · |Et|
m

dt+

n∑
j=1

pFj +

∫ T

0

|Ut \ Et|dt

≤ 2

m

∫ T ′

0

∑
j∈Et

∑
k∈Et
k≤j

qt

 dt+

∫ T ′

0

|St| · |Et|
m

dt+

n∑
j=1

pFj +

∫ T

0

|Ut \ Et|dt

≤ 2

m

n∑
j=1

j∑
k=1

∫ T ′

0

qt · 1[k ∈ Et] dt+

∫ T ′

0

|St| · |Et|
m

dt+

n∑
j=1

pFj +

∫ T

0

|Ut \ Et|dt

=
2

m

n∑
j=1

j∑
k=1

pRk +

∫ T ′

0

|St| · |Et|
m

dt+

n∑
j=1

pFj +

∫ T

0

|Ut \ Et|dt (21)

To further upper bound (21), we first focus on upper bounding the sum of the two integrals in (21),
which we rewrite as follows:

∫ T ′

0

|St| · |Et|
m

dt+

∫ T

0

|Ut \ Et|dt

=

∫ T ′

0

|St| · |Et|
m

dt+

∫ T

0

1[St ⊊ Ut \ Et] · |Ut \ Et|dt+
∫ T

0

1[St = Ut \ Et] · |Ut \ Et|dt.

Note that at any time when St ⊊ Ut \ Et it must hold |St| = m. To see this, recall that St is defined
to contain the first up-to m elements in Qt = Ut \ ET (see the definition of the algorithm). Hence, if
St does not contain all elements of Qt, then it must contain m elements. Thus, the above is equal to
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∫ T ′

0

|St| · |Et|
m

dt+

∫ T

0

1[St ⊊ Ut \ Et] · |Ut \ Et| ·
|St|
m

dt+

∫ T

0

1[St = Ut \ Et] · |Ut \ Et|dt

≤ 1

m

∫ T ′

0

|St| · |Et|dt+
1

m

∫ T

0

1[St ⊊ Ut \ Et] · |Ut \ Et| · |St|dt+
∫ T

0

|St|dt

≤ 1

m

∫ T ′

0

|St| · |Et|dt+
1

m

∫ T

0

|Ut \ Et| · |St|dt+
∫ T

0

|St|dt

≤ 1

m

∫ T

0

|St| · |Ut|dt+
∫ T

0

|St|dt

≤ 1

m

n∑
j=1

j∑
k=1

∫ T

0

1[j ∈ St ∧ k ∈ Ut] + 1[k ∈ St ∧ j ∈ Ut] dt+

n∑
j=1

pSj . (22)

For a job j, let tj be the time it enters set S. If there is another job j that is unfinished at time tj ,
then we can observe ej(tj) ≤ ek(tj): In case k has not yet entered S at tj , both jobs have been
processed with the same rates during [0, tj), which implies ej(tj) = ek(tj). On the other hand, if k
entered S earlier, then Rt′

k ≥ Rt′

j for all t′ < tj as k either has the same rate as j (if k ∈ Ut′ \ St′ ) or
receives preferential execution and has a larger rate as j (if k ∈ St′). This implies ej(tj) ≤ ek(tj).
From ej(tj) ≤ ek(tj), we get ρj := ej(tj) ≤ ek(tj) ≤ pk. By definition of the algorithm, j receives
preferential execution for 1−α

α ρj ≤ 1−α
α pk time units. Thus, j is part of set S for at most 1−α

α pk
time units. This implies ∫ T

0

1[j ∈ St ∧ k ∈ Ut] dt ≤
1− α

α
· pk.

Furthermore, since pSk =
∫ T

0
1[j ∈ St] dt holds by definition of pSk , we also get∫ T

0

1[k ∈ St ∧ j ∈ Ut] dt ≤ pSk .

Plugging these two inequalities into (22) yields∫ T ′

0

|St| · |Et|
m

dt+

∫ T

0

|Ut \ Et|dt

≤ 1

m

n∑
j=1

j∑
k=1

∫ T

0

1[j ∈ St ∧ k ∈ Ut] + 1[k ∈ St ∧ j ∈ Ut] dt+

n∑
j=1

pSj

≤1− α

α

1

m

n∑
j=1

j∑
k=1

pk +
1

m

n∑
j=1

j∑
k=1

pSk +

n∑
j=1

pSj .

To conclude the proof, we can plug this inequality into (21):

ALG ≤ 2

m

n∑
j=1

j∑
k=1

pRk +

∫ T ′

0

|St| · |Et|
m

dt+

n∑
j=1

pFj +

∫ T

0

|Ut \ Et|dt

≤ 1− α

α

1

m

n∑
j=1

j∑
k=1

pk +
2

m

n∑
j=1

j∑
k=1

pRk +

n∑
j=1

pFj +
1

m

n∑
j=1

j∑
k=1

pSk +

n∑
j=1

pSj

≤
(
1− α

α

)
OPT+

1

m

n∑
j=1

j∑
k=1

(
pRk + pSk

)
+

n∑
j=1

pFj +
1

m

n∑
j=1

j∑
k=1

pRk +

n∑
j=1

pSj

≤
(
1− α

α

)
OPT+OPT+OPT ≤

(
1 +

1

α

)
OPT.

Here, the second inequality uses Lemma E.6 with the partition p
(1)
j = pj and p

(2)
j = 0. The third

inequality we use Lemma E.6 once with the partition p
(1)
j + pj(2) = (pRj + pSj ) + pFj = pj and once

with the partition p
(1)
j + pj(2) = pRj + pSj ≤ pj .
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