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Abstract

We study the tradeoff between sample complexity and round complexity in on-
demand sampling, where the learning algorithm adaptively samples from k dis-
tributions over a limited number of rounds. In the realizable setting of Multi-
Distribution Learning (MDL), we show that the optimal sample complexity of an
r-round algorithm scales approximately as dkΘ(1/r)/ε. For the general agnostic
case, we present an algorithm that achieves near-optimal sample complexity of
Õ((d + k)/ε2) within Õ(

√
k) rounds. Of independent interest, we introduce a

new framework, Optimization via On-Demand Sampling (OODS), which abstracts
the sample-adaptivity tradeoff and captures most existing MDL algorithms. We
establish nearly tight bounds on the round complexity in the OODS setting. The
upper bounds directly yield the Õ(

√
k)-round algorithm for agnostic MDL, while

the lower bounds imply that achieving sub-polynomial round complexity would
require fundamentally new techniques that bypass the inherent hardness of OODS.

1 Introduction

Modern machine learning pipelines increasingly treat the training set as a mutable resource—adapting
the data collection process in response to intermediate learning signals in order to focus effort where
it matters most. This adaptivity arises in a range of settings. In multi-distribution learning (see
e.g. [BHPQ17, HJZ22]), the on-demand sampling framework allows algorithms to adaptively select
domains from which to sample to minimize the worst-case loss. Similarly in multi-armed bandit
problems, adaptively selecting which arm to pull next is an important aspect of algorithm design. In
practice, pipelines for training models adaptively decide how to reweigh or augment their datasets
to improve downstream accuracy [XPD+23, SRC24]. While these paradigms demonstrate—both
theoretically and empirically—that adaptive data collection can significantly improve performance
and sample efficiency, adaptivity is often an undesirable feature. It requires the ML practitioner to
collect data sequentially, slowing down the end-to-end training process and limiting opportunities for
parallelism and scalability. This tension raises a central question:

to what extent is adaptive sample collection necessary to achieve the observed
gains in learning performance? And what are the quantitative tradeoffs between

the number of adaptive rounds and sample complexity?

We study this question in the context of on-demand sampling within the framework of multi-
distribution learning [HJZ22]. Multi-distribution learning extends the classical agnostic learning
setting by giving the learner sampling access to k distributions D1, . . . , Dk, with the goal of learning
a single predictor that minimizes the worst-case error across all distributions. This framework has
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emerged as a central model for studying algorithmic dataset selection, offering both a method of
allocating a fixed sampling budget across heterogeneous data sources and a unifying perspective on
several recent advances in federated learning, multi-task learning, domain adaptation, and fair and
robust machine learning [KNRW18, MSS19, SKHL20, RY21, TH22, HJZ23, ZZC+24].

Prior work on multi-distribution learning has established optimal on-demand sample complexities
of Õ((d + k)/ε) in the realizable case [BHPQ17, CZZ18, NZ18] and Õ((log(|H|) + k)/ε2) in
the agnostic case [HJZ22], where d is the VC dimension of hypothesis class H. The latter was
recently extended to Õ((d+k)/ε2) for infinite hypothesis classes [ZZC+24, Pen24]. However, these
algorithms rely on a large number of adaptive rounds—often polynomial in 1/ε and the complexity of
H and with a mild sublinear dependence on k (see Table 1 for details). In some cases, these algorithms
collect a single sample per round, resulting in a number of rounds that is as large as the sample
complexity itself! In contrast, the best known fully non-adaptive algorithms incur significantly higher
sample complexities of Õ(dk/ε) and Õ(dk/ε2) in the realizable and agnostic settings, respectively.

Despite this gap, the complexity landscape between the two extremes—full adaptivity and full non-
adaptivity—remains largely unexplored. In particular, it is unknown whether a constant number of
adaptive rounds, or even one that is merely independent of the accuracy level ε, could suffice to
recover the optimal sample complexities achieved in the fully adaptive setting.

Our Contributions and Results In this work, we formalize the problem of studying the tradeoffs
between adaptivity and sample complexity of on-demand sampling algorithms. Specifically, we
aim for achieving the optimal sample complexity with a number of adaptive rounds that is nearly
independent of ε and d and with only sublinear dependence on k. We refer to the number of adaptive
rounds as the round complexity of an algorithm.

In the realizable case, we provide a tight characterization of the sample-adaptivity tradeoff. In
particular, we prove that a round complexity r allows for a sample complexity of dkΘ(1/r)/ε, yielding
a smooth tradeoff between round complexity and sample complexity. In addition to confirming that
log k rounds are necessary for achieving the optimal sample complexity in the realizable setting,
this also indicates that a small constant number of rounds—say, 3 rounds (!)—are sufficient to
achieve an Õ(d

√
k/ε) sample complexity, which is a significant improvement over fully non-adaptive

approaches. In the agnostic case, we show that Õ(
√
k) rounds of adaptivity is sufficient to achieve

the optimal sample complexity of Õ((d+ k)/ε2).

From a technical perspective, we establish the tradeoff between adaptivity and sample complexity
through two approaches. In the realizable case, our algorithms are based on a novel application of
a variant of the AdaBoost algorithm with a particular notion of margin. In the agnostic setting, we
introduce a general and abstract optimization problem called Optimization via On-Demand Sampling
(OODS). In this framework, the goal is to optimize a concave function f over [0, 1]k, representing
weights over k distributions. There is no notion of sample complexity in this setting; instead, the
algorithm can only access value and gradient information about f within a restricted trust region,
which the algorithm can expand in every round. At a high level, the extent of the trust region serves
as a proxy for sample complexity: the more a distribution is sampled, the better we can estimate the
performance of predictors on it. The number of times the trust region is expanded before finding the
optimum of f corresponds to the round complexity. We establish both upper and lower bounds on the
round complexity in the OODS setting.

A strength of the OODS framework is that algorithms developed for OODS naturally transfer to the
agnostic multi-distribution learning problem, forming the foundation for our performance guarantees.
Additionally, the optimization formulation gives rise to more natural algorithm-independent lower
bounds on adaptivity. In particular, we prove poly(k) lower bounds on the round complexity of the
OODS problem. These lower bounds shed light on the challenges of achieving the optimal sample
complexity in agnostic multi-distribution learning using a sub-polynomial number of rounds.

1.1 Related Work

Multi-Distribution Learning Blum, Haghtalab, Procaccia and Qiao [BHPQ17] introduced the
realizable setting of multi-distribution learning, for which several O(log k)-round algorithms with
near-optimal sample complexity of Õ((d+k)/ε) were given [BHPQ17, CZZ18, NZ18]. On the other
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Setting Sample Complexity Round Complexity Reference

Realizable Õ((d+ k)/ε) O(log k) [BHPQ17, CZZ18, NZ18]

Agnostic Õ((log(|H|) + k)/ε2) Õ((log(|H|) + k)/ε2) [HJZ22]

Agnostic Õ(d/ε4 + k/ε2) O(log(k)/ε2) [AHZ23]

Agnostic Õ((d+ k)/ε2) · (log k)O(log(1/ε)) (log k)O(log(1/ε)) [Pen24]

Agnostic Õ((d+ k)/ε2) O(log(k)/ε2) [ZZC+24]

Realizable Õ((k2/r · d+ k)/ε) r Theorem 1

Realizable Ω̃(k1/r · d/r) r Theorem 2

Agnostic Õ((d+ k)/ε2) min{Õ(
√
k), O(k log k)} Propositions 2 and 3

Table 1: An overview of sample-adaptivity tradeoff in multi-distribution learning. k is the number
of distributions. H is the hypothesis class and d is its VC dimension. r denotes a tunable round
complexity between 1 and O(log k). Õ(·) and Ω̃(·) suppress polylog(d, k, 1/ε, 1/δ) factors.

hand, it is folklore that the sample complexity is Ω(dk/ε) without adaptive sampling. For the more
challenging agnostic setting where a “perfect” predictor may not exist, the optimal sample complexity
was shown to be Õ((d + k)/ε2) in a series of recent work [HJZ22, AHZ23, ZZC+24, Pen24].
Interestingly, all these algorithms have a round complexity of at least poly(1/ε) (see Table 1 for
details). Other variants of the problem, where some data sources might be adversarial or differently
labeled, have also been studied [Qia18, DQ24].

Power of Adaptivity in Learning and Beyond Agarwal, Agarwal, Assadi and Khanna [AAAK17]
systematically formulated the tradeoff between adaptivity and sample complexity in several learning
problems, including a batched setting of multi-armed bandits that was previously introduced by Jun,
Jamieson, Nowak and Zhu [JJNZ16] and subsequently studied in [GHRZ19, JYT+24, JZZ25]. Chen,
Papadimitriou and Peng [CPP22] proposed a PAC learning framework of continual learning, and
quantified the tradeoff between the number of sequential passes and the memory usage of the learning
algorithm. Another recent line of work focused on the adaptivity-query tradeoff in submodular
optimization [BS18, FMZ19, EN19, CQ19b, BRS19, CQ19a, ENV19, LLV20].

2 Preliminaries

Multi-Distribution Learning (MDL) We follow the formulation of MDL in [HJZ22]. Let X be
the instance space and Y = {0, 1} be the binary label space. Let H ⊆ YX be a hypothesis class and
d be its VC dimension. There are k unknown data distributions D1, D2, . . . , Dk over X × Y . In
each round, the algorithm draws samples from the k distributions. The number of samples may differ
on the k distributions, and may be chosen adaptively based on samples drawn in previous rounds.
The sample complexity is the total number of samples drawn from all distributions in all rounds. An
r-round algorithm draws r rounds of samples and has a round complexity of r.

The goal is to learn a predictor ĥ : X → Y that performs well on all k distributions D1, . . . , Dk.
Formally, letting err(ĥ, D) := Pr(x,y)∼D

[
ĥ(x) ̸= y

]
denote the population error of predictor ĥ on

distribution D, an MDL algorithm is (ε, δ)-PAC (Probably Approximately Correct) if

max
i∈[k]

err(ĥ, Di) ≤ OPT+ ε where OPT := min
h∈H

max
i∈[k]

err(h,Di)

holds with probability at least 1− δ over the randomness in both the algorithm and the samples.

In the realizable setting, the data distributions are promised to satisfy OPT = 0, i.e., there exists a
perfect predictor h⋆ ∈ H such that err(h⋆, Di) = 0 for every i ∈ [k]. We also refer to the general
MDL setting—where OPT can be non-zero—as the agnostic setting.
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MDL via Game Dynamics Most previous agnostic MDL algorithms (e.g., [HJZ22, ZZC+24,
Pen24]) view the learning problem as a zero-sum game, in which the “min player” chooses a
hypothesis (or a mixture of multiple hypotheses) and the “max player” chooses a mixture of the k data
distributions. These algorithms solve MDL by simulating the game dynamics when the two players
follow certain strategies, e.g., best response or a no-regret online learning algorithm. The analysis
then boils down to finding the sample size that suffices for simulating the game dynamics accurately.
For instance, simulating a “min player” that best-responds to the “max player” is equivalent to finding
a hypothesis that approximately minimizes the error on a given mixture of the k distributions.

3 Sample-Adaptivity Tradeoff for Realizable MDL

3.1 Overview of Upper Bound

For the realizable setting of MDL, we present an algorithm that establishes a tradeoff between sample
complexity and round complexity.
Theorem 1 (Informal version of Theorem 10). Algorithm 1 is an r-round (ε, δ)-PAC algorithm for
realizable MDL with sample complexity O(k2/r log k · d

ε + k log(k) log(k/δ)
ε ).

We highlight two special cases of the general tradeoff above. First, when r = log k, Algorithm 1
is most sample-efficient and recovers the near-optimal sample complexity bound of Õ((d+ k)/ε)
for realizable MDL [BHPQ17, CZZ18, NZ18]. Second, with a small constant number of adaptive
rounds (e.g., r = 4), Algorithm 1 has a sample complexity of Õ((d

√
k + k)/ε). Thus, our result

demonstrates that even in the limited-adaptivity regime of r = O(1), we can improve on the Ω(dk/ε)
sample complexity required in the fully non-adaptive case of r = 1.
Remark 1. Using more sophisticated variants of boosting such as boost-by-majority [SF12, Chap-
ter 13] or recursive boosting [Sch90], it is possible to achieve a sample complexity of Õ((d

√
k+k)/ε)

using exactly 3 rounds. Formal claims are deferred to Appendix A.

Additional Notations To state our algorithm succinctly, we introduce a few more notations. For
a distribution D, we write D⊗m as its m-fold product distribution, and S ∼ D⊗m is a shorthand
for drawing a size-m sample S from D. At each iteration t of the algorithm, we maintain weights
qt(1), qt(2), . . . , qt(k) ≥ 0 that sum up to 1. We also abuse the notation and write qt as the
mixture distribution

∑k
i=1 qt(i)·Di. While distributions D1, D2, . . . , Dk are unknown, the algorithm

may still sample from the mixture qt easily: it suffices to first draw a random index i such that
Pr [i = j] = qt(j) for each j ∈ [k] and then sample from Di.

Algorithm 1: Trade-off Multi-Distribution Learning
Input: Sample access to k unknown distributions D1, . . . , Dk, an optimal PAC learner A for

class H, number of rounds r, target error ε, and failure probability δ.
1 Set margin θ = r

2 log(k) , p = 1
2 ·
(
4k2/r

)−1/(1−θ)

, τ = ε
1+1/θ , and α = 1

2 ln
(

1−p
p

)
.

2 Set εA = τp
4 , δA = δ

2r , and m = O
(

d+log(1/δA)
εA

)
.

3 Initialize q1(j) =
1
k for each j ∈ {1, . . . , k}, and let q1 =

∑k
j=1 q1(j)Dj .

4 for t = 1, 2, . . . , r do
5 Call learner A on a sample S̃t ∼ q⊗m

t , and let ht be the returned predictor.
6 for j = 1, 2, . . . , k do
7 Draw a sample Sj,t ∼ D⊗n

j , where n = 12
τ log(2rk/δ).

8 Update:

qt+1(j) =
qt(j)

Zt
×
{

e−α if err(ht, Sj,t) ≤ τ
2

eα if err(ht, Sj,t) >
τ
2

where Zt is a normalization constant that ensures
∑k

j=1 qt+1(j) = 1.

Output: Majority-Vote Predictor F : x 7→ 1
[
1
r

∑r
t=1 ht(x) ≥ 1/2

]
.
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Technical Overview We explain here the main ideas behind Algorithm 1; the full proof and analysis
is deferred to Appendix A. We run a variant of the classical AdaBoost algorithm [SF12] to maximize
a particular notion of “margin” that is defined on distributions D1, . . . , Dk. Specifically, in each
round 1 ≤ t ≤ r, Algorithm 1 calls learner A to learn a predictor ht that has a low error on qt:

k∑
j=1

qt(j) · err(ht, Dj) = err(ht, qt) ≤ τp.

Then, by Markov’s inequality, ht also minimizes the fraction of distributions (as weighted by qt) that
have error more than τ :

k∑
j=1

qt(j)1 [err(ht, Dj) > τ ] ≤ p.

Subsequently, Algorithm 1 updates the weighted mixture qt over the k distributions based on the
thresholded loss function 1[err(ht, Dj) > τ ] (as is done in AdaBoost). After r rounds, the margin-
maximization property of AdaBoost guarantees that

1

k

k∑
j=1

1

[
1

r

r∑
t=1

1[err(ht, Dj) > τ ] >
1

2
− θ

2

]
≤

r∏
t=1

2
√

(1− p)1+θp1−θ.

By choosing the margin parameter θ and p such that
∏r

t=1 2
√

(1− p)1+θp1−θ < 1/k, we are
guaranteed that, on each of the k distributions, at least 1/2 + θ/2 fraction of the r predictors have
error at most τ . Formally, it holds for every j ∈ [k] that

1

r

r∑
t=1

1[err(ht, Dj) > τ ] ≤ 1

2
− θ

2
.

Finally, with this margin property, invoking Lemma 13 implies that the majority-vote predictor will
have error at most (1 + 1/θ)τ = ε on all k distributions.

3.2 Overview of Lower Bound

The following theorem complements Theorem 1 by showing that a kΩ(1/r) overhead is unavoidable.
Theorem 2 (Informal version of Theorem 16). For every r = O(log k) and sufficiently large d, every

r-round algorithm for realizable MDL has an Ω
(

dk1/r

r log2 k

)
sample complexity.

This sample complexity lower bound nearly matches the dk2/r log k term in Theorem 1, up to a
poly(r, log k) factor and a factor of 2 in the exponent of kΘ(1/r).

We briefly sketch the proof of the r = 2 case, i.e., an Ω(d
√
k) lower bound against two-round

algorithms. We consider the class of linear functions over X = Fd
2, which has a VC dimension of

d. The ground truth classifier h⋆ is drawn uniformly at random from all the 2d linear functions. To
construct the k data distributions, we choose k difficulty levels diff1, diff2, . . . , diffk as a uniformly
random permutation of: (1) 1 copy of Θ(d); (2)

√
k copies of Θ(d/

√
k); (3) k −

√
k − 1 copies

of Θ(d/k). Note that
∑k

i=1 diffi ≤ d. Each data distribution Di is the uniform distribution over a
randomly chosen diffi-dimensional subspace Vi ⊆ Fd

2. Furthermore, the subspaces V1, V2, . . . , Vk

are chosen such that they are linearly independent, i.e., dim(Span(V1∪V2∪· · ·∪Vk)) =
∑k

i=1 diffi.

Intuitively, diffi measures the “effective sample complexity” for learning Di: Θ(diffi) samples are
sufficient and necessary to learn an accurate classifier for Di. In addition, since h⋆ is randomly
chosen and the subspaces V1, V2, . . . , Vk are independent, samples collected from one distribution
Di provide no information about the value of h⋆ on Vj (except for the zero vector) for every j ̸= i.
Furthermore, if diffi ∈ {Θ(d/

√
k),Θ(d)} and m ≪ d/

√
k samples have been drawn from Di, it

holds with high probability that the m vectors in these samples are linearly independent. Then, the
learner gains no information for distinguishing whether diffi = Θ(d/

√
k) or diffi = Θ(d).

A three-round learner has a simple strategy: (1) In Round 1, draw Θ(d/k) samples from each
distribution, thereby identifying the distributions with diffi = Θ(d/k) as well as learning the value
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of h⋆ on each Vi; (2) In Round 2, draw Θ(d/
√
k) samples from each of the

√
k + 1 remaining

distributions, which is sufficient for all distributions except the one with diffi = Θ(d); (3) In Round 3,
learn the only remaining distribution using Θ(d) samples. The resulting sample complexity is O(d).

In contrast, a two-round learner must “skip” one of the three steps. For example, in Round 2 where
there are still

√
k + 1 “suspects” among which one distribution has difficulty level Θ(d), the learner

could draw Θ(d) samples from each of them. Alternatively, the learner could draw Θ(d/
√
k) samples

from each distribution in Round 1, so that the distribution with diffi = Θ(d) can be identified and
then learned in Round 2. However, both strategies would have an Ω(d

√
k) sample complexity.

The formal proof (in Appendix B) extends the hard instance construction to all r = O(log k) by using
r + 1 different difficulty levels separated by a k1/r factor. We then formalize the intuition that every
r-round MDL algorithm must “skip” a step and thus incur a k1/r overhead in the sample complexity.

4 Sample-Adaptivity Tradeoff for Agnostic MDL

For the agnostic setting, we show that the near-optimal sample complexity of Õ((d+ k)/ε2) can be
achieved by a poly(k)-round algorithm.

Proposition 1 (Corollaries 21 and 22). There is a min{Õ(
√
k), O(k log k)}-round MDL algorithm

with sample complexity Õ((d+ k)/ε2).

The MDL Algorithm of [ZZC+24] Our starting point is the approach of [ZZC+24, Algo-
rithm 1], which we briefly describe below. For brevity, we use Õ(·) and Θ̃(·) to suppress
polylog(k, d, 1/ε, 1/δ) factors, and let err(h, S) := 1

|S|
∑

(x,y)∈S 1 [h(x) ̸= y] denote the empir-
ical error of hypothesis h : X → Y on dataset S ⊆ X × Y .

The algorithm maintains k datasets S1, S2, . . . , Sk, where each Si contains training examples drawn
from Di. The algorithm runs the Hedge algorithm for T = Θ((log k)/ε2) iterations starting at
w(1) = (1/k, 1/k, . . . , 1/k). Each iteration t ∈ [T ] consists of the following two steps:

• ERM step: For each i ∈ [k], draw additional samples from Di and add them to Si until |Si| ≥
w

(t)
i · Θ̃((d + k)/ε2). Then, find a hypothesis h(t) ∈ H that minimizes the empirical error

L̂(h) :=
∑k

i=1 w
(t)
i · err(h, Si), which is an estimate of the error of h on

∑k
i=1 w

(t)
i Di.

• Hedge update step: For each i ∈ [k], draw w
(t)
i ·Θ(k) fresh samples from Di to obtain an estimate

r
(t)
i ≈ err(h(t), Di). Compute w(t+1) from w(t) and r(t) via a Hedge update.

The crux of the analysis of [ZZC+24] is to show that the dataset sizes in the two steps above are
sufficiently large, so that h(t) approximately minimizes the error on mixture

∑k
i=1 w

(t)
i Di, and the

reward vector r(t) is accurate enough for the Hedge update.

A straightforward implementation of the algorithm needs T = Θ((log k)/ε2) rounds of sampling. In
comparison, the Õ(

√
k) round complexity in Proposition 1 is lower when ε ≪ 1/k1/4.

Hedge with Lazy Updates We prove Proposition 1 by modifying the algorithm of [ZZC+24] so
that it draws samples more lazily. The resulting algorithm is termed LazyHedge and formally defined
in Algorithm 2. There are two versions of the algorithm—the “box” version and the “ellipsoid”
version—that give the O(k log k) and Õ(

√
k) round complexity bounds, respectively.

Similar to the Hedge algorithm, LazyHedge maintains a weight vector w(t) at each iteration t.
In addition, it maintains a cap vector w

(t)
i as a proxy for the size of dataset Si at time t. At

the start of iteration t, it checks whether w(t) is “observable” under cap w(t−1) in the sense that
w(t) ∈ O(w(t−1)). If the condition holds, no additional samples are drawn and the cap vector is left
unchanged. Otherwise, the cap w(t) is updated to C times the entrywise maximum of all weight
vectors so far, and additional samples are drawn so that both |Si| and |Si,t| match w

(t)
i . Finally,

LazyHedge computes the next weight vector w(t+1) from w(t) using the Hedge update rule.
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Algorithm 2: LazyHedge: Hedge with Lazy Updates

Input: Number of distributions k, number of iterations T = Θ((log k)/ε2), step size η = Θ(ε),
margin parameter C > 1.

1 Box version: Define O(w) := {w ∈ ∆k−1 : wi ≤ wi, ∀i ∈ [k]}.
2 Ellipsoid version: Define O(w) := {w ∈ ∆k−1 :

∑k
i=1 w

2
i /wi ≤ 1}.

3 Set w(1) = (1/k, 1/k, . . . , 1/k) and w(0) = (0, 0, . . . , 0).
4 Set Si = ∅ for i ∈ [k] and Si,t = ∅ for i ∈ [k] and t ∈ [T ].
5 for t = 1, 2, . . . , T do
6 if w(t) ∈ O(w(t−1)) then
7 Set w(t) = w(t−1).
8 else
9 Set w(t)

i = C ·max{w(1)
i , w

(2)
i , . . . , w

(t)
i } for every i ∈ [k].

10 Add samples from Di to Si until |Si| ≥ w
(t)
i · Θ̃((d+ k)/ε2) for every i ∈ [k].

11 Add samples from Di to Si,t′ until |Si,t′ | ≥ w
(t)
i ·Θ(k) for every i ∈ [k] and t ≤ t′ ≤ T .

12 ERM step: Set ĥ(t) ∈ argminh∈H
∑k

i=1 w
(t)
i · err(h, Si).

13 Hedge update step: Set r(t)i = err(ĥ(t), Si,t). Compute w(t+1) ∈ ∆k−1 such that

w
(t+1)
i =

w
(t)
i ·eηr

(t)
i∑k

j=1 w
(t)
j ·eηr

(t)
j

for every i ∈ [k].

Output: Randomized classifier uniformly distributed over {ĥ(1), ĥ(2), . . . , ĥ(T )}.

The correctness and sample complexity of LazyHedge follow from the analysis of [ZZC+24]. At
a high level, either version of LazyHedge ensures that using Si in the ERM step and using Si,t in
the Hedge update step lead to low-variance estimates, which allow the analysis of [ZZC+24] to go
through. We provide a more detailed analysis in Appendix C.4.

It remains to upper bound the round complexity of LazyHedge, namely, the number of times the cap
vector is updated in Line 9. For the box version, we have an O(k log k) upper bound.
Proposition 2. The box version of LazyHedge takes at most O(k log k) rounds.

Proof sketch. If the cap vector is updated in the t-th iteration, there exists i ∈ [k] such that w(t)
i >

w
(t−1)
i . We call such index i the culprit of this cap update. For index i to be the culprit, the historical

high of w(t)
i must have increased by a factor of C since the last cap update. As this historical high is

non-decreasing and in [1/k, 1], each index i can be the culprit at most O(logC k) times. Thus, the
round complexity is at most k ·O(logC k) = O(k log k) for any constant C > 1.

For the ellipsoid version, a more involved analysis gives an Õ(
√
k) round complexity bound.

Proposition 3. The ellipsoid version of LazyHedge takes at most Õ(
√
k) rounds.

The analysis applies the following technical lemma shown by [ZZC+24].
Lemma 3 (Lemma 3 of [ZZC+24]). For some choice of T = Θ((log k)/ε2) and η = Θ(ε) in
LazyHedge, it holds with probability 1− δ that

∑k
i=1 max1≤t≤T w

(t)
i ≤ O(log8(k/(εδ))) = Õ(1).

Proof sketch of Proposition 3. We classify the cap updates into two types: A “Type I” update is when
some coordinate wi reaches a historical high of > 1/

√
k, and a “Type II” update is one without a

significant increase in any coordinate. We show that either type of cap updates happen Õ(
√
k) times.

The upper bound for Type I updates follows from Lemma 3, which implies that there are at most
Õ(1) ·

√
k Type I updates where the coordinate reaches ≈ 1/

√
k, at most Õ(1) ·

√
k/2 Type I updates

where the coordinate reaches ≈ 2/
√
k, and so on. These upper bounds sum up to Õ(

√
k).

The analysis for Type II updates is more involved. Roughly speaking, we say that a coordinate
i ∈ [k] gains a potential of a2/b when the historical high of wi increases from b to a through the
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Hedge dynamics. The Õ(
√
k) bound follows from two technical claims: (1) Each Type II update

may happen only if a total potential of Ω(1) is accrued over all k coordinates; (2) The total potential
that the k coordinates may contribute to Type II updates is at most Õ(

√
k).

5 A General Framework: Optimization via On-Demand Sampling

5.1 Problem Setup

In Optimization via On-Demand Sampling (OODS), the goal is to maximize a concave function f

over the probability simplex ∆k−1 := {w ∈ Rk :
∑k

i=1 wi = 1, wi ≥ 0 ∀i ∈ [k]} by “sampling”
from the k coordinates. The algorithm does not have full access to f ; instead, it maintains a cap
vector w ∈ [0, 1]k that specifies the observable region of the simplex. We focus on two concrete
settings of the problem, where the observable region is either a box or an ellipsoid defined by w.

Definition 1 (Optimization via On-Demand Sampling). f : ∆k−1 → [0, 1] is an unknown concave
function. In each round t = 1, 2, . . . , r, the algorithm chooses cap w(t) ∈ [0, 1]k that is lower bounded
by w(t−1) entry-wise (if t > 1). Then, the algorithm makes arbitrarily many queries to a first-order
oracle of f—which returns the value and a supergradient—at any w ∈ O(w(t)), where O(w) :=

{w ∈ ∆k−1 : wi ≤ wi, ∀i ∈ [k]} in the box setting, and O(w) := {w ∈ ∆k−1 :
∑k

i=1 w
2
i /wi ≤ 1}

in the ellipsoid setting. The goal is to find ŵ ∈ ∆k−1 such that f(ŵ) ≥ maxw∈∆k−1 f(w)− ε while
minimizing the sample overhead

∑k
i=1 w

(r)
i and the round complexity r.

To see how OODS connects to MDL and on-demand sampling in general, we view the k coordinates
as distributions D1, D2, . . . , Dk from which the algorithm may sample. Maximizing f(w) can then
be viewed as optimizing the mixing weights in mixture

∑k
i=1 wiDi. The cap wi is a proxy for and

proportional to the number of samples that have already been drawn from Di. In light of this analogy,
the sample overhead

∑k
i=1 w

(r)
i is simply a proxy for the total number of samples that the algorithm

draws, while the round complexity r is the number of rounds of on-demand sampling.

The observable region O(w) represents the mixing weights w ∈ ∆k−1 on which f(w) can be
accurately estimated using the current dataset specified by w. In the box setting, the algorithm
is only allowed to query f(w) if wi ≤ wi holds for every i ∈ [k], which can be viewed as a
sufficient condition for the algorithm to obtain an accurate estimate for mixture

∑k
i=1 wiDi using the

Θ(wi) samples collected from each Di. In the ellipsoid setting, we use the more refined condition∑k
i=1 w

2
i /wi ≤ 1, where the summation is a proxy for the variance in estimating the mixture∑k

i=1 wiDi using the datasets. More details on how the box and ellipsoid settings connect to MDL
can be found in Appendix C.4.

5.2 Overview of Upper Bounds

For the OODS problem, we give a simple algorithm with a poly(k) round complexity. The algorithm
is also termed LazyHedge, as it is almost identical to the agnostic MDL algorithm in Section 4. We
formally define the algorithm (Algorithm 3) in Appendix C for completeness. To guarantee a sample
overhead of Õ(s), the algorithm takes Õ(k/s) rounds in the box setting and Õ(

√
k/s) rounds in

the ellipsoid setting. Here, the Õ(·) notation hides polylog(k/ε) factors, where ε is the accuracy
parameter in OODS.

Theorem 4 (Informal version of Theorems 8 and 20). There is an OODS algorithm with sample
overhead Õ(s) that takes Õ(k/s) rounds in box setting and Õ(

√
k/s) rounds in ellipsoid setting.

Hedge with Lazy Updates We apply the same LazyHedge strategy as in Algorithm 2 for MDL.
LazyHedge maintains a weight vector w(t) at each iteration t. At the start of iteration t, it checks
whether w(t) is still in the observable region O(w(t−1)) specified by the previous cap w(t−1). If so,
the cap is left unchanged; otherwise, the cap w(t) is set to C times the entrywise maximum of all
weight vectors so far. Then, LazyHedge queries the first-order oracle to obtain a supergradient r(t) at
w(t), and computes the next weight vector w(t+1) using the Hedge update. While LazyHedge takes

8



T = Θ((log k)/ε2) iterations, its round complexity is the number of times the cap is updated, which
can be much lower than T .

Analysis for the Box Setting We sketch the analysis for the box setting, and defer the ellipsoid
setting to Appendix C. The standard regret analysis of Hedge shows that LazyHedge finds an O(ε)-
approximate maximum. We prove the following lemma in Appendix C.1.

Lemma 5. LazyHedge outputs ŵ ∈ ∆k−1 such that f(ŵ) ≥ maxw∈∆k−1 f(w)−O(ε).

Next, we show that the sample overhead of LazyHedge is low. Recall that C > 1 is the margin
parameter used in LazyHedge for the cap updates.

Lemma 6. LazyHedge has an O(C log8(k/ε)) sample overhead.

Proof. LazyHedge guarantees that w(T )
i ≤ C ·max1≤t≤T w

(t)
i for every i ∈ [k]. By Lemma 3, the

sample overhead is
∑k

i=1 w
(T )
i ≤ C ·

∑k
i=1 max1≤t≤T w

(t)
i = O(C · log8(k/ε)).

It remains to upper bound the round complexity of LazyHedge in the box setting. The proof of the
following lemma resembles and extends that of Proposition 2 in the MDL setting.

Lemma 7. LazyHedge takes min
{
k,O((k/C) · log8(k/ε)

)
} ·O(logC k) rounds in the box setting.

Proof sketch. If the cap is updated in the t-th iteration of LazyHedge, there exists i ∈ [k] such that
w

(t)
i > w

(t−1)
i . We call such index i the culprit of this cap update. By the same argument as in

Proposition 2, each index i can be the culprit of at most O(logC k) cap updates. It remains to bound
the number of indices that become the culprit of at least one cap update. This number is trivially
at most k. Furthermore, since LazyHedge sets w(1) = (C/k,C/k, . . . , C/k) in the first iteration,
for index i to become the culprit of a later cap update, w(t)

i must reach C/k for some t. By Lemma
3, at most Õ(1)/(C/k) = Õ(k/C) indices can satisfy this. Thus, the round complexity is at most
min{k, Õ(k/C)} ·O(logC k).

Combining Lemmas 5, 6 and 7 immediately gives the first part of Theorem 4.

Theorem 8. For any C ∈ [2, k], in the box setting, LazyHedge finds an O(ε)-approximate maximum
with an O(C log8(k/ε)) sample overhead in min{O(k log k), O((k/C) · log9(k/ε))} rounds.

5.3 Overview of Lower Bounds

The following theorem shows that the poly(k/s) round complexity in Theorem 4 cannot be avoided
when ε ≤ 1/ poly(k). For exponentially small ε, the exponents on k/s also match Theorem 4.

Theorem 9 (Informal version of Theorems 25 and 28). If ε ≤ O(1/k), every OODS algorithm with
sample overhead s must take Ω(

√
k/s) rounds in the box setting and Ω((k/s)1/4) rounds in the

ellipsoid setting. If ε ≤ e−Ω(k), every OODS algorithm with sample overhead s must take Ω(k/s)

rounds in the box setting and Ω(
√
k/s) rounds in the ellipsoid setting.

As a corollary, if ε ≤ O(1/k), every OODS algorithm has either a poly(k) round complexity or a
sample overhead that is almost linear in k. While these lower bounds do not directly imply lower
bounds for agnostic MDL, they show that further improving the round complexity in Proposition 1
requires a substantially different approach. Roughly speaking, the MDL algorithm of [ZZC+24]
fits into the OODS framework because: (1) It uses samples in a restricted way: finding an ERM
ĥ on mixture

∑k
i=1 wiDi for some weight vector w in an “observable region”, and estimating the

error of ĥ on every Di; (2) By solving the MDL instance, it finds a “hard” mixture
∑k

i=1 ŵiDi on
which the best hypothesis in H has an error close to the minimax value. The first property ensures
that the MDL algorithm requires no more information than what the first-order oracle provides in
OODS. The second ensures that the MDL algorithm implicitly solves the OODS problem. Theorem
9 then suggests that every algorithm with the two properties faces an inherent obstacle in achieving a
sub-polynomial round complexity.
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We sketch the proof of Theorem 9 in the box setting and the ε ≤ O(1/k) regime; the formal proofs
are deferred to Appendix D. We consider the objective function f(w) := minj∈[m]{wi⋆j

+ j/m2},
where i⋆1, i

⋆
2, . . . , i

⋆
m ∈ [k] are m ≤ k different critical indices sampled uniformly at random. The

lower bound builds on two observations on f : (1) (Lemma 23) If ε ≤ O(1/k), every ε-approximate
maximum must put an Ω(1/m) weight on at least half of the critical indices i⋆1, . . . , i

⋆
m; (2) (Lemma

24) Unless we put a weight of > 1/m2 on each of i⋆1, i
⋆
2, . . . , i

⋆
j , the value of f(w) is determined by

the first j terms in the minimum. Intuitively, unless we already “know” the first j critical indices, we
cannot learn the values of i⋆j+1, . . . , i

⋆
m from the first-order oracle.

There is a natural m-round algorithm that solves the instance above. In the first round, we query
the uniform weight vector w = (1/k, 1/k, . . . , 1/k) to learn the value of i⋆1. In the second round,
we query f on some w with wi⋆1

≫ 1/m2, thereby learning the value of i⋆2. Repeating this m times
recovers all the critical indices. One might hope to be “more clever” and learn many critical indices
in a round. For example, the algorithm might put a cap of ≫ 1/m2 on several coordinates in the
first round, in the hope of hitting more than one indices in i⋆1, i

⋆
2, . . .. However, if the algorithm has a

sample overhead of s, only O(m2s) such guesses can be made. In particular, assuming m ≪
√
k/s,

the O(m2s) ≪ k guesses only cover a tiny fraction of the indices. Thus, over the uniform randomness
in i⋆, the algorithm learns only O(1) critical indices within each round in expectation.

6 Discussion

In this work, we formalized the trade-off between sample and round complexities in multi-distribution
learning (MDL). For the realizable case, we obtained a nearly tight characterization: when the
learner is allowed r rounds of sampling, the optimal sample complexity is proportional to kΘ(1/r).
In particular, a constant number of rounds suffice to achieve a sublinear dependence on k, whereas
nearly log k rounds are necessary to reach near-optimal sample complexity.

For the more general agnostic setting, we introduced the optimization via on-demand sampling
(OODS) problem as an abstraction of the common approach shared by many recent MDL algorithms.
We then leveraged the intuition behind the OODS algorithms to obtain an improved round complexity
of Õ(

√
k). On the negative side, any MDL algorithm based on the OODS approach must take poly(k)

rounds to match the near-optimal sample complexity of Õ((d+ k)/ε2).

To further understand the landscape of sample-adaptivity trade-off in agnostic MDL, we highlight the
following concrete open question:

Open Question 1. Does there exist an agnostic MDL algorithm that simultaneously achieves sample
complexity Õ

(
d+k
ε2

)
and round complexity polylog(k/ε)?

Our results on OODS may shed light on both directions. The lower bounds for OODS suggest that
any such algorithm must leverage the data in a more sophisticated manner—beyond invoking an
ERM oracle or merely evaluating empirical risks. Notably, a recent algorithm of Peng [Pen24] is one
such candidate: despite having a high round complexity (cf. Table 1), it uses the collected data to
construct a “refined” hypothesis class and might therefore circumvent the OODS lower bounds.

Conversely, to establish a round lower bound for sample-optimal MDL algorithms, a natural approach
would be to recast our hard instances for OODS as MDL instances. The key challenge, however,
lies in ensuring that every MDL algorithm gains no more information from the samples than OODS-
based learners do. Developing such a reduction would establish a deeper connection between MDL
and OODS, and represent a major step toward a complete understanding of the sample-adaptivity
trade-off.
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A Upper Bound for Realizable MDL

In this section, we prove the following upper bound on sample-adaptivity tradeoff for realizable
multi-distribution learning:

Theorem 10. For any k unknown distributions D1, . . . , Dk, any class H such that OPT = 0, and
any target error ε and number of rounds r ≤ log(k), the output predictor F of Algorithm 1 satisfies
with probability at least 1− δ,

∀1 ≤ j ≤ k : err(F,Dj) ≤ ε.

Furthermore, Algorithm 1 uses r adaptive rounds and has a sample complexity of

O

(
k2/r log(k)

d

ε
+

k log(k)

ε
log

(
k

δ

))
.

Before proceeding with the proof of Theorem 10, we state a few lemmas that will be useful in the
proof. First, instead of using plain ERM which incurs a sample complexity of O(d log(1/ε)+log(1/δ)

ε ),
it will be particularly advantageous for us to use an optimal PAC learner that avoids the log(1/ε)
factor in sample complexity.

Lemma 11 (Optimal Sample Complexity of PAC Learning, [Han16, Lar23]). For any class H, there
exists an improper learner A, such that for any distribution D where infh∈H err(h,D) = 0, with
probability at least 1− δ over S ∼ Dm where m = O(d+log(1/δ)

ε ), err(A(S), D) ≤ ε. In particular,
as shown by [Lar23], bagging combined with ERM yields an optimal PAC learner A.

Next, the lemma below essentially allows us to argue that we can perform weight updates in
Algorithm 1 based on empirical error instead of population error.

Lemma 12 (Empirical Samples and Population Error). For any fixed predictor h : X → Y , any
distribution D over X × Y , any δ ∈ (0, 1), any τ ∈ (0, 1/2), with probability at least 1 − δ over
S ∼ Dn where n = 12

τ log(1/δ), the followings holds:

1. If err(h,D) > τ then err(h, S) > τ/2, and

2. if err(h, S) > τ/2 then err(h,D) > τ/4.

Proof. We apply a standard Chernoff bound.

Finally, the lemma below shows that, when at least a 1/2+ θ/2 fraction of predictors achieve error at
most τ on a distribution D, the majority-vote achieves error at most (1 + 1/θ)τ on D.

Lemma 13 (Weighted-Majority Error Bound). Let D be an arbitrary distribution over X × Y ,
τ ∈ (0, 1), θ ∈ (0, 1). For any predictors h1, . . . , hr with corresponding (non-negative) weights
α1, . . . , αr that satisfy

r∑
t=1

αt1[err(ht, D) ≤ τ ]−
r∑

t=1

αt1[err(ht, D) > τ ] ≥ θ

r∑
t=1

αt,

it holds that

Pr
(x,y)∼D

[
1

[
r∑

t=1

αtht(x) ≥
1

2

r∑
t=1

αt

]
̸= y

]
≤
(
1 +

1

θ

)
τ.

Proof. Let Gτ = {1 ≤ t ≤ r : err(ht, D) ≤ τ}, and Bτ = [r] \Gτ . Without loss of generality, we
will consider the normalized weights, i.e., we assume

∑r
t=1 αt = 1. Let WG =

∑
t∈Gτ

αt and
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WB =
∑

t∈Bτ
αt. Observe that

Pr(x,y)∼D

[
1

[
r∑

t=1

αtht(x) ≥
1

2

]
̸= y

]
≤ Pr(x,y)∼D

[
r∑

t=1

αt1[ht(x) ̸= y] ≥ 1

2

]

≤ Pr(x,y)∼D

[∑
t∈Gτ

αt1[ht(x) ̸= y] ≥ 1

2
−WB

]

≤
∑

t∈Gτ
αterr(ht, D)

1
2 −WB

≤ τWG
1
2 −WB

= τ · 2WG

1− 2WB
= τ · 2WG

WG −WB

= τ · (WG +WB) + (WG −WB)

WG −WB

= τ

(
1

WG −WB
+ 1

)
≤ τ

(
1 +

1

θ

)
,

where we have used Markov’s inequality and the fact that WG −WB ≥ θ.

We are now ready to proceed with the proof of Theorem 10.

Proof of Theorem 10. Before analyzing Algorithm 1, with probability at least 1− δ/2 over sampling
in Line 5, we have the following PAC learning guarantee

∀1 ≤ t ≤ r : err(ht, qt) =

k∑
j=1

qt(j)err(ht, Dj) ≤ εA =
τp

4
. (1)

Ideally, we would compute weight updates in a round t ∈ [r] in Line 8 in Algorithm 1 based on
evaluating the population error err(ht, Dj) for each j ∈ {1, . . . , k}. However, we only have access
to samples from each Dj . In the analysis below, we show that we can effectively carry out the weight
updates based on samples. This hinges on the following property which follows from invoking
Lemma 12: with probability at least 1− δ/2 over sampling in Line 7, we are guaranteed

∀ 1 ≤ t ≤ r, ∀ 1 ≤ j ≤ k : err(ht, Dj) > τ ⇒ err(ht, Sj,t) > τ/2,

err(ht, Sj,t) > τ/2 ⇒ err(ht, Dj) > τ/4.
(2)

We now proceed with analysis of Algorithm 1 assuming Equations (1) and (2) hold simultaneously,
which happens with probability at least 1 − δ. The essence of the proof lies in analyzing an
appropriate “margin-type” loss function defined based on the majority-vote predictor F (x) =
1
[
1
r

∑r
t=1 ht(x) ≥ 1/2

]
and the distributions D1, . . . , Dk. Specifically, for each distribution Dj ,

we will analyze the following 0-1 loss function:

Lτ,θ(F,Dj) = 1

[
r∑

t=1

1 [err(ht, Dj) ≤ τ ]−
r∑

t=1

1 [err(ht, Dj) > τ ] ≤ θ · r

]
.

This loss function considers the “margin” which in this context is the fraction of good predictors
achieving error below threshold τ minus the fraction of bad predictors which have error above τ :

1

r

(
r∑

t=1

1 [err(ht, Dj) ≤ τ ]−
r∑

t=1

1 [err(ht, Dj) > τ ]

)
.

The loss function Lτ,θ(F,Dj) evaluates to 0 if and only if the margin is greater than θ, i.e., the
fraction of predictors ht achieving population error err(ht, Dj) below the threshold τ is greater than
1
2 + θ

2 .
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Observe now that when Lτ,θ(F,Dj) = 1, by definition,
r∑

t=1

α1 [err(ht, Dj) ≤ τ ]−
r∑

t=1

α1 [err(ht, Dj) > τ ] ≤ θ

r∑
t=1

α

⇐⇒
r∑

t=1

α (1 [err(ht, Dj) > τ ]− 1 [err(ht, Dj) ≤ τ ]) + θ

r∑
t=1

α ≥ 0

⇐⇒ exp

(
r∑

t=1

α (1 [err(ht, Dj) > τ ]− 1 [err(ht, Dj) ≤ τ ]) + θ

r∑
t=1

α

)
≥ 1.

Thus, we can bound from above the fraction of distributions Dj for which Lτ,θ(F,Dj) = 1 as
follows

1

k

k∑
j=1

Lτ,θ(F,Dj)

≤ 1

k

k∑
j=1

exp

(
r∑

t=1

α (1 [err(ht, Dj) > τ ]− 1 [err(ht, Dj) ≤ τ ]) + θ

r∑
t=1

α

)

= exp

(
θ

r∑
t=1

α

)
k∑

j=1

1

k
exp

(
r∑

t=1

α (1 [err(ht, Dj) > τ ]− 1 [err(ht, Dj) ≤ τ ])

)

≤ exp

(
θ

r∑
t=1

α

)
k∑

j=1

1

k
exp

(
r∑

t=1

α (1 [err(ht, Sj,t) > τ/2]− 1 [err(ht, Sj,t) ≤ τ/2])

)
,

where the last inequality follows from Equation (2). Observe now that by the update rule in Line 9 in
Algorithm 1,

qr+1(j) =
q1(j) exp (

∑r
t=1 α (1 [err(ht, Sj,t) > τ/2]− 1 [err(ht, Sj,t) ≤ τ/2]))∏r

t=1 Zt
.

Thus, by combining the above, it follows that

1

k

k∑
j=1

Lτ,θ(F,Dj) ≤ exp

(
θ

r∑
t=1

α

)
r∏

t=1

Zt =

r∏
t=1

eθαZt, (3)

where the normalization constant

Zt =

k∑
j=1

qt(j) exp (α (1 [err(ht, Sj,t) > τ/2]− 1 [err(ht, Sj,t) ≤ τ/2])) .

Observe that, by Equation (2), if err(ht, Sj,t) > τ/2 then err(ht, Dj) > τ/4, thus we can bound Zt

from above as follows

Zt ≤
k∑

j=1

qt(j) exp (α (1 [err(ht, Dj) > τ/4]− 1 [err(ht, Dj) ≤ τ/4])) = e−α(1− pt) + eαpt,

where pt = Prj∼qt [err(ht, Dj) > τ/4]. Next, we bound pt from above by the parameter p. To do
this, we invoke Markov’s inequality and the PAC learning guarantee in Equation (1),

pt = Prj∼qt [err(ht, Dj) > τ/4] ≤ Ej∼qt [err(ht, Dj)]

τ/4
≤ εA

τ/4
= p. (4)

Since α = 1
2 ln

(
1−p
p

)
and 1− p > p, combined with the above, we get

Zt ≤ e−α(1− p) + eαp =

√
p

1− p
(1− p) +

√
1− p

p
p = 2

√
p(1− p).
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Combining Equation (3) with the above bound on Zt, we get

1

k

k∑
j=1

Lτ,θ(F,Dj) ≤
r∏

t=1

(
eθα · 2

√
p(1− p)

)
=

r∏
t=1

2
√

(1− p)1+θp1−θ. (5)

Observe that by the bound established in Equation (5), what remains is to solve for suitable values of
θ and p such that

r∏
t=1

2
√

(1− p)1+θp1−θ <
1

k
,

because that would imply 1
k

∑k
j=1 Lτ,θ(F,Dj) < 1/k, and hence the majority-vote predictor F has

“margin” θ on all k distributions:

∀1 ≤ j ≤ k :

r∑
t=1

α1 [err(ht, Dj) ≤ τ ]−
r∑

t=1

α1 [err(ht, Dj) > τ ] > θ

r∑
t=1

α.

Combining this margin guarantee and Lemma 13 implies that F achieves error at most ε on all k
distributions, i.e., for every j ∈ [k],

err(F,Dj) = Pr
(x,y)∼Dj

[
1

[
1

r

r∑
t=1

ht(x) ≥
1

2

]
̸= y

]
≤ (1 + 1/θ) τ = (1 + 1/θ)

ε

1 + 1/θ
= ε.

We now turn to choosing p and θ to guarantee the above.
r∏

t=1

2
√
(1− p)1+θp1−θ <

1

k
⇐⇒

(
4(1− p)1+θp1−θ

)r/2
<

1

k

⇐⇒ 4(1− p)1+θp1−θ <
1

k2/r
.

Observe that (1− p)(1+θ) ≤ 1 for all θ, p ∈ (0, 1). Thus, it suffices to choose p, θ so that(
1

p

)1−θ

> 4k
2/r, (6)

which can be satisfied by setting
1

p
= 2 ·

(
4k

2/r
)1/(1−θ)

.

Plugging-in these parameters, the total sample complexity is

r ·

[
O

(
(1 + 1/θ)

(
4k2/r

)1/(1−θ)

ε
·
(
d+ log

(
2r

δ

)))
+ k ·O

(
1 + 1/θ

ε
log

(
2rk

δ

))]
.

To conclude, we optimize the bound above by choosing θ = r
2 log k . This choice ensures that

1 + 1/θ = O(log(k)/r). Since r ≤ log k, we also have θ ≤ 1/2, which implies 1/(1 − θ) =

1 + θ/(1 − θ) ≤ 1 + 2θ. Hence,
(
4k2/r

)1/(1−θ) ≤
(
4k2/r

) (
4k2/r

)2θ
= O(k2/r). This yields the

following sample complexity bound:

O

(
k2/r log(k)

d

ε
+

k log(k)

ε
log

(
k

δ

))
.

We sketch below alternative bounds that can be achieved by employing slightly more sophisticated
variants of boosting such as boost-by-majority [SF12, Chapter 13] or recursive boosting [Sch90].
The general idea remains the same as in our application of AdaBoost, where we optimize a particular
“margin” loss function defined on the k distributions, but the bounds below can be favorable in the
regime where r is small (e.g., constant).
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Claim 14 (Recursive Boosting–Base Case). For any p > 0 and any mixture q = (w1, . . . , wk),
suppose that predictors h1, h2, h3 satisfy:

1. Prj∼q [err(h1, Dj) > τ ] ≤ p.

2. Prj∼q2 [err(h2, Dj) > τ ] ≤ p, where q2 = 1
2qC + 1

2qI , qC is q conditioned on
{j ∈ [k] : err(h1, Dj) ≤ τ} and qI is q conditioned on {j ∈ [k] : err(h1, Dj) > τ}.

3. Prj∼q3 [err(h3, Dj) > τ ] ≤ p, where q3 is q conditioned on
{j ∈ [k] : 1[err(h1, Dj) > τ ] ̸= 1[err(h2, Dj) > τ ]} .

Then, the majority vote predictor F obtained from h1, h2, and h3 satisfies
Prj∼q [err(F,Dj) > 2τ ] ≤ 3p2 − 2p3.

It follows from the claim above as a corollary, by choosing p = 1/
√
4k, that only 3 rounds of adaptive

sampling suffice to achieve a sample complexity of Õ(d
√
k/ε) for realizable MDL.

More generally, by employing a variant of Boost-by-Majority [SF12, Chapter 13, Exercise 13.5], we
get the following guarantee:
Claim 15 (Boost-by-Majority). For any target ε, for any number of rounds r ≥ 1, for any p ∈ (0, 1

2 ),
and a suitably chosen θ ∈ (0, 1), running a modified version of Boost-by-Majority [SF12, Chapter 13,

Exercise 13.5] for r rounds making calls to a
(
τ := εp

1+1/θ , δ
)

-PAC-learner A, outputs a predictor

F : x 7→ 1
[
1
r

∑r
t=1 ht(x) ≥ 1

2

]
that satisfies

1

k

k∑
j=1

1 [err (F,Dj) > τ ] ≤ Binom

(
r,

(
1 + θ

2

)
r, 1− p

)
.

To invoke the claim above, one would need to solve for p and θ such that Binom
(
r,
(
1+θ
2

)
r, 1− p

)
<

1/k. See [SF12, Chapter 13, Figure 13.3] for an illustrative comparison between AdaBoost and
Boost-by-Majority in terms of performance based on number of rounds r.

B Lower Bound for Realizable MDL

In this section, we prove the following sample complexity lower bound against r-round MDL
algorithms. The lower bound nearly matches the upper bound in Theorem 10, and holds even for
MDL algorithms that only work in the realizable setting. For brevity, we treat the PAC parameters ε
and δ as sufficiently small constants (below 1/100).
Theorem 16 (Formal version of Theorem 2). For k ≥ 1, r = O(log k) and

d ≥ max{Ω(k log k),Ω(k1−1/r log(k) log(r))},
there exists a hypothesis class of VC dimension d such that every r-round, (0.01, 0.01)-PAC algorithm
for realizable MDL on k distributions has a sample complexity of

Ω

(
dk1/r

r log2 k

)
.

In particular, to achieve a near-optimal sample complexity of O((d+ k) polylog(k)), the learning
algorithm must have a round complexity of Ω

(
log k

log log k

)
.

Remark 2. While the lower bound in Theorem 16 is stated for a constant accuracy parameter (i.e.,
ϵ = 0.01) for brevity, it is easy to derive an Ω( 1ϵ ·

dk1/r

r log2 k
) lower bound for general ϵ via a standard

argument. We start with the construction for ϵ0 = 0.01. Then, we obtain a new MDL instance by
“diluting” each data distribution by a factor of 100ϵ: we scale the probability mass on each example
by a factor of 100ϵ, and put the remaining mass of 1− 100ϵ on a “trivial” example (⊥, 0), where ⊥
is a dummy instance that is labeled with 0 by every hypothesis. Learning this new instance up to error
ϵ is equivalent to learning the original instance (before diluting) up to error ϵ/(100ϵ) = 0.01 = ϵ0.
Intuitively, the example (⊥, 0) provides no information, and the learning algorithm has to draw
Ω(1/ϵ) samples in expectation to see an informative example. This leads to a lower bound with an
additional 1/ϵ factor.
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B.1 Intuition

We start by explaining the intuition behind the construction of the hard MDL instance. For simplicity,
we start with the r = 2 case and sketch the proof of an Ω(d

√
k) lower bound.

Hard Instance against Two-Round Algorithms We will consider the class of linear functions
over X = Fd

2, namely, the hypothesis class

Hd :=
{
hw : w ∈ Fd

2

}
, where hw : x ∈ Fd

2 7→ w⊤x ∈ F2.

The ground truth h⋆ is drawn uniformly at random from Hd.

To construct the k data distributions, we will randomly choose difficulty levels diff1, diff2, . . . , diffk

such that
∑k

i=1 diffi ≤ d. (We will specify the distribution of (diffi)
k
i=1 later.) Then, we randomly

choose subspaces V1, V2, . . . , Vk ⊆ Fd
2 such that: (1) dim(Vi) = diffi; (2) dim(Span(V1 ∪ V2 ∪

· · · ∪ Vk)) =
∑k

i=1 diffi; (3) The k-tuple (V1, V2, . . . , Vk) is uniformly distributed over all possible
choices that satisfy Constraints (1) and (2). Finally, each Di is set to the uniform distribution over Vi.

It remains to specify the choice of diff1 through diffk. Let d0 and k0 be integers to be chosen later.
We will choose diff1, . . . , diffk to be a uniform permutation of: (1) 1 copy of d0; (2)

√
k0 copies of

d0/
√
k0; (3) ≥ k0 copies of d0/k0. For this to be valid, we need

1 +
√
k0 + k0 ≤ k and 1 · d0 +

√
k0 · d0/

√
k0 + k · d0/k0 ≤ d,

both of which can be satisfied for some d0 = Θ(d) and k0 = Θ(k). In the following, we will drop
the subscripts in d0 and k0 for brevity.

Two-Round vs. Three-Round Algorithms Given labeled examples {(xi, yi)}i∈[m], we can deter-
mine the value of h⋆(x) for every x ∈ Span({x1, x2, . . . , xm}). Since the prior distribution of h⋆ is
uniform over Hd, for every x ∈ Fd

2 \ Span({x1, x2, . . . , xm}), the conditional distribution of h⋆(x)
is uniform. Intuitively, this means that, for every such instance x, we cannot predict its label better
than random guessing. Therefore, to learn a classifier with error ≤ 0.01 on Di, we must observe diffi

linearly independent instances from Vi. In particular, we must draw at least diffi samples from Di.

Suppose that the learner were allowed three rounds of sampling. The following is a natural algorithm:

• Draw ≈ d/k samples from each distribution. This allows us to identify the distributions with
diffi = d/k as well as to find an accurate classifier for each such distribution.

• From each of the
√
k + 1 remaining distributions, draw ≈ d/

√
k samples. This satisfies all

distributions except the one with diffi = d.
• Finally, draw ≈ d samples from the only remaining distribution.

Note that each step draws O(d) samples, so the total sample complexity is O(d).

If only two rounds are allowed, the learner must “skip” one of the three steps above, and use either of
the following two strategies, both of which lead to an Ω(d

√
k) sample complexity:

• Strategy 1: In the first round, draw ≈ d/
√
k samples from each of the k distribution to identify

the only distribution with diffi = d. In the second round, draw ≈ d samples from the remaining
distribution.

• Strategy 2: As before, draw ≈ d/k samples from each distribution to identify the distributions with
diffi ≥ d/

√
k. Then, there are still

√
k + 1 “suspects” among which one distribution has difficulty

level diffi = d. The learner must draw ≈ d samples from each of them in the second round.

Hard Instance against r-Round Algorithms For the general case, we set α := k1/r. We extend
the construction above such that diff1 through diffk is a random permutation of

• n0 = k copies of d0 = d/(rk).
• n1 = k/α copies of d1 = αd/(rk).
• n2 = k/α2 copies of d2 = α2d/(rk).
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• · · ·
• nr = k/αr = 1 copy of dr = αrd/(rk) = d/r.

As long as r ≤ log2 k, we have α = k1/r ≥ 2, which implies that n0, . . . , nr decreases geometrically.
It follows that

n0 + n1 + · · ·+ nr ≤ 2k and
r∑

i=0

ni · di = (r + 1) · (d/r) ≤ 2d.

Thus, the above would give a valid instance after scaling every ni down by a factor of 2.

Again, an (r + 1)-round learner would spend O(ni−1 · di−1) = O(d/r) samples in the i-th round
to learn the distributions with difficulty levels ≤ di−1. Then, there are only O(ni) remaining
distributions, each of which has a difficulty level ≥ di. The sample complexity is thus (d/r)·(r+1) =
O(d).

When the learner is only allowed r rounds of adaptive sampling, intuitively, the learner must “skip”
one of the r + 1 rounds outlined above. Suppose that, for some i ∈ [r], the learner decides to
draw Θ(di) samples from each of the Θ(ni−1) remaining distributions, in the hope of learning the
distributions with difficulty levels both di−1 and di. Note that the parameters ni and di are chosen
such that ni−1 · di = dk1/r/r, so the learner must incur a k1/r blowup in the sample complexity.

B.2 Towards a Formal Proof

To formalize the intuition outlined above, we slightly modify the construction into a k-fold direct
sum of a single-distribution version.

Random MDL Instance I Let α := k1/r. For some d0 ≥ k, let Ddiff be the probability distribution
over [d0] such that Ddiff(d0) =

1
k and

Ddiff

(
d0
αi

)
=

αi − αi−1

k
, ∀i ∈ [r].

Here and in the rest of this section, we abuse the notation Ddiff for its probability mass function. We
also assume for brevity that d0/αi is an integer; if not, the same proof would go through after proper
rounding. Note that

E
diff∼Ddiff

[diff] ≤
r∑

i=0

d0
αi

· α
i

k
= (r + 1) · d0

k
.

Now we define a distribution over MDL instances with k distributions.
Definition 2 (Multi-distribution instance). Given d0, k, and a sufficiently large d := Θ(d0 log k), we
construct an MDL instance I as follows:

• Independently sample diff1, diff2, . . . , diffk ∼ Ddiff . Repeat until
∑k

i=1 diffi ≤ d.

• Sample subspaces V1, V2, . . . , Vk ⊆ Fd
2 uniformly at random, subject to dim(Vi) = diffi and

dim(Span(V1 ∪ V2 ∪ · · · ∪ Vk)) =
∑k

i=1 diffi.

• Let I be the MDL instance on the class Hd of linear functions over Fd
2, where the i-th data

distribution Di is the uniform distribution over Vi, and the ground truth classifier h⋆ ∈ Hd is
chosen uniformly at random.

Random Single-Distribution Instance I ′ We also consider a closely-related single-distribution
version of the problem, where only one difficulty level diff is sampled from Ddiff .
Definition 3 (Single-distribution instance). Given d ≥ d0 ≥ 1 and distribution Ddiff over [d0], we
construct the single-distribution learning instance I ′ as follows:

• Sample diff ∼ Ddiff and a uniformly random diff-dimensional subspace V ⊆ Fd
2.

• Let I ′ be the realizable PAC learning instance on the class Hd of linear functions over Fd
2, where

the data distribution D is the uniform distribution over V , and the ground truth classifier h⋆ ∈ Hd

is chosen uniformly at random.
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Roadmap We prove Theorem 16 by combining the following two technical lemmas:

• Lemma 17: An r-round, (0.01, 0.01)-PAC MDL algorithm with sample complexity M can be
transformed into an r-round (0.02, O(1/k))-PAC algorithm for I ′ with sample complexity bound
O((M/k) log k).

• Lemma 18: An r-round, (0.02, O(1/k))-PAC algorithm for I ′ must draw Ω(d0k
1/r/(rk)) samples

in expectation.
Lemma 17. For any d0 ≥ k ≥ 1 and 1 ≤ r ≤ O(log k), if there is an r-round (0.01, 0.01)-
PAC MDL algorithm A with sample complexity M on k distributions and hypothesis classes of
VC-dimension d = Θ(d0 log k), there is another r-round algorithm A′ such that:

• On a random single-distribution instance I ′ (Definition 3), A′ learns an 0.02-accurate classifier
with probability at least 1− 1

100k .

• On a random single-distribution instance I ′, A′ takes O((M/k) log k) samples in expectation.

The probability and expectation above are over the randomness in instance I ′, the learning algorithm
A′, as well as the drawing of samples.
Lemma 18. Suppose that k ≥ 1, r ≤ O(log k) and d0 ≥ max{k,Ω(k1−1/r log r)}. If an r-round
learning algorithm A outputs a 0.02-accurate classifier with probability ≥ 1− 1

100k on a random
instance I ′ with parameters (d0, k, r), A must take Ω(d0k

1/r/(rk)) samples in expectation.

Proof of Theorem 16 assuming Lemmas 17 and 18. Let d0 = Θ(d/ log k). The assumption that
d ≥ max{Ω(k log k),Ω(k1−1/r log(k) log(r))} ensures that d0 ≥ k and d0 ≥ Ω(k1−1/r log r).
Suppose that A is an r-round, (0.01, 0.01)-PAC MDL algorithm with sample complexity M for k
distributions and hypothesis classes of VC dimension ≤ d. By Lemma 17, there is another algorithm
A′ that, on a random instance I ′ from Definition 3, returns a 0.02-accurate classifier with probability
at least 1− 1

100k and takes O((M/k) log k) samples in expectation. By Lemma 18, we have

O

(
M

k
· log k

)
≥ Ω

(
d0k

1/r

rk

)
= Ω

(
dk1/r

rk log k

)
.

It follows that M ≥ Ω
(

dk1/r

r log2 k

)
.

B.3 Proof of Lemma 17

To prove Lemma 17, it suffices to show that we can solve a random single-distribution instance I ′

(from Definition 3) by running an MDL algorithm A in a black-box way. Naturally, we plant I ′ into
an MDL instance I with k distributions (from Definition 2), solve instance I using A, and use the
output of A to solve the actual instance I ′. While the idea is simple, some care needs to be taken to
carry out this plan correctly.

First, we draw i⋆ uniformly at random from [k], and let the i⋆-th data distribution in I correspond to
the distribution in I ′. For each i ∈ [k] \ {i⋆}, we draw diffi from Ddiff independently. Let Vi⋆ denote
the subspace of Fd

2 corresponding to the task I ′, where d := Θ(d0 log k) is the ambient dimension.
Intuitively, for each i ̸= i⋆, we want to sample a diffi-dimensional subspace Vi to construct the MDL
instance. This ensures that (V1, V2, . . . , Vk) form a random MDL instance (from Definition 2), in
which the k distributions are symmetric, so that the identity of i⋆ would not be revealed. Here, an
obstacle is that we cannot construct Vi for i ̸= i⋆ without knowing the subspace Vi⋆ . In particular,
knowing Vi⋆ or just the value of dim(Vi⋆) would make the single-distribution version too easy.

Our workaround is to slightly modify the definition of the single-distribution task. We allow the
algorithm for the single-distribution instance to specify an integer m0 ≥ 0 at the beginning. Then, the
algorithm receives m0 vectors in Fd

2 chosen uniformly at random subject to that, along with any basis
of Vi⋆ , these m0 + dim(Vi⋆) vectors are linearly independent. Intuitively, the algorithm is provided
with information about the “complement” of Vi⋆ in Fd

2, which allows it to construct the k−1 fictitious
subspaces {Vi}i ̸=i⋆ and thus an MDL instance on k distributions. If m0 > d−diffi⋆ = d−dim(Vi⋆),
the learner fails the learning task immediately. Note that we cannot simply give all the d − diffi⋆

vectors to the learner directly—otherwise the learner would know diffi⋆ , which makes the single-
distribution instance easy.
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Proof of Lemma 17. Let I ′ be a single-distribution instance generated randomly with parameters k
and d0 according to Definition 3. Recall that the hypothesis class is Hd, where d = Θ(d0 log k) is
the ambient dimension. The data distribution D is uniform over an unknown subspace V ⊆ Fd

2 with
an unknown dimension diff ∼ Ddiff .

We consider the following procedure for solving I ′ using the given algorithm A:

• Draw i⋆ from [k] uniformly at random. For each i ∈ [k] \ {i⋆}, draw diffi independently from
Ddiff .

• Set m0 :=
∑

i∈[k]\{i⋆} diffi. Request m0 random vectors in Fd
2 that are linearly independent of the

unknown subspace V . In this step, the algorithm might fail due to m0 > d− diffi⋆ , where diffi⋆ is
the unknown difficulty level of the single-distribution instance I ′.

• Use these vectors to construct a diffi-dimensional subspace Vi for each i ∈ [k] \ {i⋆}. Let Di be
the uniform distribution over Vi.

• Simulate the MDL algorithm A on distributions D1, D2, . . . , Dk, where Di⋆ is the alias of the
data distribution D in instance I ′. In addition, when A draws the first round of samples, we draw
Θ(log k) additional samples from Di⋆ to form a validation dataset.

• When A terminates and outputs a classifier ĥ, check whether ĥ has an error ≤ 0.01+0.02
2 on the

validation dataset. If so, output ĥ as the answer; otherwise, report “failure”.

Let Asim denote the algorithm defined above. In the following, we will show that: (1) Asim can be
implemented using A as a black box; (2) Asim solves instance I ′ with a good probability; (3) Asim

does not draw too many samples from D.

Details of the Simulation When Asim simulates algorithm A, it maintains a set Si ⊆ Fd
2 × F2

for each i ̸= i⋆, which is empty at the beginning. Whenever A requests samples from Di⋆ , Asim

draws from D and forwards the labeled examples to A. When A requests a sample from Di for
some i ̸= i⋆, Asim first draws x ∼ Di. If x lies in Span({x ∈ Fd

2 : (x, y) ∈ Si,∃y ∈ F2}), Asim

computes the unique label y ∈ F2 such that (x, y) remains consistent with the labeled examples in
Si; otherwise, Asim draws a random y ∼ Bernoulli(1/2). The labeled example (x, y) is forwarded
to A, and then added to the dataset Si. By doing so, we defer the randomness in the ground truth
classifier h⋆, namely, we realize one bit of information of h⋆ whenever this information is needed to
determine the label of an example.

Equivalence To analyze the performance of Asim, the key observation is the following: Condition-
ing on that Asim does not fail when requesting the m0 vectors, from the perspective of the simulated
copy of A, it is running on a random MDL instance I from Definition 2. This is because conditioning
on that Asim does not fail has the same effect as the conditioning on

∑k
i=1 diffi ≤ d in Definition 2.

Furthermore, both the marginals of D1 through Dk on Fd
2 and the choice of the labels are identical to

those in the definition of I.

Boost the Success Probability Since A is (0.01, 0.01)-PAC, it holds with probability ≥ 0.99 that
its output ĥ is a 0.01-accurate classifier for each Di. In particular, ĥ is 0.01-accurate for distribution
D = Di⋆ , and is thus a valid answer for instance I ′. However, this only guarantees a success
probability of 0.99, falling short of the desired 1− 1/(100k).

Fortunately, it suffices to run l = Θ(log k) independent copies of algorithm A′ to boost the success
probability. Note that these l copies must be simulated in parallel, so that the resulting algorithm still
takes r rounds of samples. Furthermore, we share the vectors requested at the beginning of different
copies of A′, so that the number of vectors that we actually request, m0, is the maximum realization
of
∑

i̸=i⋆ diffi over the l simulations. Whenever one of the l simulations outputs a classifier ĥ, we test
it on the size-Θ(log k) validation dataset and verify whether its empirical error is below 0.01+0.02

2 .
We output ĥ as the answer to I ′ only if it passes the test. Let A′ denote the above algorithm.
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Correctness of A′ Now, we analyze the probability that A′ fails to output a 0.01-accurate classifier
for I ′. There are three possible reasons:

• Reason 1: m0 > d − diffi⋆ . This happens when
∑k

i=1 diffi > d holds in one of the l copies
of Asim. Note that in each fixed copy of Asim, diff1, diff2, . . . , diffk independently follow Ddiff .
Recall that Ediff∼Ddiff [diff] = O(rd0/k) and d = Θ(d0 log k). It follows from a multiplicative
Chernoff bound that

∑k
i=1 diffi > d happens with probability 1/poly(k), which is still ≪ 1/k

after a union bound over the l = Θ(log k) copies.

In more detail, let random variable Xi denote the value of diffi/d0. Since Ddiff is supported over
[d0], Xi ∈ [0, 1]. Furthermore, E [Xi] = Ediff∼Ddiff [diff/d0] = O(rd0/k)/d0 = O(r/k). Then,∑k

i=1 Xi is the sum of k random variables in [0, 1] and has an expectation of µ := k ·O(r/k) =
O(r).

Assuming that r = O(log k) holds with a sufficiently small constant factor, we have µ = O(r) ≤
ln k. Let δ = (5 ln k)/µ − 1 ≥ 4. Also recall that d = Θ(d0 log k), so we may assume
d/d0 ≥ 5 ln k. Then, we have

Pr

[
k∑

i=1

diffi > d

]
= Pr

[
k∑

i=1

Xi > d/d0

]
≤ Pr

[
k∑

i=1

Xi > 5 ln k

]
= Pr

[
k∑

i=1

Xi > (1 + δ)µ

]
.

A multiplicative Chernoff bound gives

Pr

[
k∑

i=1

Xi > (1 + δ)µ

]
≤ exp

(
− δ2µ

2 + δ

)
≤ exp

(
−2δµ

3

)
≤ exp

(
−8 ln k

3

)
≪ 1

k
,

where the second step applies δ ≥ 4 and the third step applies δµ = 5 ln k − µ ≥ 4 ln k.

• Reason 2: None of the l simulations succeeds. Note that conditioning on the realization of
instance I ′, the l copies of the simulation are independent. Furthermore, since A is (0.01, 0.01)-
PAC, each copy fails with probability ≤ 0.01. The probability for all l = Θ(log k) copies to fail is
thus at most 0.01l ≪ 1/k.

• Reason 3: The validation procedure fails. We need to validate at most l = O(log k) classifiers
that are generated independently of the validation set. For each classifier ĥ, we need to distinguish
the two cases err(ĥ, D) ≤ 0.01 and err(ĥ, D) > 0.02. By a Chernoff bound and the union
bound, the validation set of size Θ(log k) is sufficient for upper bounding the failure probability by
l · e−Ω(log k) ≤ 1/poly(k) ≪ 1/k.

Combining the three cases above, for all sufficiently large k, the total failure probability is smaller
than 1

100k . In other words, algorithm A′ outputs a 0.01-accurate classifier with probability 1− 1
100k

on a random single-distribution instance I ′.

Sample Complexity Each of the l = O(log k) simulated copies of A draws at most M samples
from D1 through Dk in total, as each simulated copy of A effectively runs on a valid MDL instance.
Furthermore, from the perspective of each simulated copy of A, the k distributions D1, . . . , Dk

are generated symmetrically, so the expected number of actual samples drawn from Di⋆ = D is at
most M/k. Therefore, the l copies of Asim together draw (M/k) · l = O((M/k) log k) samples in
expectation. Note that this dominates the O(log k) samples drawn for the purpose of validation, so
the overall sample complexity of A′ is O((M/k) log k).

B.4 Proof of Lemma 18

It remains to prove a sample complexity lower bound for solving the single-distribution instance I ′

from Definition 3 within r rounds. Recall that I ′ is defined as the task of learning linear functions
over the hypercube of dimension d = Θ(d0 log k), and the data distribution is uniform over a
random subspace of dimension diff ∼ Ddiff . Also recall that α = k1/r ≥ 2, Ddiff(d0) = 1

k and
Ddiff(d0/α

i) = (αi − αi−1)/k for every i ∈ [r].
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Proof of Lemma 18. Suppose towards a contradiction that there exists an r-round learning algorithm
A for the single-distribution instance I ′ defined in Definition 3, such that it outputs a 0.02-accurate
classifier with probability 1− 1

100k and takes at most αd0

100rk samples in expectation.

Typical Events Consider the execution of A on the random instance I ′. We introduce 2r + 1
“typical events”, which will be shown to happen simultaneously with high probability:

• Event Enum
0 : Let random variable M0 denote the value of m0, i.e., the number of linearly indepen-

dent vectors requested by A at the beginning. Enum
0 is defined as the event that M0 ≤ d− d0.

• Events Enum
1 , Enum

2 , . . . , Enum
r : For each i ∈ [r], let random variable Mi denote the number of

samples that A draws in the i-th round. Enum
i is defined as the event that Mi ≤ αid0

4k .

• Events E ind
1 , E ind

2 , . . . , E ind
r : For each i ∈ [r], E ind

i is defined as the event that, among the labeled
examples that A draws in the first i rounds, all the instances (namely, the vectors in Fd

2) are linearly
independent.

For i ∈ {0, 1, . . . , r}, we use the shorthands
Enum
≤i := Enum

0 ∩ Enum
1 ∩ · · · Enum

i and E ind
≤i := E ind

1 ∩ E ind
2 ∩ · · · E ind

i .

Moreover, we shorthand Ediff
i for the event diff = αid0

k .

Induction Hypothesis We will prove the following statement by induction on i: For every i ∈
{0, 1, . . . , r} and every i⋆ ∈ {i, i+ 1, . . . , r}, it holds that

Pr
[
Enum
≤i ∩ E ind

≤i | Ediff
i⋆

]
≥ 0.99− 4i

25r
≥ 1

2
. (7)

We first show that the above leads to a contradiction and thus proves the lemma. When i = i⋆ = r,
Equation (7) reduces to

Pr
[
Enum
≤r ∩ E ind

≤r | diff = d0
]
≥ 1

2
.

Recall that α = k1/r ≥ 2. Thus, with probability ≥ 1/2 conditioning on diff = d0, A draws
r∑

i=1

Mi ≤
αd0
4k

+
α2d0
4k

+ · · ·+ αrd0
4k

≤ 2 · α
rd0
4k

=
d0
2

samples in total. Then, over the remaining randomness in the ground truth classifier h⋆ ∈ Hd, the
correct label of every instance outside the span of the observed instances is still uniformly distributed
over {0, 1}. In particular, regardless of how A outputs a classifier, the error of the classifier is at least
(1− 2⌊d0/2⌋−d0)/2 in expectation. By Markov’s inequality, the conditional probability of outputting
a classifier with error ≤ 0.02 is at most

1− (1− 2⌊d0/2⌋−d0)/2

1− 0.02
<

4

5
.

Therefore, the probability that A fails to output a classifier with error ≤ 0.02 on a random single-
distribution instance I ′ is at least

Prdiff∼Ddiff [diff = d0] ·Pr
[
Enum
≤r ∩ E ind

≤r | diff = d0
]
· 1
5
≥ 1

k
· 1
2
· 1
5
>

1

100k
,

contradicting the assumption on A.

The remainder of the proof will establish Equation (7) by induction.

Base Case We start by verifying the base case that i = 0, namely,

Pr
[
M0 ≤ d− d0 | Ediff

i⋆

]
≥ 0.99, ∀i⋆ ∈ {0, 1, . . . , r}.

Note that A chooses M0 before drawing any samples, so M0 is independent of diff. Suppose towards
a contradiction that Pr [M0 > d− d0] > 0.01. Then, we have

Pr [M0 > d− d0 ∧ diff = d0] = Pr [M0 > d− d0] ·Prdiff∼Ddiff [diff = d0] > 0.01 · 1
k
=

1

100k
.

Moreover, when both M0 > d − d0 and diff = d0 hold, A would fail due to M0 > d − diff. This
shows that the failure probability of A is strictly higher than 1

100k , a contradiction.
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Inductive Step: Event Enum
i Fix i ∈ [r] and i⋆ ∈ {i, i + 1, . . . , r}. Suppose that the induction

hypothesis (Equation (7)) holds for i− 1: shorthanding Egood := Enum
≤i−1 ∩ E ind

≤i−1, it holds for every
j ∈ {i− 1, i, . . . , r} that

Pr
[
Egood | Ediff

j

]
≥ 0.99− 4(i− 1)

25r
≥ 1

2
.

In the following, we condition on Egood and Ediff
i⋆ and aim to lower bound the conditional probabilities

of events Enum
i and E ind

i .

We observe that, conditioning on Egood, the labeled examples that A draws in the first i−1 rounds are
conditionally independent of diff. In particular, the conditional distribution of Mi | Egood is identical
to that of Mi | (Egood ∩ Ediff

i⋆ ). Then, we note that E
[
Mi | Egood

]
≤ αid0

50rk must hold; otherwise, we
have

E [Mi] ≥ E
[
Mi | Egood] ·Pr

[
Egood] > αid0

50rk
·Pr

[
Egood] .

Furthermore, the induction hypothesis implies

Pr
[
Egood] ≥ r∑

j=i−1

Pr
[
Ediff
j

]
·Pr

[
Egood | Ediff

j

]
≥

r∑
j=i−1

Pr

[
diff =

αjd0
k

]
· 1
2

=
1

2
Pr

[
diff ≥ αi−1d0

k

]
=

1

2αi−1
.

It would then follow that

E [Mi] >
αid0
50rk

· 1

2αi−1
=

αd0
100rk

,

contradicting the assumption that A has an expected sample complexity of at most αd0

100rk .

Thus, we have E
[
Mi | Egood ∩ Ediff

i⋆

]
= E

[
Mi | Egood

]
≤ αid0

50rk . Markov’s inequality then gives

Pr

[
Mi >

αid0
4k

| Egood ∩ Ediff
i⋆

]
≤

E
[
Mi | Egood ∩ Ediff

i⋆

]
αid0/(4k)

≤ αid0/(50rk)

αid0/(4k)
=

2

25r
.

Therefore, we have

Pr
[
Enum
i ∩ Egood | Ediff

i⋆

]
≥ Pr

[
Egood | Ediff

i⋆

]
·Pr

[
Enum
i | Egood ∩ Ediff

i⋆

]
≥
[
0.99− 4(i− 1)

25r

]
·
(
1− 2

25r

)
≥ 0.99− 4i− 2

25r
.

Inductive Step: Event E ind
i Now, we condition on event Enum

i ∩ Egood ∩ Ediff
i⋆ and aim to lower

bound the conditional probability of E ind
i . After the conditioning, it holds that

M1 +M2 + · · ·+Mi ≤
αd0
4k

+
α2d0
4k

+ · · ·+ αid0
4k

≤ 2 · α
id0
4k

≤ αi⋆d0
2k

= diff/2.

Regardless of the N := M1 + M2 + · · · + Mi−1 samples that A draws in the first i − 1 rounds,
the probability that the next instance falls into the subspace spanned by those N instances is at
most 2N−diff . By the same argument, for every i ∈ {0, 1, . . . ,Mi − 1}, after i samples have been
drawn in the i-th round, the next instance is outside the span of the first N + i instances except with
probability 2(N+i)−diff . By the union bound, the Mi additional instances in the i-th round are linearly
independent together with the previous N instances, except with probability

2N−diff + 2(N+1)−diff + · · ·+ 2(N+Mi−1)−diff ≤ 2N+Mi−diff ≤ 2diff/2−diff = 2−diff/2.

25



Recall that diff = αi⋆d0

k ≥ αd0

k = d0

k1−1/r . Therefore, for all sufficiently large d0 = Ω(k1−1/r log r),
it holds that 2−diff/2 ≤ 2

25r . It then follows that

Pr
[
E ind
i | Enum

i ∩ Egood ∩ Ediff
i⋆

]
≥ 1− 2

25r
,

which further implies

Pr
[
Enum
≤i ∩ E ind

≤i | Ediff
i⋆

]
≥ Pr

[
Enum
i ∩ Egood | Ediff

i⋆

]
·Pr

[
E ind
i | Enum

i ∩ Egood ∩ Ediff
i⋆

]
≥
(
0.99− 4i− 2

25r

)
·
(
1− 2

25r

)
≥ 0.99− 4i

25r
.

This completes the inductive step and concludes the proof.

C Upper Bounds for OODS

We analyze the correctness and the round complexity of the LazyHedge algorithm (Algorithm 3).
We then show how the ideas in both the algorithm and its analysis can be easily transferred to the
agnostic MDL setting, resulting in an algorithm with Õ(

√
k) round complexity and near-optimal

sample complexity.

Algorithm 3: LazyHedge: Hedge with Lazy Updates

Input: Number of dimensions k, number of iterations T = Θ
(

log k
ε2

)
, step size η = Θ(ε),

margin parameter C > 1, and access to a first-order oracle of f .
1 Set w(1) = (1/k, 1/k, . . . , 1/k) and w(0) = (0, 0, . . . , 0).
2 for t = 1, 2, . . . , T do
3 if w(t) ∈ O(w(t−1)) then
4 Set w(t) = w(t−1).
5 else
6 Set w(t)

i = C ·max{w(1)
i , w

(2)
i , . . . , w

(t)
i } for every i ∈ [k].

7 Start a new OODS round with cap w(t).

8 Query the first-order oracle to obtain supergradient r(t) ∈ ∇f(w(t)).
9 Compute w(t+1) ∈ ∆k−1 such that for every i ∈ [k],

w
(t+1)
i =

w
(t)
i · eηr

(t)
i∑k

j=1 w
(t)
j · eηr

(t)
j

.

Output: Average weight vector 1
T

∑T
t=1 w

(t).

C.1 Proof of Lemma 5

Recall that Lemma 5 states that LazyHedge finds an O(ε)-approximate maximizer of f on ∆k−1.

Proof of Lemma 5. The standard regret analysis of the Hedge algorithm (e.g., [MRT18, Theorem
8.6]) gives

T∑
t=1

⟨r(t), w(t)⟩ ≥ max
i∈[k]

T∑
t=1

⟨r(t), ei⟩ −R,

where R = ln k
η + ηT

8 = O
(

log k
ε

)
. Let w∗ ∈ ∆k−1 be a maximizer of f over ∆k−1. Then,

T∑
t=1

⟨r(t), w∗⟩ ≤ max
i∈[k]

T∑
t=1

⟨r(t), ei⟩ ≤
T∑

t=1

⟨r(t), w(t)⟩+R.
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Rearranging gives
∑T

t=1⟨r(t), w∗ − w(t)⟩ ≤ R. Since f is concave and r(t) ∈ ∇f(w(t)) for every
t ∈ [T ], we have f(w∗) ≤ f(w(t)) + ⟨r(t), w∗ − w(t)⟩. It follows that

T∑
t=1

[f(w∗)− f(w(t))] ≤
T∑

t=1

⟨r(t), w∗ − w(t)⟩ ≤ R.

Dividing both sides by T gives

f(w∗)− 1

T

T∑
t=1

f(w(t)) ≤ R

T
= O(ε).

Finally, applying the concavity of f again gives

f(ŵ) = f

(
1

T

T∑
t=1

w(t)

)
≥ 1

T

T∑
t=1

f(w(t)) ≥ f(w∗)−O(ε) = max
w∈∆k−1

f(w)−O(ε).

C.2 Upper Bound for the Box Setting

We formally prove Lemma 7, which states an upper bound of min
{
k,O((k/C) · log8(k/ε)

)
} ·

O(logC k) on the round complexity of LazyHedge in the box setting. The proof proceeds in the
following three steps. First, whenever the cap is updated in LazyHedge, we find an index i that leads
to this update and call it the culprit of this cap update. Then, we show that every an index can become
the culprit of at most O(logC k) cap updates. Finally, we control the number of indices that become
the culprit at least once by min{k,O((k/C) · log8(k/ε))}, so the lemma immediately follows.

Proof of Lemma 7. If the cap is updated in the t-th iteration of LazyHedge, i.e., w(t) ̸= w(t−1), by
definition of Algorithm 3, it must hold that w(t) /∈ O(w(t−1)). By definition of the box setting, there
exists i ∈ [k] such that w(t)

i > w
(t−1)
i . We call the smallest such index i the culprit of the cap update

in iteration t. For each i ∈ [k], we define

Ti := {t ∈ [T ] : i is the culprit of the cap update in iteration t}.

Then, the round complexity of LazyHedge is exactly
∑k

i=1 |Ti|.

Every Ti is Small We show that |Ti| ≤ O(logC k) holds for every i ∈ [k]. Fix i ∈ [k] and let
t1 < t2 < · · · < tm be the m = |Ti| elements of Ti in increasing order. For each j ∈ [m], let
aj := max1≤t≤tj w

(t)
i denote the maximum weight on the i-th coordinate among all weight vectors up

to time tj . Fix j ∈ {2, 3, . . . ,m}. Since i is the culprit at time tj , it holds that aj ≥ w
(tj)
i > w

(tj−1)
i .

Recall that, at iteration tj−1, the cap w(tj−1) is updated such that

w
(tj−1)
i = C ·max

{
w

(1)
i , . . . , w

(tj−1)
i

}
= C · aj−1.

Moreover, LazyHedge ensures that w(t)
i is non-decreasing in t. Therefore, we have

C · aj−1 = w
(tj−1)
i ≤ w

(tj−1)
i ≤ aj .

It follows that am ≥ Cm−1a1. Since a1 ≥ w
(1)
i = 1/k and am ≤ 1, we have m − 1 ≤

logC(am/a1) ≤ logC k, which gives |Ti| = m = O(logC k).

Only a Few Tis are Non-empty The number of indices i ∈ [k] such that Ti ̸= ∅ is trivially upper
bounded by k. Next, we give another upper bound of O((k/C) · log8(k/ε)). Fix i ∈ [k]. Suppose
that Ti is non-empty and let t1 be the smallest element in Ti. Either one of the following must be true:

• t1 = 1. This can only hold for i = 1.
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• t1 > 1. By definition of Algorithm 3, the cap is set to w(1) = (C/k,C/k, . . . , C/k) in the first
iteration. For index i to be the culprit at time t1 > 1, we must have

w
(t1)
i > w

(t1−1)
i ≥ w

(1)
i = C/k,

which implies max1≤t≤T w
(t)
i ≥ C/k. By Lemma 3, at most∑k
i=1 max1≤t≤T w

(t)
i

C/k
≤ k

C
·O(log8(k/ε))

different indices i can satisfy this condition.

Thus, the number of non-empty sets Ti is at most O((k/C) · log8(k/ε)).
Putting everything together, the round complexity of LazyHedge is given by

k∑
i=1

|Ti| ≤
∑

i∈[k]:Ti ̸=∅

O(logC k) ≤ min
{
k,O((k/C) · log8(k/ε)

)
} ·O(logC k).

C.3 Upper Bound for the Ellipsoid Setting

In the ellipsoid setting, we have an improved upper bound Õ(
√
k) on the round complexity of

LazyHedge.

Lemma 19. For any C ∈ [4, k], LazyHedge takes O(
√

k/C · log8(k/ε)) rounds in the ellipsoid
setting.

Again, combining Lemmas 5, 6 and 19 immediately shows that the ellipsoid setting of OODS can be
solved with an Õ(C) sample overhead in Õ(

√
k/C) rounds.

Theorem 20. For any C ∈ [4, k], in the ellipsoid setting, LazyHedge finds an O(ε)-approximate
maximum with an O(C log8(k/ε)) sample overhead in O(

√
k/C · log8(k/ε)) rounds.

The proof of Lemma 19 is significantly more technical than that of Lemma 7. We classify the
cap updates (except the one in the first iteration) into two types: A “Type I” update is when some
coordinate wi exceeds 1/

√
k/C, and a “Type II” update is one without a significant increase in any

of the k coordinates. We bound the number of Type I and Type II updates by Õ(
√

k/C) separately.

The upper bound for Type I updates is a simple consequence of the polylog(k/ε) upper bound on
the Hedge trajectory shown by [ZZC+24] (Lemma 3). This bound implies that there are at most
Õ(1) ·

√
k/C Type I updates where the coordinate reaches ≈ 1/

√
k/C, at most Õ(1) ·

√
k/C/2

Type I updates where the coordinate reaches ≈ 2/
√

k/C, and so on. These upper bounds sum up to
Õ(
√
k/C).

The analysis for Type II updates is more involved. Roughly speaking, we say that a coordinate i ∈ [k]
gains a potential of a2/b when it increases from b to a through the Hedge dynamics. Then, we prove
the following two claims: (1) Each Type II update may happen only if an Ω(1) potential is accrued
over all k coordinates; (2) The total amount of potential that the k coordinates may contribute to
Type II updates is at most Õ(

√
k/C). Combining these two claims proves the Õ(

√
k/C) upper

bound on the number of Type II updates.

Proof of Lemma 19. Consider an iteration t ∈ {2, 3, . . . , T} of LazyHedge in which the cap is
updated, i.e., w(t) /∈ O(w(t−1)). By definition of the ellipsoid setting (Definition 1), we have

k∑
i=1

[w
(t)
i ]2

w
(t−1)
i

> 1.

Let Isig
t := {i ∈ [k] : w

(t)
i ≥ w

(t−1)
i /2} denote the set of significant indices on which the weight

w
(t)
i exceeds half of the cap w

(t−1)
i . Let I insig

t := {i ∈ [k] : w
(t)
i < w

(t−1)
i /2} = [k] \ Isig be the set
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of insignificant indices. Then, the contribution from insignificant indices to the left-hand side can be
upper bounded: ∑

i∈I insig
t

[w
(t)
i ]2

w
(t−1)
i

≤
∑

i∈I insig
t

[w
(t)
i ]2

2w
(t)
i

=
1

2

∑
i∈I insig

t

w
(t)
i ≤ 1

2
,

where the first step applies i ∈ I insig
t =⇒ w

(t−1)
i > 2w

(t)
i , and the last step applies w(t) ∈ ∆k−1.

Therefore, the contribution from the significant indices is at least∑
i∈Isig

t

[w
(t)
i ]2

w
(t−1)
i

=

k∑
i=1

[w
(t)
i ]2

w
(t−1)
i

−
∑

i∈I insig
t

[w
(t)
i ]2

w
(t−1)
i

≥ 1− 1

2
=

1

2
.

We say that the cap update in iteration t is Type I if there exists an index i ∈ Isig
t such that

max
{
w

(1)
i , w

(2)
i , . . . , w

(t)
i

}
≥ 1√

k/C
;

otherwise, the update is Type II. Let T1 ⊆ [T ] and T2 ⊆ [T ] denote the iterations in which a Type I
and a Type II cap update happens, respectively. Then, the round complexity is simply |T1|+ |T2|+ 1,
where the “+1” accounts for the cap update at t = 1, which is neither Type I nor Type II.

Number of Type I Updates We further classify the Type I cap updates (in T1) into O(log k)

sub-types. For each integer j ∈ [0, log2
√
k/C], let T1,j denote the set of pairs (t, i) ∈ T1 × [k] such

that: (1) A Type I cap update happens in iteration t; (2) i ∈ Isig
t is the smallest index such that

max
{
w

(1)
i , w

(2)
i , . . . , w

(t)
i

}
≥ 1/

√
k/C;

(3) It holds that

max
{
w

(1)
i , w

(2)
i , . . . , w

(t)
i

}
∈

[
2j√
k/C

,
2j+1√
k/C

)
.

Then, it remains to control the size of each T1,j .

We first argue that only a few indices i ∈ [k] may appear as the second coordinate of a (t, i)-pair in
T1,j . Indeed, if (t0, i) ∈ T1,j , we must have max1≤t≤T w

(t)
i ≥ max1≤t≤t0 w

(t)
i ≥ 2j√

k/C
. Recall

from Lemma 3 that
∑k

i=1 max1≤t≤T w
(t)
i ≤ O(log8(k/ε)), so the aforementioned condition hold

for at most 2−j ·O(
√
k/C log8(k/ε)) different values of i ∈ [k].

Then, we argue that no T1,j may contain two pairs (t1, i) and (t2, i) for t1 ̸= t2. In other words, no
index i can contribute to the same sub-type j twice. Suppose towards a contradiction that for some
t1 < t2 and i ∈ [k], (t1, i), (t2, i) ∈ T1,j . By definition of T1,j , max1≤t≤t1 w

(t)
i ≥ 2j/

√
k/C. Then,

by the cap update in LazyHedge, we have

w
(t2−1)
i ≥ w

(t1)
i = C · max

1≤t≤t1
w

(t)
i ≥ C · 2j√

k/C
.

On the other hand, since (t2, i) ∈ T1,j , we have i ∈ Isig
t2 , which further implies

w
(t2)
i ≥ 1

2
w

(t2−1)
i ≥ C

2
· 2j√

k/C
≥ 2j+1√

k/C
,

where the last step applies C ≥ 4. We then have max1≤t≤t2 w
(t)
i ≥ w

(t2)
i ≥ 2j+1/

√
k/C, which

contradicts (t2, i) ∈ T1,j .

Therefore, the number of Type I updates is at most

|T1| =
⌊log2

√
k/C⌋∑

j=0

|T1,j | ≤
⌊log2

√
k/C⌋∑

j=0

2−j ·O(
√
k/C log8(k/ε)) = O(

√
k/C log8(k/ε)).
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Number of Type II Updates: Overview Recall that if a cap update happens in iteration t ≥ 2, we

have
∑

i∈Isig
t

[w
(t)
i ]2

w
(t−1)
i

≥ 1
2 . Summing over t ∈ T2 gives

∑
t∈T2

∑
i∈Isig

t

[w
(t)
i ]2

w
(t−1)
i

≥ |T2|
2

. (8)

Next, we upper bound the double summation on the left-hand side of (8) by changing the order of
summation. We will show that, for every i ∈ [k], it holds that∑

t∈T2:i∈Isig
t

[w
(t)
i ]2

w
(t−1)
i

≤ min

{
k

C

(
max
1≤t≤T

w
(t)
i

)2

, 1

}
. (9)

Furthermore, we will upper bound the sum of the right-hand side of (9) as follows:

k∑
i=1

min

{
k

C

(
max
1≤t≤T

w
(t)
i

)2

, 1

}
≤ O(

√
k/C log8(k/ε)). (10)

Then, combining Equations (8) through (10) immediately gives |T2| ≤ O(
√

k/C log8(k/ε)) and
completes the proof. We prove Equations (9) and (10) in the remainder of the proof.

Proof of Equation (9) Towards proving Equation (9), we fix i ∈ [k] and list the elements in T2
that satisfies i ∈ Isig

t in increasing order: 2 ≤ t1 < t2 < · · · < tm ≤ T . We write t0 = 1 and
aj := max1≤t≤tj w

(t)
i for every j ∈ {0, 1, . . . ,m}.

We first upper bound the left-hand side of (9) in terms of (aj)mj=0. For each j ∈ [m], we have

w
(tj)
i ≤ max

1≤t≤tj
w

(t)
i = aj and w

(tj−1)
i ≥ w

(tj−1)
i = C · max

1≤t≤tj−1

w
(t)
i = C · aj−1.

Then, each j ∈ [m] contributes a term of

[w
(tj)
i ]2

w
(tj−1)
i

≤
a2j

C · aj−1
=

1

C
·

a2j
aj−1

to the left-hand side of (9). Thus, it suffices to upper bound
∑m

j=1

a2
j

aj−1
.

Next, we examine the sequence (aj)
m
j=0. Fix j ∈ [m]. Since i ∈ Isig

tj , we have

aj ≥ w
(tj)
i ≥ 1

2
w

(tj−1)
i ≥ 1

2
w

(tj−1)
i .

The cap update at time tj−1 ensures that

w
(tj−1)
i = C · max

1≤t≤tj−1

w
(t)
i = C · aj−1.

Combining the above and applying the assumption that C ≥ 4 gives aj ≥ C
2 aj−1 ≥ 2aj−1.

The sequence (aj)mj=0 starts with a0 = w
(1)
i = 1/k and ends with am = max1≤t≤tm w

(t)
i . Moreover,

since the cap update in iteration tm is Type II and i ∈ Isig
tm , it holds that

max
1≤t≤tm

w
(t)
i <

1√
k/C

.

Therefore, we have the upper bound am ≤ min

{
max1≤t≤T w

(t)
i , 1√

k/C

}
. In summary,

(a0, a1, . . . , am) is a sequence of positive numbers such that:

• aj ≥ 2aj−1.
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• a0 = 1/k and am ≤ min

{
max1≤t≤T w

(t)
i , 1√

k/C

}
.

For any positive numbers a, b, c that satisfy a/b ≥ 2 and b/c ≥ 2, we have

a2

b
≤ 3

4
· a

2

c
=

a2

c
− (a/2)2

c
≤ a2

c
− b2

c
.

Rearranging gives a2

b + b2

c ≤ a2

c . Therefore, starting from the sequence (a0, a1, . . . , am), we
may repeatedly remove the elements am−1, am−2, . . . , a1 one by one. By doing so, the invariant
aj/aj−1 ≥ 2 is always maintained, and the value of

∑m
j=1 a

2
j/aj−1 never decreases. Therefore, we

have

m∑
j=1

a2j
aj−1

≤ a2m
a0

≤

(
min

{
max1≤t≤T w

(t)
i , 1√

k/C

})2

1/k
= min

{
k

(
max
1≤t≤T

w
(t)
i

)2

, C

}
.

Recalling that the left-hand side of (9) is at most 1
C ·
∑m

j=1

a2
j

aj−1
, we have proved the inequality.

Proof of Equation (10) For each integer j ∈ [0, log2 k], let

Ij :=
{
i ∈ [k] : max

1≤t≤T
w

(t)
i ∈

[
2j

k
,
2j+1

k

)}
denote the set of indices i ∈ [k] on which the maximum weight over the T iterations is roughly
2j/k. Then, the upper bound

∑k
i=1 max1≤t≤T w

(t)
i ≤ O(log8(k/ε)) from Lemma 3 implies |Ij | ≤

2−j ·O(k log8(k/ε)). Note that I0, I1, . . . , I⌈log2 k⌉ form a partition of [k], so we have

k∑
i=1

min

{
k

C

(
max
1≤t≤T

w
(t)
i

)2

, 1

}
=

⌈log2 k⌉∑
j=0

∑
i∈Ij

min

{
k

C

(
max
1≤t≤T

w
(t)
i

)2

, 1

}

≤
⌈log2 k⌉∑
j=0

|Ij | ·min

{
k

C

(
2j+1

k

)2

, 1

}

≤ O(k log8(k/ε)) ·
⌈log2 k⌉∑
j=0

2−j ·min

{
k

C

(
2j+1

k

)2

, 1

}
,

where the second step follows from i ∈ Ij =⇒ max1≤t≤T w
(t)
i < 2j+1/k, and the third step

applies the upper bound |Ij | ≤ 2−j ·O(k log8(k/ε)).

The summation
∑⌈log2 k⌉

j=0 2−j ·min

{
k
C

(
2j+1

k

)2
, 1

}
is further upper bounded by

O(1) ·
+∞∑
j=0

min

{
2j

Ck
, 2−j

}
.

The summand min
{

2j

Ck , 2
−j
}

is given by the first term and thus geometrically increasing when

4j ≤ Ck. The summand is geometrically decreasing when 4j ≥ Ck. Therefore, the summation is
dominated by the term at j∗ = ⌈log4(Ck)⌉, namely, 2−j∗ = O(1/

√
Ck). Therefore, we have

k∑
i=1

min

{
k

C

(
max
1≤t≤T

w
(t)
i

)2

, 1

}
≤ O(k log8(k/ε)) ·O(1/

√
Ck) = O(

√
k/C log8(k/ε)).

This proves Equation (10) and completes the proof.
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C.4 Applications to Multi-Distribution Learning

We sketch how our proofs of Theorem 8 and Theorem 20 can be easily adapted to give MDL
algorithms with near-optimal sample complexities that run in either Õ(k) or Õ(

√
k) rounds. We

prove these results by modifying an algorithm of [ZZC+24], which we briefly describe below. We
refer the reader to [ZZC+24, Algorithm 1] for the full pseudocode description.

The MDL Algorithm of [ZZC+24] Let H be the hypothesis class with VC dimension d. For
brevity, we treat the failure probability δ as a constant, and use the Õ(·) and Θ̃(·) notations to suppress
polylog(kd/ε) factors. The algorithm maintains k datasets S1, S2, . . . , Sk, where each Si contains
training examples drawn from the i-th data distribution Di. The algorithm runs the Hedge dynamics
for T = Θ((log k)/ε2) iterations starting at w(1) = (1/k, 1/k, . . . , 1/k). Each iteration t ∈ [T ]
consists of the following two steps:

• ERM step: For each i ∈ [k], draw additional samples from Di and add them to Si until

|Si| ≥ w
(t)
i · Θ̃((d+ k)/ε2).

Then, find a hypothesis h(t) ∈ H that approximate minimizes the empirical error

L̂(h) :=

k∑
i=1

w
(t)
i · 1

|Si|
∑

(x,y)∈Si

1 [h(x) ̸= y] ,

which is an estimate of the error of h on
∑k

i=1 w
(t)
i Di.

• Hedge update step: For each i ∈ [k], draw w
(t)
i ·Θ(k) fresh samples from Di to obtain an estimate

r
(t)
i of the error of h(t) on Di. Compute w(t+1) from w(t) and r(t) via a Hedge update.

The crux of the analysis of [ZZC+24] is to show that the dataset sizes in the two steps above are
sufficient for finding a sufficiently accurate ERM h(t) as well as computing the loss vector r(t) that is
sufficiently accurate for the Hedge update.

Note that a straightforward implementation of the algorithm needs T = Θ((log k)/ε2) rounds of
sampling. While this round complexity is logarithmic in k, it has a polynomial dependence in 1/ε. In
the following, we apply the ideas behind our OODS upper bounds to improve this round complexity
to Õ(k) and then Õ(

√
k), which is lower than (log k)/ε2 in the ε ≪ 1/k1/4 regime.

Õ(k)-Round MDL from Theorem 8 The LazyHedge algorithm (Algorithm 3) suggests a natural
modification to the algorithm of [ZZC+24]: To ensure |Si| ≥ w

(t)
i ·Θ̃((d+k)/ε2), instead of drawing

additional samples at every round, we maintain a cap vector w(t) ∈ [0, 1]k. We ensure the invariant
that, at the end of every iteration t, it holds for every i ∈ [k] that |Si| ≥ w

(t)
i · Θ̃((d+ k)/ε2).

At each round t, if w(t)
i ≤ w

(t−1)
i already holds for every i ∈ [k], we use the current datasets to

perform the ERM step. Since |Si| ≥ w
(t−1)
i · Θ̃((d + k)/ε2) ≥ w

(t)
i · Θ̃((d + k)/ε2) holds for

every i ∈ [k], the uniform convergence result of [ZZC+24, Lemma 1] guarantees that h(t) is an
O(ε)-accurate ERM. Otherwise, we update the cap vector to w(t) according to LazyHedge, and then
add fresh samples to each Si until |Si| ≥ w

(t)
i · Θ̃((d+ k)/ε2).

It remains to handle the sampling in the Hedge update step, which requires w
(t)
i · Θ(k) fresh

samples from each Di. If we draw these samples in each round, the MDL algorithm would still
need T = Ω((log k)/ε2) rounds of sampling. Instead, we maintain a dataset Si,t for each pair
(i, t) ∈ [k]× [T ] that is reserved for the Hedge update step for distribution Di in the t-th iteration.
We ensure the invariant that, at any iteration t,

|Si,t′ | ≥ w
(t)
i ·Θ(k)

holds for every i ∈ [k] and t′ ≥ t. To this end, whenever the cap vector w(t) is updated, we add fresh
samples to each Si,t′ (where t′ ≥ t) so that the invariant above still holds. By doing so, we ensure
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that in the Hedge update step at any iteration t, we have |Si,t| ≥ w
(t)
i ·Θ(k) ≥ w

(t)
i ·Θ(k) samples.

Furthermore, we only need one round of sampling whenever the cap vector is updated.

The above exactly corresponds to the LazyHedge algorithm in the box setting of OODS: Whenever
the Hedge dynamics reaches a point w(t), the algorithm must update the cap w(t) to ensure that
w(t) ≥ w(t). Every cap update in LazyHedge corresponds to a round of adaptive sampling in MDL.
By Lemma 7, the resulting MDL algorithm has an O(k log k) round complexity. Moreover, the
sample complexity of the MDL algorithm is at most

k∑
i=1

w
(T )
i · Θ̃((d+ k)/ε2) + T ·

k∑
i=1

w
(T )
i ·Θ(k) = Õ

(
C(d+ k)

ε2

)
,

where we apply T = Õ(1/ε2) and the bound
∑k

i=1 w
(T )
i = O(C log8(k/ε)) = Õ(C) from Lemma

6, which in turn follows from [ZZC+24, Lemma 3]. Setting C = O(1) gives the following result for
MDL.
Corollary 21. There is an O(k log k)-round MDL algorithm with an Õ((d+ k)/ε2) sample com-
plexity.

Õ(
√
k)-Round MDL from Theorem 20 We further improve the round complexity to Õ(

√
k)

using our results for the ellipsoid setting (Theorem 20). The key observation is that the analysis
of [ZZC+24] does not require the “box” constraint w(t)

i ≤ w
(t)
i for every i ∈ [k]. Instead, the weaker

“ellipsoid” constraint
∑k

i=1[w
(t)
i ]2/w

(t)
i ≤ 1 suffices.

To see this, we note that the analysis of [ZZC+24] uses the lower bounds on the sample size at two
different places, both of which go through under the ellipsoid constraint. The first place is the proof
of the uniform convergence result [ZZC+24, Lemma 1]. For fixed w ∈ ∆k−1, n ∈ Nk and h ∈ H,
the analysis boils down to showing that, if every dataset Si contains ni independent samples from Di,

k∑
i=1

wi

ni

∑
(x,y)∈Si

1 [h(x) ̸= y]

is an estimate for the population error of h on the mixture distribution
∑k

i=1 wiDi with sub-Gaussian

parameter σ2 ≤
∑k

i=1
w2

i

ni
, and thus concentrates around the population error up to an error of

O(σ
√
log(1/δ)) except with probability δ. In particular, assuming that ni ≥ wi · Θ̃((d+ k)/ε2), we

have

σ2 ≤
k∑

i=1

w2
i

wi · Θ̃((d+ k)/ε2)
= Θ̃

(
ε2

d+ k

) k∑
i=1

wi = Θ̃

(
ε2

d+ k

)
.

We note that the same bound hold under the weaker assumption that, for some cap vector w, it holds
that

∑k
i=1 w

2
i /wi ≤ 1 and ni ≥ wi · Θ̃((d+ k)/ε2):

σ2 ≤
k∑

i=1

w2
i

ni
≤

k∑
i=1

w2
i

wi · Θ̃((d+ k)/ε2)
= Θ̃

(
ε2

d+ k

)
·

k∑
i=1

w2
i /wi = Θ̃

(
ε2

d+ k

)
.

The second place is Step 3 in the proof of [ZZC+24, Lemma 17]. This step uses the fact that
w

(t)
i · Θ(k) samples are used to compute the estimate r

(t)
i , so that the estimate has a variance of

O

(
1

kw
(t)
i

)
. Fortunately, this variance bound is only used in aggregate over all i ∈ [k] in their

Equation (111), which shows that the weighted average
∑k

i=1 w
(t)
i · r(t)i has a variance of at most

k∑
i=1

[w
(t)
i ]2 ·O

(
1

kw
(t)
i

)
= O(1/k) ·

k∑
i=1

w
(t)
i = O(1/k).

Again, this step would still go through under the ellipsoid constraint
∑k

i=1[w
(t)
i ]2/w

(t)
i : As long as

at least w(t)
i ·Θ(k) fresh samples are used to estimate r(t)i , the weighted average

∑k
i=1 w

(t)
i · r(t)i has
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a variance of at most

k∑
i=1

[w
(t)
i ]2 ·O

(
1

kw
(t)
i

)
= O(1/k) ·

k∑
i=1

[w
(t)
i ]2

w
(t)
i

= O(1/k).

Therefore, Theorem 20 implies the following result for MDL.

Corollary 22. There is an Õ(
√
k)-round MDL algorithm with an Õ((d+ k)/ε2) sample complexity.

D Lower Bounds for OODS

We prove lower bounds on the sample-adaptivity tradeoff in the OODS model using two different
hard instances: one for the “large-ε” regime where ε ≤ O(1/k), and the other for the “small-ε”
regime where ε ≤ e−Ω(k).

D.1 Hard Instance for Large ε

Definition 4 (Hard instance for large ε). Given k ≥ m ≥ 1, draw m different indices i⋆1, i
⋆
2, . . . , i

⋆
m ∈

[k] uniformly at random. The objective function f : ∆k−1 → [0, 2] is

f(w) := min

{
wi⋆1

+
1

m2
, wi⋆2

+
2

m2
, . . . , wi⋆m

+
m

m2

}
.

Note that we allow the co-domain of f to be [0, 2] instead of [0, 1] for brevity; scaling everything
down by a factor of 2 gives a hard instance and thus lower bounds for the formulation in Definition 1.

Before we formally state and prove the lower bounds, we make a few simple observations and then
sketch the intuition behind the lower bound proof.

Characterization of Approximate Maxima If we set wi⋆j
= 3m+1

2m2 − j
m2 for every j ∈ [m] and

wi = 0 for every i ∈ [k] \ {i⋆1, i⋆2, . . . , i⋆m}, we have

wi⋆1
+

1

m2
= wi⋆2

+
2

m2
= · · · = wi⋆m

+
m

m2
=

3m+ 1

2m2
,

which gives f(w) = 3m+1
2m2 . Furthermore, it can be easily verified that w ∈ ∆k−1. We note that w

is the maximizer of f over ∆k−1, since achieving an objective strictly higher than 3m+1
2m2 requires a

strict increase in each of wi⋆1
, . . . , wi⋆m

, which would violate the constraint that w ∈ ∆k−1.

More generally, we have a “robust” version of this observation: As long as ε ≤ O(1/k), every
ε-approximate maximum of f must put a significant weight of Ω(1/m) on at least half of the critical
indices i⋆1, . . . , i

⋆
m.

Lemma 23. For every ε ≤ 1/(2k) and every w ∈ ∆k−1 that satisfies f(w) ≥ 3m+1
2m2 − ε, we have

|{i ∈ [k] : wi ≥ 1/(2m)} ∩ {i⋆1, i⋆2, . . . , i⋆m}| ≥ m/2.

Proof. Suppose towards a contradiction that strictly fewer than m/2 entries among wi⋆1
, wi⋆2

, . . . , wi⋆m
are at least 1/(2m). Then, there exists j ∈ {1, 2, . . . , ⌈m/2⌉} such that wi⋆j

< 1/(2m). It follows
that

f(w) ≤ wi⋆j
+

j

m2
<

1

2m
+

(m+ 1)/2

m2
=

2m+ 1

2m2
.

On the other hand, since m ≤ k and ε ≤ 1/(2k), we have

3m+ 1

2m2
− ε ≥ 3m+ 1

2m2
− 1

2m
=

2m+ 1

2m2
> f(w),

a contradiction.
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Limited Information from a First-Order Oracle Therefore, it remains to argue that an OODS
algorithm cannot identify Ω(m) critical indices using ≪ m rounds while incurring a polylog(k)
sample overhead. To this end, we observe that a first-order oracle provides little information on the
critical indices, unless we have already found many such indices.

By definition of f from Definition 4, the following is a valid first-order oracle: Given w ∈ ∆k−1, find
the minimum j ∈ [m] such that f(w) = wi⋆j

+ j/m2. Return the value of f(w) and the supergradient
ei⋆j . In other words, via a first-order oracle, the optimization algorithm only gets to know the critical
index that accounts for the value of f(w).

Our next lemma suggests that, unless we put a weight of > 1/m2 on each of i⋆1, i
⋆
2, . . . , i

⋆
j , the value

of f(w) is determined by the first j terms in the minimum. In other words, unless we already “know”
the first j critical indices, we cannot learn the value of i⋆j+1, . . . , i

⋆
m from the oracle.

Lemma 24. For every w ∈ ∆k−1 and j ∈ [m], assuming min{wi⋆1
, wi⋆2

, . . . , wi⋆j
} ≤ 1/m2, we

have

f(w) = min

{
wi⋆1

+
1

m2
, wi⋆2

+
2

m2
, . . . , wi⋆j

+
j

m2

}
.

Proof. Suppose towards a contradiction that some w ∈ ∆k−1 satisfies wi⋆j1
≤ 1/m2 for some j1 ≤ j,

but f(w) ̸= min
{
wi⋆1

+ 1
m2 , wi⋆2

+ 2
m2 , . . . , wi⋆j

+ j
m2

}
. Then, there exists j2 > j such that

wi⋆j2
+

j2
m2

< min

{
wi⋆1

+
1

m2
, wi⋆2

+
2

m2
, . . . , wi⋆j

+
j

m2

}
≤ wi⋆j1

+
j1
m2

,

which implies wi⋆j1
> wi⋆j2

+ (j2 − j1)/m
2 ≥ 1/m2, a contradiction.

Intuition behind Lower Bound There is a natural m-round algorithm for solving the instance
from Definition 4: In the first round, we query the uniform weight vector w = (1/k, 1/k, . . . , 1/k)
to learn the value of i⋆1. In the second round, we query f on some w with wi⋆1

≫ 1/m2, thereby
learning the value of i⋆2. Repeating this gives a m-round algorithm with a low sample overhead.

One might hope to be “more clever” and learn more than one critical index in each round. For
example, the algorithm might put a cap of ≫ 1/m2 on several coordinates in the first round, in the
hope of hitting more than one indices in i⋆1, i

⋆
2, . . .. However, if the algorithm has a sample overhead

of s, only O(m2s) such guesses can be made. In particular, if m2s ≪ k, the guesses only cover a
tiny fraction of the indices. Thus, over the uniform randomness in i⋆, the algorithm can still only
learn O(1) critical indices in expectation within each round.

D.2 Lower Bounds for Large ε

Now, we formally state and prove the lower bounds in the ε ≤ O(1/k) regime, for both the box and
the ellipsoid settings.
Theorem 25. The following holds for all sufficiently large k, ε ≤ 1/(2k) and s ≥ 1: (1) In the box
setting, for m := ⌊ 1

2

√
k/s⌋, no OODS algorithm with r ≤ m/24 rounds and sample overhead s

can find an ε-approximate maximum with probability at least 9/10; (2) In the ellipsoid setting, for
m := ⌊ 1

2 (k/s)
1/4⌋, no OODS algorithm with r ≤ m/24 rounds and sample overhead s can find an

ε-approximate maximum with probability at least 9/10.

In particular, to have a sample overhead s ≤ polylog(k), any OODS algorithm must take Ω̃(
√
k)

rounds in the box setting, and Ω̃(k1/4) rounds in the ellipsoid setting.

Proof. We will focus on the box setting; the ellipsoid setting follows easily with only a few changes
in the proof.

Suppose towards a contradiction that an OODS algorithm A for the box setting takes r ≤ m/24
rounds and succeeds with probability at least 9/10. Consider the execution of A on a random OODS
instance defined in Definition 4 with m :=

⌊
1
2

√
k/s
⌋

.
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For each round t ∈ [r], let I(t) := {i ∈ [m] : w
(t)
i > 1/m2} denote the indices on which algorithm

A sets a cap strictly higher than 1/m2. Since A has a sample overhead of s, we have ∥w(t)∥1 ≤ s
and thus |I(t)| ≤ m2s. By definition of the box setting, within each round t, A cannot query the
oracle on w if wi > 1/m2 holds for some i ∈ [k] \ I(t). Therefore, Lemma 24 implies the following:
Unless {i⋆1, i⋆2, . . . , i⋆j} ⊆ I(t), for every point w that A queries in round t, it holds that

f(w) = min

{
wi⋆1

+
1

m2
, wi⋆2

+
2

m2
, . . . , wi⋆j

+
j

m2

}
.

Deferring Randomness Rather than drawing all the m critical indices at the beginning, in our
analysis, we choose these indices “on demand” as the OODS algorithm expands the observable
region. We do this carefully, so that the distribution of i⋆ is not biased.

In the first round, after w(1) (and thus the set I(1)) has been determined by A, we draw i⋆1 from
[k] uniformly at random. If i⋆1 /∈ I(1), we stop the process; otherwise, we draw i⋆2 from [k] \ {i⋆1}
uniformly at random. We keep doing this, until either all the m critical indices are determined, or
we draw some i⋆j /∈ I(1). Let n(1) denote the number of critical indices drawn in the first round. By
Lemma 24, for every w ∈ O(w(1)) observable to A in the first round, f(w) is determined by the first
n(1) critical indices. In particular, the remaining m− n(1) critical indices (i⋆

n(1)+1
through i⋆m) are

still uniformly distributed among [k] \ {i⋆1, . . . , i⋆n(1)}, conditioned on any information that A obtains
from the first-order oracle.

More generally, at the beginning of each round t ∈ [r], we observe the set I(t) is determined by
algorithm A. We keep sampling i⋆

n(t−1)+1
, i⋆

n(t−1)+2
, . . ., until either all m indices are chosen or we

encounter an index outside I(t). Let n(t) denote the total number of critical indices that have been
sampled, including those sampled in the first t− 1 rounds. Then, all queries made by A during the
t-th round can be answered solely based on the values of i⋆1 through i⋆

n(t) , as they do not depend on
the m− n(t) indices that have not been decided.

Control the Progress Measure Let random variable N (t) denote the value of n(t) in round t, over
the randomness in both algorithm A and the random drawing of the critical indices. Next, we upper
bound the expectation of N (r) after all r rounds.

In each round t ∈ [r], whenever we sample a critical index i⋆j (j ∈ [m]), there are k−(j−1) > k−m

possible choices (namely, [k] \ {i⋆1, . . . , i⋆j−1}). Among these choices, at most |I(t)| ≤ m2s fall

into the set I(t). Recall our choice of m :=
⌊
1
2

√
k/s
⌋

, which ensures m2s ≤ k/4 and m ≤ k/2.

Thus, the probability of not stopping after drawing i⋆j is at most m2s
k−m ≤ k/4

k/2 = 1
2 . It follows that

the number of critical indices sampled in each round t is stochastically dominated by a geometric
random variable with parameter 1/2. Therefore, we conclude that E

[
N (r)

]
≤ 2r.

Control the Success Probability Finally, we derive a contradiction by arguing that the probability
that A finds an ε-approximate maximum of f is below 9/10. Let ŵ denote the output of A, and
Î := {i ∈ [k] : ŵi ≥ 1/(2m)} be the indices on which ŵ puts a weight of at least 1/(2m). Since the
entries of ŵ ∈ ∆k−1 sum up to 1, |Î| ≤ 2m. By Lemma 23, for ŵ to be an ε-approximate maximum,
Î ∩ {i⋆1, i⋆2, . . . , i⋆m} must have a size ≥ m/2.

Conditioning on the event that N (r) ≤ m/4, at least 3m/4 critical indices have not been chosen,
and they are uniformly distributed among the k − N (r) remaining indices. For the condition
|Î ∩ {i⋆1, i⋆2, . . . , i⋆m}| ≥ m/2 to hold, we must have |Î ∩ {i⋆

N(r)+1
, i⋆

N(r)+2
, . . . , i⋆m}| ≥ m/2 −

N (r) ≥ m/4. For any choice of Î , over the remaining randomness in {i⋆
N(r)+1

, i⋆
N(r)+2

, . . . , i⋆m}, it
holds that

E
[
|Î ∩ {i⋆N(r)+1, i

⋆
N(r)+2, . . . , i

⋆
m}| | N (r)

]
≤ |Î| · m−N (r)

k −N (r)
≤ 2m · m

k −m/4
≤ 4m2

k
.
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Recall that m ≤ 1
2

√
k/s ≤

√
k/2. Markov’s inequality gives

Pr
[
|Î ∩ {i⋆N(r)+1, i

⋆
N(r)+2, . . . , i

⋆
m}| ≥ m/4 | N (r) ≤ m/4

]
≤

E
[
|Î ∩ {i⋆

N(r)+1
, i⋆

N(r)+2
, . . . , i⋆m}| | N (r) ≤ m/4

]
m/4

≤ 4m2/k

m/4
≤ 8√

k
≤ 1

3
,

where the last step holds for all sufficiently large k ≥ 576. In other words, conditioning on
N (r) ≤ m/4, the probability of finding an ε-approximate maximum is at most 1/3. On the other
hand, by Markov’s inequality and the assumption that r ≤ m/24,

Pr
[
N (r) > m/4

]
≤

E
[
N (r)

]
m/4

≤ 2r

m/4
≤ 1

3
.

Therefore, the overall probability for A to output an ε-approximate maximum is at most 2/3 < 9/10,
a contradiction.

The Ellipsoid Setting In this setting, we consider the execution of A on a random OODS instance
defined in Definition 4 with m :=

⌊
1
2 (k/s)

1/4
⌋
. Different from the analysis for the box setting, we

define I(t) := {i ∈ [m] : w
(t)
i > 1/m4} using threshold 1/m4 instead of 1/m2. Then, we have an

analogous implication of Lemma 24: Unless {i⋆1, i⋆2, . . . , i⋆j} ⊆ I(t), for every point w that A queries
in round t, it holds that

f(w) = min

{
wi⋆1

+
1

m2
, wi⋆2

+
2

m2
, . . . , wi⋆j

+
j

m2

}
.

To see this, note that if i⋆j0 /∈ I(t) holds for some j0 ∈ [j], we have w
(t)
i⋆j0

≤ 1/m4. Then, for any

w ∈ O(w(t)), we must have
w2

i⋆j0

w
(t)
i⋆j0

≤
k∑

i=1

w2
i

w
(t)
i

≤ 1,

which implies wi⋆j0
≤
√
w

(t)
i⋆j0

≤ 1/m2. Then, Lemma 24 implies

f(w) = min

{
wi⋆1

+
1

m2
, wi⋆2

+
2

m2
, . . . , wi⋆j

+
j

m2

}
.

To control the expectation of N (r), we note that the definition of I(t) and the assumption on A having
a sample overhead of s together imply |I(t)| ≤ m4s. Then, the choice of m ≤ 1

2 (k/s)
1/4 ≤ k/2

guarantees that the sampling process stops at each step except with probability m4s
k−m ≤ k/16

k/2 ≤ 1/2.
The rest of the proof goes through.

D.3 Hard Instance for Small ε

When the accuracy parameter ε is exponentially small, we give a slightly different instance on which
any OODS algorithm must take Ω(k) rounds in the box setting and Ω(

√
k) rounds in the ellipsoid

setting, matching the exponents in Theorems 8 and 20.
Definition 5 (Hard instance for small ε). Given k ≥ m ≥ 1, draw m different indices i⋆1, i

⋆
2, . . . , i

⋆
m ∈

[k] uniformly at random. The objective function f : ∆k−1 → [0, 2] is

f(w) := min
j∈[m]

(aj · wi⋆j
+ bj),

where aj = 2−j and bj = (1− 2−j)/m.

Again, we allow the co-domain of f to be [0, 2] instead of [0, 1] for brevity. We start with a few
simple observations and the intuition behind the lower bound proof.
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Characterization of Approximate Maxima We first note that the maximizer of f over ∆k−1 is
the following vector w: wi = 1/m for every i ∈ {i⋆1, . . . , i⋆m} and wi = 0 for i ∈ [k] \ {i⋆1, . . . , i⋆m}.
Indeed, such w ensures that

aj · wi⋆j
+ bj = 2−j · 1

m
+

1− 2−j

m
=

1

m

for every j ∈ [m] and thus f(w) = 1/m. Furthermore, to achieve an objective strictly higher than
1/m, we must strictly increase each of wi⋆1

, . . . , wi⋆m
, which would violate w ∈ ∆k−1.

Analogous to Lemma 23, the following lemma states that for every ε ≤ e−Ω(k), every ε-approximate
maximum of f must put a significant weight of Ω(1/m) on at least half of the critical indices
i⋆1, . . . , i

⋆
m.

Lemma 26. For every ε ≤ 2−(k+1)/2/(2k) and every w ∈ ∆k−1 that satisfies f(w) ≥ 1
m − ε, we

have
|{i ∈ [k] : wi ≥ 1/(2m)} ∩ {i⋆1, i⋆2, . . . , i⋆m}| ≥ m/2.

Proof. Suppose towards a contradiction that strictly fewer than m/2 entries among wi⋆1
, wi⋆2

, . . . , wi⋆m
are at least 1/(2m). Then, there exists j ∈ {1, 2, . . . , ⌈m/2⌉} such that wi⋆j

< 1/(2m). It follows
that

f(w) ≤ aj · wi⋆j
+ bj <

2−j

2m
+

1− 2−j

m
=

1

m
− 2−j

2m
≤ 1

m
− 2−(m+1)/2

2m
.

On the other hand, since m ≤ k and ε ≤ 2−(k+1)/2/(2k), we have

1

m
− ε ≥ 1

m
− 2−(k+1)/2

2k
=

1

m
− 2−(m+1)/2

2m
.

This contradicts the assumption that f(w) ≥ 1
m − ε.

Limited Information from a First-Order Oracle Again, the lower bound proof amounts to
showing that an OODS algorithm cannot identify Ω(m) critical indices using ≪ m rounds while
having a low sample overhead. To this end, we note that the following is a valid first-order oracle for
f : Given w ∈ ∆k−1, find the minimum j ∈ [m] such that f(w) = aj · wi⋆j

+ bj . Return the value of
f(w) and the supergradient aj · ei⋆j . Again, the optimization algorithm only gets to know the critical
index that accounts for the value of f(w).

The following lemma is an analogue of Lemma 24: We must put a weight of Ω(1/m) on each of
i⋆1, i

⋆
2, . . . , i

⋆
j to learn the values of i⋆j+1, . . . , i

⋆
m from the first-order oracle.

Lemma 27. For every w ∈ ∆k−1 and j ∈ [m], assuming min{wi⋆1
, wi⋆2

, . . . , wi⋆j
} ≤ 1/(2m), we

have
f(w) = min

{
a1 · wi⋆1

+ b1, a2 · wi⋆2
+ b2, . . . , aj · wi⋆j

+ bj

}
.

Proof. Suppose towards a contradiction that some w ∈ ∆k−1 satisfies wi⋆j1
≤ 1/(2m) for some

j1 ≤ j, but f(w) ̸= min
{
a1 · wi⋆1

+ b1, a2 · wi⋆2
+ b2, . . . , aj · wi⋆j

+ bj

}
. Then, there exists j2 >

j such that

aj2 · wi⋆j2
+ bj2 < min

{
a1 · wi⋆1

+ b1, a2 · wi⋆2
+ b2, . . . , aj · wi⋆j

+ bj

}
≤ aj1 · wi⋆j1

+ bj1 .

Plugging aj = 2−j and bj = (1− 2−j)/m into the above gives

2−j2 · wi⋆j2
+

1− 2−j2

m
< 2−j1 · wi⋆j1

+
1− 2−j1

m
.

Recalling the assumption that wi⋆j1
≤ 1/(2m), we have

wi⋆j2
<

1

m
+ 2j2−j1 ·

(
wi⋆j1

− 1

m

)
≤ 1

m
− 1

2m
· 2j2−j1 ≤ 0,

a contradiction.
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Intuition behind Lower Bound As in the large-ε regime, there is a natural m-round algorithm for
solving the instance from Definition 5, so the proof amounts to arguing that the OODS algorithm
cannot be “more clever” and learn more than one critical index in each round. For example, the
algorithm might put a cap of ≫ 1/m on several coordinates in the first round, in the hope of hitting
more than one indices in i⋆1, i

⋆
2, . . .. However, any algorithm with a sample overhead of s can make

only O(ms) such guesses. Then, assuming ms ≪ k, the guesses only cover a tiny fraction of the
indices. Thus, over the uniform randomness in i⋆, the algorithm can still only learn O(1) critical
indices in expectation within each round.

D.4 Lower Bounds for Small ε

Finally, we state and prove the lower bounds in the ε ≤ e−Ω(k) regime, for both the box and the
ellipsoid settings.

Theorem 28. The following holds for all sufficiently large k, ε ≤ 2−(k+1)/2/(2k) and s ≥ 1: (1) In
the box setting, for m := min{⌊k/(8s)⌋, ⌊k/48⌋}, no OODS algorithm with r ≤ m/24 rounds and
sample overhead s can find an ε-approximate maximum with probability at least 9/10; (2) In the
ellipsoid setting, for m := min{⌊ 1

4

√
k/s⌋, ⌊k/48⌋}, no OODS algorithm with r ≤ m/24 rounds

and sample overhead s can find an ε-approximate maximum with probability at least 9/10.

In particular, to have a sample overhead s ≤ polylog(k), any OODS algorithm must take Ω̃(k)

rounds in the box setting, and Ω̃(
√
k) rounds in the ellipsoid setting. These match the exponents in

the upper bounds (Theorems 8 and 20).

The proof is analogous to the one for Theorem 25, so we will be brief.

Proof. Again, we focus on the box setting; the ellipsoid setting follows easily with only a few changes
in the proof.

Suppose towards a contradiction that an OODS algorithm A for the box setting takes r ≤ m/24
rounds and succeeds with probability at least 9/10. Consider the execution of A on a random OODS
instance defined in Definition 4 with m := min{⌊k/(8s)⌋, ⌊k/48⌋}. For each round t ∈ [r], let
I(t) := {i ∈ [m] : w

(t)
i > 1/(2m)} denote the indices on which algorithm A sets a cap of Ω(1/m).

Since A has a sample overhead of s, we have ∥w(t)∥1 ≤ s and thus |I(t)| ≤ 2ms. By definition of
the box setting, within each round t, A cannot query the oracle on w if wi > 1/(2m) holds for some
i ∈ [k] \ I(t). Therefore, Lemma 27 implies the following: Unless {i⋆1, i⋆2, . . . , i⋆j} ⊆ I(t), for every
point w that A queries in round t, it holds that

f(w) = min
{
a1 · wi⋆1

+ b1, a2 · wi⋆2
+ b2, . . . , aj · wi⋆j

+ bj

}
.

Deferring Randomness Again, we draw the m critical indices “on demand” in our analysis. We
start with n(0) = 0. In each round t ∈ [r], after A decides on w(t) and I(t), we keep sampling
i⋆
n(t−1)+1

, i⋆
n(t−1)+2

, . . ., until either all m indices are chosen or we encounter an index outside I(t).
Let n(t) denote the total number of critical indices that have been sampled by the end of round t. By
the implication of Lemma 27, all queries made by A during the t-th round can be answered solely
based on the values of i⋆1 through i⋆

n(t) , as they do not depend on the m− n(t) indices that have not
been decided.

Control the Progress Measure Let random variable N (t) denote the value of n(t) over the random-
ness in both algorithm A and the critical indices. In each round t ∈ [r], whenever we sample a critical
index i⋆j (j ∈ [m]), there are k − (j − 1) > k −m possible choices (namely, [k] \ {i⋆1, . . . , i⋆j−1}).
Among these choices, at most |I(t)| ≤ 2ms fall into the set I(t). Recall our choice of m ≤ k/(8s),
which ensures both 2ms ≤ k/4 and m ≤ k/2. Thus, the probability of not stopping after drawing i⋆j
is at most 2ms

k−m ≤ k/4
k/2 = 1

2 . It follows that at most 2 critical indices are sampled in each round t in

expectation, so we have E
[
N (r)

]
≤ 2r.

Control the Success Probability Finally, we derive a contradiction by arguing that the probability
that A finds an ε-approximate maximum of f is below 9/10. Let ŵ denote the output of A, and
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Î := {i ∈ [k] : ŵi ≥ 1/(2m)} be the indices on which ŵ puts a weight of at least 1/(2m). Since the
entries of ŵ ∈ ∆k−1 sum up to 1, |Î| ≤ 2m. By Lemma 26, for ŵ to be an ε-approximate maximum,
Î ∩ {i⋆1, i⋆2, . . . , i⋆m} must have a size ≥ m/2.

Conditioning on the event that N (r) ≤ m/4, at least 3m/4 critical indices have not been chosen,
and they are uniformly distributed among the k − N (r) remaining indices. For the condition
|Î ∩ {i⋆1, i⋆2, . . . , i⋆m}| ≥ m/2 to hold, we must have |Î ∩ {i⋆

N(r)+1
, i⋆

N(r)+2
, . . . , i⋆m}| ≥ m/2 −

N (r) ≥ m/4. For any choice of Î , over the remaining randomness in {i⋆
N(r)+1

, i⋆
N(r)+2

, . . . , i⋆m}, it
holds that

E
[
|Î ∩ {i⋆N(r)+1, i

⋆
N(r)+2, . . . , i

⋆
m}| | N (r)

]
≤ |Î| · m−N (r)

k −N (r)
≤ 2m · m

k −m/4
≤ 4m2

k
.

Recall that m ≤ 1
2

√
k/s ≤

√
k/2. Markov’s inequality gives

Pr
[
|Î ∩ {i⋆N(r)+1, i

⋆
N(r)+2, . . . , i

⋆
m}| ≥ m/4 | N (r) ≤ m/4

]
≤

E
[
|Î ∩ {i⋆

N(r)+1
, i⋆

N(r)+2
, . . . , i⋆m}| | N (r) ≤ m/4

]
m/4

≤ 4m2/k

m/4
=

16m

k
≤ 1

3
,

where the last step follows from our choice of m ≤ k/48. In other words, conditioning on N (r) ≤
m/4, the probability of finding an ε-approximate maximum is at most 1/3. On the other hand, by
Markov’s inequality and the assumption that r ≤ m/24,

Pr
[
N (r) > m/4

]
≤

E
[
N (r)

]
m/4

≤ 2r

m/4
≤ 1

3
.

Therefore, the overall probability for A to output an ε-approximate maximum is at most 2/3 < 9/10,
a contradiction.

The Ellipsoid Setting Finally, for the ellipsoid setting, we instead consider the execution of A on
a random OODS instance defined in Definition 4 with m := min{⌊ 1

4

√
k/s⌋, ⌊k/48⌋}, and define

I(t) := {i ∈ [m] : w
(t)
i > 1/(4m2)} using threshold 1/(4m2) instead of 1/(2m). Then, we have an

analogous implication of Lemma 24: Unless {i⋆1, i⋆2, . . . , i⋆j} ⊆ I(t), for every point w that A queries
in round t, it holds that

f(w) = min

{
wi⋆1

+
1

m2
, wi⋆2

+
2

m2
, . . . , wi⋆j

+
j

m2

}
.

To see this, note that if i⋆j0 /∈ I(t) holds for some j0 ∈ [j], we have w
(t)
i⋆j0

≤ 1/(4m2). Then, for any

w ∈ O(w(t)), we must have
w2

i⋆j0

w
(t)
i⋆j0

≤
k∑

i=1

w2
i

wi
≤ 1,

which implies wi⋆j0
≤
√
w

(t)
i⋆j0

≤ 1/(2m). Then, Lemma 27 implies

f(w) = min

{
wi⋆1

+
1

m2
, wi⋆2

+
2

m2
, . . . , wi⋆j

+
j

m2

}
.

To control the expectation of N (r), we note that the definition of I(t) and the assumption on A having
a sample overhead of s together imply |I(t)| ≤ 4m2s. Then, the choice of m ≤ 1

4

√
k/s guarantees

that the sampling process stops at each step except with probability 4m2s
k−m ≤ k/4

k/2 = 1/2. The rest of
the proof goes through.
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contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?

Answer: [Yes]

Justification: The theoretical results apply to the specific problem settings (which we
formally defined) and under specific parameter regimes (which appear in the formal theorem
statements).

Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

41



Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
Answer: [Yes]
Justification: The assumptions are clearly stated as part of the problem formulation or in the
formal theorem statements. All the theoretical results have proofs, in either the main paper
or the appendices.
Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
Answer: [NA]
Justification: The paper does not include experiments.
Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.
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5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [NA]

Justification: The paper does not include experiments requiring code.

Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental setting/details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [NA]

Justification: The paper does not include experiments.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.

7. Experiment statistical significance
Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [NA]

Justification: The paper does not include experiments.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).
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• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [NA]

Justification: The paper does not include experiments.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code of ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: The research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics.

Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).

10. Broader impacts
Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]

Justification: This work is purely theoretical and there is no immediate societal impact of
the work performed.

Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
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• Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?
Answer: [NA]
Justification: The paper poses no such risks.
Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?
Answer: [NA]
Justification: The paper does not use existing assets.
Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.
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• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
Answer: [NA]
Justification: The paper does not release new assets.
Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and research with human subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional review board (IRB) approvals or equivalent for research with human
subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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16. Declaration of LLM usage
Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.
Answer: [NA]
Justification: The core method development in this research does not involve LLMs as any
important, original, or non-standard components.
Guidelines:

• The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

• Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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