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Abstract

Random graph models are playing an increasingly important role in various fields ranging from
social networks, telecommunication systems, to physiologic and biological networks. Within this
landscape, the random Kronecker graph model, emerges as a prominent framework for scrutinizing
intricate real-world networks. In this paper, we investigate large random Kronecker graphs, i.e.,
the number of graph vertices N is large. Built upon recent advances in random matrix theory
(RMT) and high-dimensional statistics, we prove that the adjacency of a large random Kronecker
graph can be decomposed, in a spectral norm sense, into two parts: a small-rank (of rank O(logN))
signal matrix that is linear in the graph parameters and a zero-mean random noise matrix. Based
on this result, we propose a “denoise-and-solve” approach to infer the key graph parameters, with
significantly reduced computational complexity. Experiments on both graph inference and classifi-
cation are presented to evaluate the our proposed method. In both tasks, the proposed approach
yields comparable or advantageous performance, than widely-used graph inference (e.g., KronFit)
and graph neural net baselines, at a time cost that scales linearly as the graph size N .

1 Introduction

We are living in an increasingly connected world, with a rapidly growing amount of data arising from
large-scale interactive systems such as social [42, 44], traffic, biological [46], and financial networks.
Graph model, in this respect, provides a natural way to describe and assess the behavior of these
non-Euclidean data, e.g., how they interact with each other, in the form of pairwise relationships.

When facing large-scale networks, probabilistic graph model is a useful tool to analyze the complex
behavior of entities or agents with only a small number of parameters, facilitating further analysis and
graph-type data mining. The most widely known random graph model is the Erdős–Rényi graph, for
which the presence or absence of the edge between two graph vertices is modeled as an independent
Bernoulli random variable with a probability parameter p ∈ (0, 1). More advanced random graph
models such as the stochastic block model [34] and Watts–Strogatz model [59] have then been proposed
to better characterize the community structure and small-world behavior of realistic graphs.

In this paper, we investigate another popular random graph model, the random Kronecker graph
model. It is first introduced in [36] and applies the Kronecker product operation on a small initiator
matrix P1 (of size m by m, say), to generate a probability matrix PK of much larger size (e.g.,
mK by mK after K times of operation). See Definition 1 below for a formal definition. A random
Kronecker graph can then be generated using PK with, a priori, all its structural information (such as
its hierarchical structure and “fractal” propriety, see [36]) summarized in the few parameters of P1.
Random Kronecker graph model has already shown promising potential in analyzing realistic graphs
and networks in its graph statistics such as degree distributions, and/or eigenspectral behavior.

The Kronecker graph model can be used in the following two ways: (i) as a generative model
to produce large-scale graphs that, while synthetic, closely mimic realistic graphs, and can be used
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for simulation and sampling purposes [36]; and (ii) as a prominent (low-dimensional) features extrac-
tor (e.g., the Kronecker initiator P1) for the graph of interest, for better visualization and/or for
performance in downstream tasks such as graph classification [20, 55].

For the second type of application, one needs to estimate the graph parameters P1 from a given
graph. This presents the following technical challenges: (i) for a Kronecker graph having N vertices
with N large, the inference of a single graph should be computationally efficient, since downstream
tasks such as graph classification may involve a non-trivial number of such graphs; and (ii) the Kro-
necker graph model naturally describes a set of isomorphic graphs (see Remark 1 below), and one
needs to solve the vertices matching problem, leading generally to an even heavier computational
burden, if doable at all.

1.1 Our Approach and Contribution

The main contribution of this work is the precise high-dimensional characterization of the Kronecker
random graph model, and as a byproduct, an efficient algorithm to infer the graph parameters. Pre-
cisely,

1. we perform, in the high-dimensional regime, a detailed analysis of the random Kronecker graph
model, and show in Theorem 1 that its adjacency follows a “signal-plus-noise” model with small-
rank signal matrix linear in the graph parameters of interest;

2. we propose, in Algorithm 1, a denoise-and-solve meta algorithm to approximately infer
the Kronecker graph parameters from its adjacency, by first recovering the desired signal via
denoising, and then solving the permuted linear system for the graph parameters;

3. we further provide, in Section 3.2 and 3.3, use examples on the proposed meta algorithm, and
then in Section 4 numerical results to demonstrate a better performance–complexity tradeoff
obtained with the proposed approach, for tasks of graph inference and graph classification [20].
In both tasks, the proposed approach yields comparable or advantageous performance, than
widely used Kronecker graph inference and graph neural net-based methods, at a time cost that
scales linearly as the graph size N .

1.2 Related Work

Here, we provide a brief review of related previous efforts.

Kronecker graph model and its applications. The use of Kronecker products in graphs dates
back to [60], and was largely popularized since the introduction of the Kronecker graph model [36]. The
Kronecker graph model is a commonly adopted complex graph generator that has shown promising
results in fitting many realistic networks and/or graphs, e.g., social, biological, and chemical networks,
see, e.g., [36, 49]. It is inspired from the fact that many realistic graphs possess the self-repeating, also
called multifractality, structural property. Many (theoretical) properties of the random Kronecker
graph model have been established in a sequence of works, e.g. the (asymptotic) size of its giant
component [26, 39] or its degree distribution [33, 51]. Practical algorithms such as the KronFit
approach [36] and the moment-based approach [23] are proposed to estimate the Kronecker graph
parameters, with applications in, e.g., modeling human activities in videos [55].

Random graph model and random matrix theory. Random graph models have attracted
significant research interest in applied math, computer science, and machine learning, with applications
ranging from unsupervised [15, 38], semi-supervised [7, 64], and more recently, to self-supervised
learning [6]. Since the (eigen/singular) spectra play a crucial role in the analysis of random graph
models [12, 13], random matrix theory [16] and high-dimensional statistics [57] appears as prominent
tools to characterize the spectral behavior of large random graphs. We refer the readers to [16,
Chapter 7] for more detailed discussions on the random matrix analysis of some popular random
graph models, with a focus on community detection. Here, our result extends the line of works on
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the spectral analysis of dense random graphs [1, 37] to the Kronecker graph model, and propose an
efficient inference method based on shrinkage estimation and permuted linear regression.

1.3 Notations and Organization of the Paper

Notations. We denote scalars by lowercase letters, vectors by bold lowercase, and matrices by
bold uppercase. We denote R the set of real numbers and N the set of natural numbers. For a
matrix A, we denote AT its transpose and A† its Moore—Penrose pseudoinverse. We use ‖ · ‖2 to
denote the Euclidean norm for vectors and spectral/operator norm for matrices, and denote ‖A‖max ≡
maxi,j |Aij |. We use ‖v‖0 and ‖v‖1 to denote the ℓ0- and ℓ1-norm of the vector v ∈ R

p. We denote 1p
and Ip the vector of all ones of dimension p and the identity matrix of dimension p × p, respectively.
For two matrices A ∈ R

m×n,B ∈ R
p×q, we denote A ⊗ B ∈ R

mp×nq their Kronecker product. We
denote vec(A) ∈ R

mn the vectorization of A ∈ R
m×n by appending (in order) the columns of A,

and mat(a) the matricization of a vector a so that mat(vec(A)) = A. For a random variable z, E[z]
and Var[z] denotes the expectation and variance of z, respectively. As N →∞, we use O(·) and o(·)
notations as in standard asymptotic statistics [56], and use Õ(·) and õ(·) to hide terms that grows at
most as poly(logN).

In the remainder of the paper, we introduce, in Section 2, the random Kronecker graph model
under study, together with our working assumption. Our main technical results on behavior of high-
dimensional random Kronecker graphs, as well as the proposed approximate inference framework,
are placed in Section 3. Numerical evaluations of the proposed algorithm in graph inference and
classification are given in Section 4. The article closes with conclusion and future perspectives in
Section 5.

2 System Model and Preliminaries

For a directed graph G(V,E) having N vertices, we use A ∈ {0, 1}N×N for its adjacency matrix, so
that the edge (i, j) is present in G if [A]ij = 1, and [A]ij = 0 otherwise. In this paper, we focus on
the random Kronecker graph [36] defined as follows.

Definition 1 (Random Kronecker graph). We say a graph G having N vertices follows a random
Kronecker graph model with probability initiator P1,

P1 = {Puv}mu,v=1 ∈ R
m×m, Puv ∈ (0, 1), (1)

if the entries of its adjacency matrix A ∈ {0, 1}N×N are (up to vertex correspondence via a permutation
matrix Π of size N , see Remark 1 below) independently drawn from a Bernoulli distribution with
parameter PK ∈ R

N×N . This probability matrix PK is the K-th Kronecker power of P1:

PK = PK−1 ⊗P1 = P1 ⊗ . . .⊗P1
︸ ︷︷ ︸

K times

= P⊗K
1 , (2)

with N = mK and K ∈ N. That is, for i, j ∈ {1, . . . , N},

[A]ij ∼ Bern([PK ]ij), and [A]ij = [PK ]ij + [Z]ij , (3)

for Z ∈ R
N×N having independent entries of zero mean and variance [PK ]ij(1− [PK ]ij).

The Kronecker graph model in Definition 1 is parameterized by the probability matrixPK ∈ R
N×N .

Note that (i) we have N = mK so that K = logmN ; and (ii) the entries of PK are polynomial in the
entries of P1, i.e., [PK ]ij = poly(Puv) ∈ (0, 1), and only depends on K and the probability initiator
P1 ∈ R

m×m per (2).
The Kronecker graph model in Definition 1 naturally defines a set of isomorphic graphs, by ex-

changing the indices of its vertices. This is discussed in the following remark.
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Remark 1 (Vertices matching). For a Kronecker graph G having N vertices in Definition 1, with
each vertex having a unique label1, one has

A = Π(PK + Z)Π−1, (4)

for some permutation matrix Π ∈ PN , with PN the set of all permutation matrices of dimension N by
N . As such, the inference of G from its random adjacency A comprises both the inference of (i) the
probability matrix PK (or equivalent P1 with known K); and (ii) the vertex correspondence uniquely
determined by Π.

To infer the Kronecker graph parameters from its random adjacency A, we position ourselves
under the following re-parameterization on the Kronecker initiator P1.

Assumption 1 (Re-parameterization of graph initiator). We have, for fixed m and as N →∞ that,
the entry Puv of the initiator P1 can be re-parameterized as

Puv = p+Xuv/
√
N, (5)

for p ∈ (0, 1) and X ≡ {Xuv}mu,v=1 with ‖X‖max = O(1).

Remark 2 (On Assumption 1). Taking Xuv = 0 in Assumption 1 one gets the popular Erdős–Rényi
graph with probability parameter p̄ = pK . In this respect, Assumption 1 says that the Kronecker graph
under study is an extension to the Erdős–Rényi graph model, with X ∈ R

m×m that characterize its
deviation from the Erdős–Rényi model. While large-and-sparse and dense-and-small are two commonly
adopted approaches for simplifying realistic graphs, it has already been reported that many extremely
large realistic networks and/or graphs do contain important large-and-dense subgraphs, see [11, 17,
22] for the example of connection graphs between hosts on the World Wide Web, in which there
exist several hundred giant dense subgraphs of at least ten thousand hosts. Approximating these
graphs/networks based on large-and-sparse or dense-and-small assumptions may ignore some specific
structural attributes that can be critical for graph/network analysis.

3 Main Results

Having introduced the Kronecker graph in Definition 1 and our working Assumption 1, we present now
our main results. We perform, in Section 3.1, a detailed analysis of the random Kronecker graph, and
show in Theorem 1 that its adjacency A is, up to permutation, the sum of a small-rank “signal” matrix
(that is linear in the graph parameters X of interest) and a random “noise” matrix; this allows us to
propose, in Algorithm 1, a denoise-and-solve meta algorithm to approximately infer the Kronecker
graph parameters. We then provide, in Algorithm 2 and Algorithm 3 of Section 3.2 and Section 3.3,
respectively, concrete use examples for the proposed inference framework.

3.1 Analysis of Kronecker graphs and a meta algorithm

Our objective is to estimate the Kronecker graph initiator P1 (so both p and X ∈ R
m×m under the

re-parameterization in Assumption 1) from a random realization of the graph adjacency A. To this
end, we define, for S1 = X/N and k ∈ {2, . . . ,K}, the following sequence of matrices S1, . . . ,SK as

Sk =
pk−1

N
(1mk−11Tmk−1)⊗X+ pSk−1 ⊗ (1m1Tm). (6)

We then show that the K-th Kronecker power PK = E[A] of P1 is closely connected to SK defined
above (which is then closely related to the graph parameters X) and is of small rank with respect to
its dimension N . This is described in the following result, and proven in Appendix B.1.

1This can be considered as the vertex index, which does not carry any particular information about the vertex, but
just uniquely identifies the vertex.
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Proposition 1 (Approximate small-rankness of PK). Under Assumption 1 and for N large, we have,
for PK ∈ R

N×N the K-th Kronecker power of P1 as in (2) that:

(i) ‖PK −Plin
K ‖max = Õ(N−1) and ‖PK −Plin

K ‖2 = Õ(1) for a linearized Plin
K defined as

Plin
K ≡ pK1N1TN +

√
NSK , (7)

with SK in (6) for k = K so that ‖SK‖2 = Õ(1); and

(ii) SK is linear in (the entries of) X, in the sense that

SK = mat(Θvec(X)) ∈ R
N×N , (8)

for known coefficients Θ ∈ R
N2×m2

(from binomial expansion) such that ‖Θ‖max = Õ(N−1)

with Θ1m2 = pK−1K
N 1N2 ,ΘT1N2 = pK−1KN

m2 1m2 ; and

(iii) max(rank(SK), rank(Plin
K )) ≤ (m− 1)K + 1.

As a consequence of Proposition 1, we have the following signal-plus-noise decomposition on the
random Kronecker adjacency A, the proof of which is given in Appendix B.2.

Theorem 1 (Signal-plus-noise decomposition for A). Under Assumption 1 and let pK ≡ p̄ ∈ (0, 1),
the adjacency A of a Kronecker graph in Definition 1 satisfies, for N large, ‖A‖2 = Õ(

√
N) and

‖A− (ΠPlin
K Π−1 + Z)‖2 = Õ(1), (9)

with
ΠPlin

K Π−1 = pK1N1TN +
√
N ΠSKΠ−1

︸ ︷︷ ︸

≡SΠ

K

, (10)

for some permutation matrix Π (that corresponds to the vertex matching, see Remark 1), random
matrix Z ∈ R

N×N having independent entries of zero mean and variance p̄(1 − p̄), and linearized
probability matrix Plin

K in (7).

A direct consequence of Proposition 1 and Theorem 1 is that the key probability parameter p in
Assumption 1 can be consistently estimated from the adjacency A as follows, proven in Appendix B.3.

Lemma 1 (Consistent estimation of p). Under the notations and settings of Theorem 1, we have
1TNA1N/N2 − pK → 0 almost surely as N →∞.

In plain words, Proposition 1 and Theorem 1 tells us that, the adjacency matrix A of a large
Kronecker random graph can be decomposed, in a spectral norm sense, as the sum of some zero mean
random matrix Z and (up to permutation byΠ and the constant matrix pK1N1TN that can consistently
estimated per Lemma 1) some deterministic “signal” matrix SK defined in (6). In particular, this signal
matrix SK :

(i) enjoys the property of having small rank (as a consequence of Item (iii) of Proposition 1,
compared to the random Z), and can be “extracted” from the noisy observation A via some
denoising procedure; and

(ii) is linear in the entries of X with known coefficients Θ, so that a perturbed linear regression
allows to solve the desired X from SK (or from its estimate).

This leads to the two-step “denoise-and-solve” meta algorithm in Algorithm 1 for random Kronecker
graph inference.
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Algorithm 1 Meta-algorithm: approximate inference of random Kronecker graph parameters

1: Input: Adjacency matrix A of a random Kronecker graph of size N as in Definition 1.
2: Output: Estimates p̂ and X̂ of the graph parameters p ∈ R and X ∈ R

m×m in Assumption 1.

3: Estimate p as p̂ = K

√

1TNA1N/N2 from Lemma 1.

4: Denoise the adjacency A to get an estimate ŜK of SΠ

K defined in (10) with, e.g., the shrinkage
estimator in Algorithm 2.

5: Solve a permuted linear regression problem (see (17) below for detailed expression) to obtain
(Π̂, x̂) from ŜK via, e.g., the convex relaxation or the iterative hard thresholding approach in
Algorithm 3.

6: return p̂ and X̂ = mat(x̂).

3.2 Kronecker denoising with shrinkage estimator

Here, we provide an example to algorithmically implement the denoising step in Algorithm 1. To
denoise the random adjacency A and recover the informative small-rank matrix SK (and eventually
the graph parameters X), we introduce the “centered” adjacency matrix Ā as2

Ā ≡ 1√
N

(

A− 1TNA1N
N2

1N1TN

)

, (11)

and show, in the following result, that the centered adjacency Ā also follows a signal-plus-noise model
by removing the undesired and non-informative constant matrix of pK1N1TN from A, the proof of
which is given in Appendix B.4.

Proposition 2 (Signal-plus-noise decomposition for Ā). Under Assumption 1, assume X ≡ {Xuv}mu,v=1

is “centered” so that
∑m

u,v=1 Xuv = Õ(N−1/2). Then, the centered adjacency matrix Ā defined in (11)
satisfies

‖Ā− (SΠ

K + Z/
√
N)‖2 = Õ(N−1/2), (12)

with small-rank SΠ

K defined in (10) and random matrix Z.

As a consequence of Proposition 2, to recover the desired signal matrix SΠ

K from the noisy Ā, we
resort to the following optimization problem

min
SΠ

K
∈RN×N

∥
∥Ā− SΠ

K

∥
∥ ,

s.t. rank(SΠ

K) ≤ (m− 1)K + 1,
(13)

for some matrix norm ‖ · ‖ that can be the Frobenius ‖ · ‖F , spectral ‖ · ‖2, or nuclear norm ‖ · ‖∗,
where the rank constraint is due to Item (iii) of Proposition 1.

When the rank of SΠ

K is known, the default technique to solve (13) is the hard thresholding singular
value decomposition (SVD) estimator given by

ŜΠ

K =
∑rank(SΠ

K
)

i=1 σ̂iûiv̂
T

i , (14)

with (σ̂i, ûi, v̂i) the triple of singular values (listed in a decreasing order) and left and right singular
vectors of Ā.

More generally, we define the shrinkage estimator that extends the hard thresholding SVD in (14)
as follows,

ŜΠ

K =
∑N

i=1 f(σ̂i)ûiv̂
T

i , with f : R≥0 → R≥0, (15)

for some nonlinear function f . The hard thresholding SVD in (14) is a special case of shrinkage
estimator with f(t) = t for the largest rank(SΠ

K) singular values of Ā and zero otherwise. This specific
choice of hard thresholding function is, however, of limited interest since it requires additional efforts
to be practically implemented when rank(SΠ

K) is unknown and needs to be determined.

2This is to be distinguished from the normalized adjacency for undirected graphs, see, e.g., [14].
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Algorithm 2 Shrinkage estimator of SK to denoise A

1: Input: Adjacency A of a random Kronecker graph having N vertices as in Definition 1.
2: Output: Shrinkage estimator ŜK of the (permuted) signal matrix SΠ

K defined in (10).
3: Compute the “centered” adjacency Ā as in (11).
4: Estimate p̄ with ˆ̄p = 1TNA1N/N2 as in Lemma 1.

5: return ŜK =
∑(m−1) logm(N)+1

i=1 f(σ̂i)ûiv̂
T

i , with (σ̂i, ûi, v̂i) the triple of singular values (in de-

creasing order) and singular vectors of Ā, for f(t) =
√

t2 − 4ˆ̄p(1− ˆ̄p) · 1
t>2
√

ˆ̄p(1− ˆ̄p)
.

While the signal-plus-noise model of the type SΠ

K+Z/
√
N for small rank SΠ

K and random matrix Z
having i.i.d. zero-mean entries has been widely studied in the literature of RMT and high-dimensional
statistics, previous efforts only focus on the case of fixed rank for SΠ

K as N →∞ and does not apply
to Kronecker graph inference for which the rank of SΠ

K may grow with N in a logarithmic fashion, see
again Item (iii) in Proposition 1.

We further provide, in Appendix C, a detailed analysis of the singular spectrum of Ā for small
but growing rank of SΠ

K . This further leads to, by carefully adapting the proof of [21, Theorem 1] to

the Kronecker graph in Definition 1, the denoising shrinkage estimator ŜK of SΠ
K . This estimator

ŜK will then be used in Section 3.3 below to infer the Kronecker graph parameter P1.
The shrinkage estimator in Algorithm 2 is more interesting than, e.g., the naive hard thresholding

SVD approach in that: (i) it uses a truncation threshold 2
√

ˆ̄p(1− ˆ̄p) that can be predetermined from
the graph adjacency and (ii) it yields the minimum (asymptotic) Frobenius norm error among all
shrinkage estimators of the form (13), see again Appendix C for a detailed discussion on this.

3.3 Kronecker solving via permuted linear regression

Having obtained the estimate ŜK of the permuted signal matrix SΠ

K using, say the shrinkage estimation
in Algorithm 2 of Section 3.2, we now discuss how to solve for the Kronecker graph parameter X
from this estimate ŜK .

Note that we have, up to permutation by Π, that ŜK ≃ ΠSKΠ−1 for N large, with

ŜK ≃ ΠSKΠ−1 = mat((Π⊗Π)Θvec(X)), (16)

by Lemma 4 in Appendix A, with known coefficients Θ (from binomial expansion, see again Propo-
sition 1) and unknown permutation Π. To recover both vec(X) and Π, we sort to the following
optimization problem:

(Π̂, x̂) = argmin
Π∈PN ,x∈Rm2

‖(Π⊗Π)Θx− vec(ŜK)‖22, (17)

for PN the set of permutation matrices of size N .
The optimization problem of the type (17) is known in the literature as linear regression with

“broken samples,” or permuted linear regression. This problem is known to be extremely challenging
(in fact proven to be NP-hard unless in some trivial cases) and has attracted significant research
interest by, e.g., considering different simplifying statistical assumptions on the noise (the entries of
ŜK − SΠ

K in the context of this paper) and/or the coefficient matrix Θ, see for example [29, 43, 45,
48, 52, 54].

Denote Π∗ ∈ PN the permutation matrix that corresponds to the true matching of the N vertices,
and dH(Π∗, IN ) ≡ |{i : [Π∗]ii = 0}| the Hamming distance between Π∗ and the identity matrix (which
characterizes the number of mismatched vertices), the permuted linear regression problem in (17) then
writes

min
Π∈PN ,x∈Rm2

‖vec(ŜK)− (Π⊗Π)Θx‖22,

s.t. dH(Π, IN ) ≤ s,
(18)

for Π ∈ PN , x ∈ R
m2

, and some auxiliary (sparsity) variable s ≤ N . The optimization problem in
(18) is known to be NP-hard as long as s = O(N), unless in the trivial case of m = 1, see [45].
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Algorithm 3 Permuted linear regression to solve for X

1: Input: Estimated ŜK (from Algorithm 2, say), coefficient Θ and hyperparameter γ for convex
relaxation or step length η and sparsity level s for IHT.

2: Output: Estimation of graph parameter X̂ by solving the permuted linear regression in (19).
3: Initialize (x̂, d̂)
4: while not converged do
5: option (I) IHT do
6: q̂← (1− η)d̂+ η(vec(ŜK)−Θx̂);
7: d̂← project q̂ onto the set of sparse vector via hard thresholding as d̂ = Hs(q̂);
8: option (II) Convex relaxation do
9: d̂← argmin

d∈RN2 ‖vec(ŜK)−Θx− d‖22 + γ‖d‖1 via soft thresholding;

10: x̂← (ΘTΘ)†ΘT(vec(ŜK)− d̂);
11: end while
12: return X̂ = mat(x̂).

To solve efficiently the Kronecker inference problem, here we consider the setting where the per-
mutation is sparse (so that s≪ N in (18)), and first relax the constraint in (18) as dH(Π⊗Π, IN2) ≤
2sN − s2 ≤ 2sN . Introducing d = (Π⊗Π− IN2)Θx ∈ R

N2

, the problem in (18) can be relaxed as

min
x∈Rm2 , d∈RN2

‖vec(ŜK)−Θx− d‖22,

s.t. ‖d‖0 ≤ 2sN,
(19)

which is still not convex due to the ℓ0-norm constraint. To solve (19), we consider the following two
approaches:

(I) the iterative hard thresholding (IHT) approach [9, 31], by working directly on the non-convex
ℓ0-norm constraint, and using Hs(·) the hard thresholding operator to set the entries of a vector
with small magnitude to zero and retain the large ones unaltered; or

(II) further relax the non-convex problem in (19) by replacing the ℓ0-norm by ℓ1-norm, to get the
following Lagrangian form,

min
x∈Rm2 , d∈RN2

∥
∥
∥vec(ŜK)−Θx− d

∥
∥
∥

2

2
+ γ‖d‖1, (20)

for some hyperparameter γ > 0 that trade-offs the mean squared loss and the sparsity level in
d.

These two approaches allow for effectively solving the relaxed permuted linear regression in (19)
by alternately solving for d (via hard or soft thresholding) and x (via least squares, with sampling
and/or sketching [25, 40] if necessary, see Remark 3 below). The whole Kronecker solving program is
summarized in Algorithm 3. In particular, note that when working with the convexly relaxed problem
in (20), the convergence of this alternative minimization-type algorithm is always ensured, see for
example [31, Section 4.3].

4 Numerical Evaluations and Discussions

The codes to reproduces the numerical results in this section are publicly available at https://github.com/yqian108
Before evaluating numerically the proposed algorithm, we first discuss the time complexity of

Algorithms 2 and 3 and ways to further reduce their running time using randomized numerical linear
algebra (RNLA) techniques as follows.

Remark 3 (Time complexity of Algorithms 2 and 3). For Algorithm 2, retrieving the few (of order
at most logN) singular values and vectors of a matrix A of size N by N with truncated SVD takes
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Õ(N2) (or Õ(nnz(A)) for nnz(A) the number of nonzero entries in A, when A is sparse) time, see [2].
This time cost can be further reduced to Õ(N) using randomized SVD [25]. For Algorithm 3, note
that the coefficient matrix Θ ∈ R

N2×m2

can be decomposed into N blocks as Θ = [Θ1; . . . ; ΘN ],
with Θi ∈ RN×m the coefficients corresponding to the ith vertex. A direct implementation involving
all N blocks in Θ take O(N2) time. By randomly sampling (an order O(1) of) the N blocks and
solving the reduced problem, the time complexity can be further reduced to O(N). Figure 3 below
presents numerical results on Algorithms 2 and 3 with RNLA acceleration, for which no performance
drop is observed.

4.1 Evaluations on random Kronecker graphs

We compare, in Figure 1, the performance and running time of the proposed denoise-and-solve infer-
ence method in Algorithm 1 (with both IHT and convex relaxation approaches in Algorithm 3) to
that of the KronFit algorithm proposed in [36], on random Kronecker graphs generated according to
Definition 1.

We observe from Figure 1 that, in terms of performance, the proposed approaches marginally fall
short compared to KronFit for very sparse graphs (with an average connection probability down to
10−6) but outperforms KronFit for slightly denser Kronecker graphs. The performance of the proposed
Algorithm 1 gets better as the graph becomes denser: This is not surprising, since it is designed for
denser graphs. In terms of time complexity, we see from Figure 1 that the running time of KronFit
grows rapidly as the graph gets denser, while Algorithm 1 consistently maintains a commendably low
running time.

Remark 4 (Numerical stability). Also note that for a given graph, the performance of Algorithm 1 is
deterministic. This is in contrast to KronFit, which exhibits significant variance in its performance, as
a consequence of its reliance on sampling (to solve the vertices matching problem, see again Remark 1).
This numerical instability of KronFit is further confirmed on Table 1 below and limits its applications
in downstream tasks such as graph classification.

Turning our attention to the comparative analysis between the IHT and convex relaxation methods
inside Algorithm 3. We observe in Figure 1 that these two approaches demonstrate analogous efficacy
and computational efficiency, for not-so-sparse graphs. This observation aligns with recent trend of
non-convex optimization in ML, that advises not to relax the non-convex problems but to solve them
directly (e.g., with the non-convex IHT). While seemingly doomed to fail, this approach is shown to
work well, both theoretically and empirically, in a series of illuminating results, if the problem has
nice structure [31]. We conjecture that such property also holds for random Kronecker graphs.
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Ours IHT N = 1 024
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KronFit N = 1 024

KronFit N = 2 048

Ours relax N = 1 024

Ours relax N = 2 048

Figure 1: Estimation MSEs (left) and running time (right) of KronFit versus Algorithm 1 (with
IHT and convex relaxation), on random Kronecker graphs in Definition 1, with p ∈ [0.3, 0.8], x =
[5.25, 0.25, 2.25,−7.75], and 20% vertices randomly shuffled, for N = 1024, 2 048, s = 5 in Algorithm 3
for IHT. Result obtained over 10 independent runs on the same graph.
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We then evaluate, in Figure 2, the performance of Algorithm 1 as a function of the ratio of node
perturbation. We observe that as the number of node perturbation increases, both IHT and convex
relaxation approaches exhibit a diminishing level of accuracy. This observation is in line with our
strategic departure from the original permuted linear regression in (18), to the relaxed formulation in
(19) that hypothesizes a sparsely permuted structure.
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Ours IHT N = 2 048

Ours relax N = 1 024

Ours relax N = 2 048

Figure 2: Estimation MSEs of Algorithm 1 on Kronecker graphs as in Definition 1 with p = 0.7,
N = 1024, 2 048, and same x as in Figure 1, as a function of the percentage of node permutation.

We further assess, in Figure 3, the use of RNLA techniques (e.g, randomized SVD and random
sampling in Remark 3) to reduce the time complexity of Algorithm 1. The results in Figure 3 show
that the incorporation of RNLA techniques yields a significant reduction in running time (theoretically
scaling down from O(N2) to O(N)). Impressively, this accelerated framework demonstrates virtually
no compromise in performance, particularly for not-so-sparse Kronecker graphs. This outcome un-
derscores the efficacy of RNLA techniques in further enhancing the computational efficiency without
sacrificing the overall effectiveness of Algorithm 1.
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Figure 3: Estimation MSEs (left) and running time (right) of Algorithm 1, with and without RNLA
acceleration in Remark 3, on random Kronecker graphs as in Figure 1 for N = 2048. For randomized
SVD [25], we use an iteration count of q = 2; for random sampling, we choose 100 from N blocks
uniformly at random. Result obtained over 10 independent runs.

Similar conclusion can be reached when comparing Algorithm 1 to the moment-based approach
proposed in [23], and we refer the readers to Appendix D for additional numerical results on Kronecker
graph inference.
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Table 1: Accuracy of graph classification using Algorithm 1, KronFit, and different GNN-based meth-
ods: GCN baseline in [20], DGCNN [63], DiffPool [62], and ECC [53]. For REDDIT-B, IMDB-B,
COLLAB, IMDB-M and REDDIT-5K datasets, the two accuracies represent whether graph node
degrees are used as additional input features. The training of ECC on REDDIT-B, COLLAB and
REDDIT-5K are out of time (> 72 hours for a single training) and omitted.

Datasets Ours KronFit GCN baseline DGCNN DiffPool ECC

PROTEINS 72.0%±3.3 65.0%±2.7 75.8%±3.7 72.9%±3.5 73.7%±3.5 72.3%±3.4

NCI1 60.4%±1.9 57.6%±1.9 69.8%±2.2 76.4%±1.7 76.9%±1.9 76.2%±1.4

REDDIT-B 81.4%±3.0 72.7%±2.8 72.1%±7.8 77.1%±2.9 76.6%±2.4 out of time

80.5%±1.7 73.1%±3.0 82.2%±3.0 87.8%±2.5 89.1%±1.6 out of time

IMDB-B 66.0%±2.7 60.9%±3.4 50.7%±2.4 53.3%±5.0 68.3%±6.1 67.8%±4.8

65.3%±4.6 60.0%±4.3 70.8%±5.0 69.2%±3.0 68.4%±3.3 67.7%±2.8

ENZYMES 35.6%±7.8 20.6%±4.8 65.2%±6.4 38.9%±5.7 59.5%±5.6 29.5%±8.2

COLLAB 68.0%±1.7 62.4%±1.8 55.0%±1.9 57.4%±1.9 67.7%±1.9 out of time

68.3%±1.8 63.0%±1.9 70.2%±1.5 71.2%±1.9 68.9%±2.0 out of time

IMDB-M 46.7%±3.2 41.3%±4.8 36.1%±3.0 38.6%±2.2 45.1%±3.2 44.8%±3.1

46.4%±4.2 42.5%±3.7 49.1%±3.5 45.6%±3.4 45.6%±3.4 43.5%±3.1

REDDIT-5K 42.8%±1.4 41.2%±1.5 35.1%±1.4 35.7%±1.8 34.6%±2.0 out of time

43.3%±1.8 40.7%±2.1 52.2%±1.5 49.2%±1.2 53.8%±1.4 out of time

4.2 Application to realistic graph classification

We have conducted experiments in Section 4.1 showing the effectiveness of the proposed Algorithm 1,
in the inference of random Kronecker graphs. In the following, we consider the use of Kronecker graph
model and Algorithm 1, as feature extractors for large-scale realistic graphs.

We focus on the task of (binary and multi-class) graph classification, on a range of chemical and
social graphs as in [20]. See Appendix E for the statistics for these datasets. We compare, in Table 1,
the performance of3

(i) Kronecker graph inference approaches of the proposed Algorithm 1 and KronFit [36] as graph
feature extractors, followed by a single-layer MLP with ReLU activation; versus

(ii) a few popular baselines based on graph neural networks (GNNs) include: GCN baseline in [20],
DGCNN [63], DiffPool [62], and ECC [53].

Note from Table 1 that Algorithm 1, by efficiently exploiting the graph topological information,
consistently outperforms KronFit, and achieves comparable performance to popular GNN baselines
on a variety of realistic graph datasets. This suggests that the features obtained from Algorithm 1
can be used as effective representations for realistic graphs.

It is worth noting from Table 1 that on the chemical ENZYMES dataset [50], both the proposed
Algorithm 1 and KronFit exhibit a notable decrease in accuracy. This may be attributed to the
dataset’s relatively limited size and higher number of classes, for which stronger feature extractors are
needed. For social graphs such as REDDIT-B, IMDB-B, COLLAB, IMDB-M, and REDDIT-5K [61],
the experiments in [20] are conducted with and without the node degrees as the input features.
Interestingly, note that when compared to the GCN baseline in [20], our Algorithm 1 and KronFit
consistently outperform the GCN baselines on all aforementioned social graph datasets in the absence
of the node degree features, but fail when node degree features are present. This numerical evidence
seemingly suggests that Kronecker graph model can implicitly explores the node degree features.

3For Algorithm 1, we choose m = 5 for PROTEINS and ENZYMES datasets, and m = 4 otherwise. The graph
features are standardized before classification, and we follow the pre-computed data partitions as in [20].
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5 Conclusion

In this paper, we investigate the large-dimensional behavior of random Kronecker graphs We show
that the graph adjacency A is close, in spectral norm, to the sum of a small-rank signal SK and a
random noise matrix Z. Based on this observation, we propose a “denoise-and-solve” Algorithm 1
for graph parameters inference, and discuss its practical implementation. Numerical experiments are
provided to validate the effectiveness (in terms of performance and running time) of the proposed
approach against the KronFit method, on random Kronecker graphs. We further propose to use
Kronecker graph model and Algorithm 1 as features extractors for realistic graph classification, and
provide comparative analysis to a few popular GNN baselines.
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The supplementary material is organized as follows: A few useful lemmas that will be consistently
exploited in the proof are listed in Appendix A. The proofs of the technical results in the paper are
given in Appendix B. We provide in Appendix C some detailed results on the spectral analysis of
large Kronecker graphs that may be of independent interest. Additional numerical results are given
in Appendix D. The statistics of the graph classification datasets used in Section 4.2 are reported in
Appendix E.

A Useful Lemmas

Here we list a few lemmas that will be constantly used in the proof.

Lemma 2 (Weyl’s inequality, [27, Theorem 4.3.1]). Let A,B ∈ R
p×p be symmetric matrices and let

the respective eigenvalues of A, B and A+B be arranged in decreasing order, i.e., λ1 ≥ λ2 ≥ . . . ≥ λp.
Then, for all i ∈ {1, . . . , p},

λi+j−1(A) + λp+1−j(B) ≤ λi(A+B) ≤ λi−j(A) + λj+1(B) (21)

In particular,

max
1≤i≤p

|λi(A)− λi(B)| ≤ ‖A−B‖2.

Lemma 3 (SVD of Kronecker product, [28, Theorem 4.2.15]). Let A ∈ R
p×q,B ∈ R

m×n having rank
rA, rB, and let A = UAΣAV

T

A
and B = UBΣBV

T

B
be the singular value decomposition of A and B,

respectively. Then, the singular value decomposition of the Kronecker product A⊗B is given by

A⊗B = (UAΣAV
T

A)⊗ (UBΣBV
T

B) = (UA ⊗UB)(ΣA ⊗ΣB)(VA ⊗VB)
T, (22)

with rank(A⊗B) = rank(B⊗A) = rA · rB and ‖A⊗B‖2 = ‖A‖2 · ‖B‖2.
Lemma 4. For matrices A ∈ R

m×n, B ∈ R
n×p, and C ∈ R

p×q, we have

vec(ABC) = (CT ⊗A)vec(B). (23)

B Mathematical Proofs

B.1 Proof of Proposition 1

In the section, we present the proof of the three items (i.e, Item (i), (ii), and (iii)) of Proposition 1 in
Appendix B.1.1, Appendix B.1.2, and Appendix B.1.3, respectively.

B.1.1 Proof of Proposition 1 Item (i)

First note, under Assumption 1 and by the Binomial theorem that,

[Pk]ij =

m∏

u,v=1

P
Cuv;ij
uv =

m∏

u,v=1

(p+Xuv/
√
N)Cuv;ij

=

m∏

u,v=1

(

pCuv;ij + Cuv;ij · p(Cuv;ij−1)Xuv/
√
N + Õ(N−1)

)

= pk + p(k−1)
m∑

u,v=1

Cuv;ij ·Xuv/
√
N + Õ(N−1), (24)

for 1 ≤ k ≤ K with coefficients Cuv;ij ∈ N satisfying
∑m

u,v=1Cuv;ij = k. This gives, by the definition
of the Kronecker power, that in matrix form,

Pk = Pk−1 ⊗P1

= (pk−11mk−11TmK−1 + S̃k−1 + Õ‖·‖2(1)) ⊗ (p1m1Tm +X/
√
N)

= pk1mk1Tmk + pk−11mk−11Tmk−1 ⊗X/
√
N + pS̃k−1 ⊗ (1m1Tm) + Õ‖·‖2(1),
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where we used in the second line S̃k−1 to denote terms in (24) that are linear in (the entries of) X
with S̃1 = X/

√
N , and Õ‖·‖2(1) to denote matrices of spectral norm order Õ(1), as a consequence of

the fact that ‖A‖2 ≤ N‖A‖max for A ∈ R
N×N and ‖A‖max ≡ maxi,j |Aij |; and in third line the fact

that ‖S̃k−1‖2 = Õ(
√
N) and Lemma 3 so that S̃k−1 ⊗X/

√
N = Õ‖·‖2(1).

Note that by definition of Sk in (6), Pk can be rewritten as the following recursion on Sk,

Pk = pk1mk1Tmk +
√
NSk + Õ‖·‖2(1), S1 = X/N, (25)

by taking Sk = S̃k/
√
N for 1 ≤ k ≤ K, and by taking k = K, one has

PK = pK1N1TN +
√
NSK + Õ‖·‖2(1) ≡ Plin

K + Õ‖·‖2(1), S1 = X/N, (26)

where we introduced the linearized probability matrix Plin
K ∈ R

N×N as in (7). This concludes the
proof of Item (i).

B.1.2 Proof of Proposition 1 Item (ii)

For Item (ii), note from the recursive definition in (6) that

Sk =
pk−1

N
1mk−11Tmk−1 ⊗X+ pSk−1 ⊗ 1m1Tm

=
pk−1

N
(1m1Tm ⊗ 1m1Tm ⊗ · · · ⊗X+ · · ·+X⊗ · · · ⊗ 1m1Tm ⊗ 1m1Tm)
︸ ︷︷ ︸

k times

.

Since each term in the bracket is a linear combination of vec(X), with coefficients of the type
pk−1Cuv;ij/N = Õ(N−1) as in (24). Taking k = K allows one to conclude that SK = mat(Θvec(X))

for some coefficients Θ ∈ R
N2×m2

with ‖Θ‖max = Õ(N−1).

In the following, we will show that Θ1m2 = pK−1K
N 1N2 ,ΘT1N2 = pK−1KN

m2 1m2 . Note that the
former follows straightforwardly from the binomial expansion in (24) that

∑m
u,v=1 Cuv;ij = K after

K-th Kronecker product.

We now prove ΘT1N2 = pK−1KN
m2 1m2 by exploiting the structures in the columns of Θ. First, for

1 ≤ k ≤ K, we have
Sk = mat(Θkvec(X)), (27)

for some coefficients Θk ∈ R
m2k×m2

determined by the binomial expansion and p, k. With a slight
abuse of notations, we denote Θ ≡ ΘK ∈ R

N2×m2

. Denote θi,k ∈ R
m2k

the i-th column of Θk, we
have, for 1 ≤ i, j ≤ m and q = i+m(j − 1), that

θq,k =
pk−1

N
vec (1m1Tm ⊗ 1m1Tm ⊗ · · · ⊗Eij + · · · +Eij ⊗ · · · ⊗ 1m1Tm ⊗ 1m1Tm)
︸ ︷︷ ︸

k times

, (28)

where we define the canonical matrix Eij ∈ R
m×m in such a way that [Eij ]uv = δiu · δjv. Then, we

have ΘT

k1m2k = pk−1

N km2k−21m2 as a consequence of Lemma 5 (to be proven below), and therefore

ΘT1N2 = pK−1KN
m2 1m2 by taking k = K.

In the proof above, we use the following two technical lemmas.

Lemma 5. For 1 ≤ q ≤ m2, 1 ≤ k ≤ K and θq,k ∈ R
m2k

defined as (28) with the understanding that
the definition of θq,k here disregards the coefficient pk−1/N for simplicity, one has

1Tm2kθq,k = km2k−2.

Proof of Lemma 5. For 1 ≤ i, j ≤ m, we have
∑

u,v[Eij]uv = 1, so that for a fixed k, the value of

1T
m2kθq,k is independent of q.
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Note that the entries of θq,k is between 0 and k. We use φi,q,k to denote the number of occurrences
of element i in θq,k. Then, for 2 ≤ k ≤ K,

θq,k = vec
(

1mk−11Tmk−1 ⊗Eq +mat(θq,k−1)⊗ 1m1Tm

)

, (29)

where we use Eq instead of Eij in (28).
Thus, for 2 ≤ k ≤ K, we have

φ0,q,k = (m2 − 1)φ0,q,k−1,

φi,q,k = (m2 − 1)φi,q,k−1 + φi−1,q,k−1,

φk,q,k = 1.

By Lemma 6, we have

1Tm2kθq,k =
k∑

i=1

iφi,q,k

=
k∑

i=1

k!

(i− 1)!(k − i)!
(m2 − 1)k−i

= km2k−2,

and thus the conclusion of the proof of Lemma 5.

Lemma 6. For 2 ≤ k ≤ K, 0 ≤ i ≤ k, define {φi,k} as

φ0,k = (m2 − 1)φ0,k−1,

φi,k = (m2 − 1)φi,k−1 + φi−1,k−1,

φk,k = 1,

where φ0,1 = m2 − 1, φ1,1 = 1. Then a general formula of {φi,k} is

φi,k =
k!

i!(k − i)!
(m2 − 1)k−i. (30)

Proof of Lemma 6. For k = 2, we have that

φ0,2 = (m2 − 1)2, φ1,2 = 2(m2 − 1), φ2,2 = 1.

Then, assume that (30) holds for 2 ≤ k ≤ K − 1, then we will show that (30) holds for k + 1. For
1 ≤ i ≤ k + 1, we have that

φ0,k+1 = (m2 − 1)φ0,k = (m2 − 1)k+1,

φi,k+1 = (m2 − 1)φi,k + φi−1,k

=
k!

i!(k − i)!
(m2 − 1)k−i+1 +

k!

(i− 1)!(k − i+ 1)!
(m2 − 1)k−i+1

=
(k + 1)!

i!(k − i+ 1)!
(m2 − 1)k−i+1.

This thus concludes the proof of Lemma 6.
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B.1.3 Proof of Proposition 1 Item (iii)

Item (i) and (ii) of Proposition 1 are already proven in the main text, it remains to prove Item (iii) of
Proposition 1 by establishing, for SK as defined in (6), that

rank(SK) ≤ (m− 1)K + 1. (31)

We will in fact show that for all 1 ≤ k ≤ K, one has

rank(Sk) ≤ (m− 1)k + 1. (32)

To prove the above fact,

(i) we first explore the iterative definition of SK in (6) to write it as the sum of K matrices
Mℓ,K , ℓ ∈ {0, . . . ,K−1} of rank at most m (which already provides an upper bound of the rank
rank(SK) ≤ mK); and

(ii) with a more detailed analysis on how the (left and right) singular spaces of Mℓ,K “intersect” with
each other when summing over ℓ to SK , we can further tighten the upper bound to rank(SK) ≤
(m− 1)K + 1 as in the statement.

Recall the recursive definition of Sk in (6) as

Sk =
pk−1

N
(1mk−11Tmk−1)⊗X+ pSk−1 ⊗ (1m1Tm), S1 = X/N,

with k = 1, 2, . . . ,K and N = mK . It then follows from the iterative definition in (6) that

Sk = pk−11mk−11Tmk−1 ⊗ S1 + pSk−1 ⊗ 1m1Tm

= pk−11mk−11Tmk−1 ⊗ S1 + p(pk−21mk−21Tmk−2 ⊗ S1 + pSk−2 ⊗ 1m1Tm)⊗ 1m1Tm

. . .

= pk−1
k−1∑

ℓ=0

(1mℓ1Tmℓ)⊗ S1 ⊗ (1mk−ℓ−11Tmk−ℓ−1).

For k ∈ {1, . . . ,K} and 0 ≤ ℓ ≤ k − 1, denote the shortcut

Mℓ,k = (1mℓ1Tmℓ)⊗ S1 ⊗ (1mk−ℓ−11Tmk−ℓ−1), (33)

one has

Sk = pk−1
k−1∑

ℓ=0

Mℓ,k. (34)

Note that this already provides us with an upper bound of the rank,

rank(SK) ≤ mK. (35)

To further improve this (upper bound) estimate of the rank of SK , we need to perform a more
detailed analysis of the singular spaces of Mℓ,k, particularly when they are summed over ℓ to get Sk.

To that end, consider, without loss of generality that S1 = X/N is of full rank (which indeed leads
to an upper bound on the rank of SK eventually) the singular value decomposition (SVD) of S1 as

S1 = X/N = UΣVT =
m∑

i=1

σiuiv
T

i ∈ R
m×m, (36)

with orthonormal U = [u1, . . . ,um],V = [v1, . . . ,vm] ∈ R
m×m and diagonal Σ ∈ R

m×m.
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So that Mℓ,k, as the Kronecker product between S1 and matrices of all ones per its definition in
(33), admits the following decomposition (which is almost an SVD but with “unnormalized” singular
vectors),

Mℓ,k = (1mℓ1Tmℓ)⊗ S1 ⊗ (1mk−ℓ−11Tmk−ℓ−1)

=
(

1mℓ1Tmℓ

)

⊗
(

UΣVT

)

⊗
(

1mk−ℓ−11Tmk−ℓ−1

)

=

m∑

i=1

σi(1mℓ ⊗ ui ⊗ 1mk−ℓ−1)(1mℓ ⊗ vi ⊗ 1mk−ℓ−1)T

where we used the fact that (A⊗B)(C⊗D) = (AC)⊗(BD) withA,B,C,D of appropriate dimension.
To further perform an in-depth analysis of how the left and right singular spaces of Mℓ,K intersect

for different ℓ ≤ K − 1, we introduce the following shortcuts

ūℓ,i,k = 1mℓ ⊗ ui ⊗ 1mk−ℓ−1 , (37)

v̄ℓ,i,k = 1mℓ ⊗ vi ⊗ 1mk−ℓ−1 , (38)

so that Ml,k can be compactly rewritten as following sum of m rank-one matrices,

Mℓ,k =

m∑

i=1

σiūℓ,i,kv̄
T

ℓ,i,k, (39)

so that

Sk = pk−1
k−1∑

ℓ=0

Mℓ,k = pk−1
k−1∑

ℓ=0

m∑

i=1

σiūℓ,i,kv̄
T

ℓ,i,k. (40)

In the following, we focus on the subspace spanned by the vectors of ūℓ,i,k (which in fact forms
the left singular space of Mℓ,k). First note that by definition in (37), one has, for 1 ≤ ℓ ≤ k − 1, the
following recursive relation when increasing the value of k or ℓ,

ūℓ,i,k+1 = ūℓ,i,k ⊗ 1m, ūℓ+1,i,k+1 = 1m ⊗ ūℓ,i,k. (41)

A direct consequence of the recursion in (41) is the following lemma, saying that for any k ∈
{1, . . . ,K}, the vector of all ones 1mk is in the linear span of ū0,1,k, ū0,2,k, . . . , ū0,m,k.

Lemma 7. For 1 ≤ k ≤ K and ūℓ,i,k defined as in (37), one has that

1mk ∈ span{ū0,1,k, ū0,2,k, . . . , ū0,m,k}, (42)

and for 1 ≤ k ≤ K − 1 that

1mk+1 ∈ span{ū1,1,k+1, ū1,2,k+1, . . . , ū1,m,k+1}. (43)

Proof of Lemma 7. We shall prove Lemma 7 based on an induction on the index k. For k = 1, we
have that

ū0,1,1 = u1, ū0,2,1 = u2, . . . , ū0,m,1 = um ∈ R
m, (44)

which, by definition, forms a basis of Rm, so that there exists a set of coefficients {αi,1}mi=1 such that

1m =

m∑

i=1

αi,1ui =

m∑

i=1

αi,1ū0,i,1. (45)

Then, assume that (42) holds for 1 ≤ k ≤ K − 1, so that there exists a set of coefficients {αi,k}mi=1

such that

1mk =
m∑

i=1

αi,kū0,i,k. (46)
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Then, one has

1mk+1 = 1mk ⊗ 1m =

(
m∑

i=1

αi,kū0,i,k

)

⊗ 1m =

m∑

i=1

αi,kū0,i,k+1,

where we used the iterative relation in (41). This allows us to conclude the proof of (42) in Lemma 7.
For (43), it suffices to write, with (42) that

1mk =

m∑

i=1

αi,kū0,i,k, (47)

for some coefficients {αi,k}mi=1, so that

1mk+1 = 1m ⊗ 1mk = 1m ⊗
(

m∑

i=1

αi,kū0,i,k

)

=

m∑

i=1

αi,kū1,i,k+1, (48)

This thus concludes the proof of Lemma 7.

With the recursion in (41) and Lemma 7 at hand, we are now already to characterize the precise
“interaction” of the left singular space of Mℓ,k and that of Mℓ′,k with ℓ′ ≤ ℓ. This is described in the
following result.

Lemma 8. For 2 ≤ k ≤ K, define the linear spans of vectors Ak,Bk ⊆ R
mk

as,

Ak = span{ū0,1,k, . . . , ū0,m−1,k, ū1,1,k, . . . , ū1,m−1,k, . . . , ūk−1,1,k, . . . , ūk−1,m−1,k, ūk−1,m,k},
Bk = span{ū0,m,k, . . . , ūk−2,m,k}.

Then, one has Bk ⊆ Ak.

Proof of Lemma 8. We will prove Lemma 8 again using a mathematical induction on the index k.
First, in the case k = 2, it suffices to show that

B2 = ū0,m,2 ∈ A2 = span{ū0,1,2, . . . , ū0,m−1,2, ū1,1,2, . . . , ū1,m−1,2, ū1,m,2}. (49)

This allows in a straightforward manner from the fact that,

1m2 ∈ span{ū1,1,2, ū1,2,2, . . . , ū1,m,2}. (50)

by taking k = 1 in (43), as well as

1m2 ∈ span{ū0,1,2, ū0,2,2, . . . , ū0,m,2}, (51)

by taking k = 2 in (42), so that ū0,m,2 ∈ A2.
Now, assume that Bk ⊆ Ak holds, we would like to show that Bk+1 ⊆ Ak+1.
Let

Ck = span{ū1,1,k, . . . , ū1,m−1,k, . . . , ūk−1,1,k, . . . , ūk−1,m−1,k, ūk−1,m,k} ⊆ Ak, (52)

we have, by the recursive relation in (41) and Bk ⊆ Ak, that

ū1,m,k+1, ū2,m,k+1, . . . , ūk−1,m,k+1

= 1m ⊗ ū0,m,k,1m ⊗ ū1,m,k, . . . ,1m ⊗ ūk−2,m,k ∈ Ck+1 ⊆ Ak+1. (53)

It thus remains to show that
ū0,m,k+1 ∈ Ak+1, (54)

to reach the conclusion of Bk+1 ⊆ Ak+1.
To this end, by (42) in Lemma 7, we have that

ū0,m,k+1 ∈ span{ū0,1,k+1, ū0,2,k+1, . . . , ū0,m−1,k+1,1mk+1}, (55)
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since
1mk+1 = 1m ⊗ 1mk , 1mk ∈ span{ū0,1,k, ū0,2,k, . . . , ū0,m,k}, (56)

we thus get, using again (41), that

1mk+1 ∈ span{ū1,1,k+1, ū1,2,k+1, . . . , ū1,m,k+1}. (57)

Now, recall from (53) that ū1,m,k+1 ∈ Ck+1, so that we have

1mk+1 ∈ Ck+1, (58)

and therefore

ū0,m,k+1 ∈ span{ū0,1,k+1, ū0,2,k+1, . . . , ū0,m−1,k+1}∪ Ck+1 ⊆ Ak+1. (59)

This allows us to conclude that Bk+1 ⊆ Ak+1 and thus the conclusion of the proof of Lemma 8.

In plain words, Lemma 8 tells that, for given k ≤ K, the left singular space of Mℓ,k, when summing

over ℓ to form the matrix of interest Sk = pk−1
∑k−1

ℓ=0 Mℓ,k, intersects with each other in such a way
that rank(Sk) < mk.

To obtain a tight upper bound of rank(Sk) (than mk), it follows from Lemma 8 that for 2 ≤ k ≤ K
and 0 ≤ j ≤ k − 2, the basis vectors ūj,m,k of Bk can be written as the following linear combination

ūj,m,k =
k−1∑

ℓ=0

m−1∑

i=1

γj,ℓ,i,kūℓ,i,k + γj,k−1,m,kūk−1,m,k, (60)

for some set of coefficients {γj,ℓ,i,k}. Then, it follows from (40) that

p1−kSk =

k−1∑

ℓ=0

m∑

i=1

σiūℓ,i,kv̄
T

ℓ,i,k

=
k−1∑

ℓ=0

m−1∑

i=1

σiūℓ,i,kv̄
T

ℓ,i,k +
k−2∑

ℓ=0

σmūℓ,m,kv̄
T

ℓ,m,k + σmūk−1,m,kv̄
T

k−1,m,k

=

k−1∑

ℓ=0

m−1∑

i=1

σiūℓ,i,kv̄
T

ℓ,i,k +

k−2∑

ℓ=0

σm

(
k−1∑

ℓ′=0

m−1∑

i=1

γℓ,ℓ′,i,kūℓ′,i,k + γℓ,k−1,m,kūk−1,m,k

)

v̄T

ℓ,m,k

+ σmūk−1,m,kv̄
T

k−1,m,k

=

k−1∑

ℓ=0

m−1∑

i=1

ūℓ,i,k

(

σiv̄
T

ℓ,i,k +

k−2∑

ℓ′=0

σmγℓ′,ℓ,i,kv̄
T

ℓ′,m,k

)

+ σmūk−1,m,k

(

v̄T

k−1,m,k +
k−2∑

ℓ′=0

γℓ′,k−1,m,kv̄
T

ℓ′,m,k

)

,

where in the last equality we exchanged the index ℓ and ℓ′ for the ease of exposition, so that Sk, as
the sum of (m− 1)k + 1 matrices of rank-one, satisfies

rank(Sk) ≤ (m− 1)k + 1. (61)

Also, note that in passing we have shown that 1mk ∈ Ak, so that we have similarly that

rank(Plin
K ) = rank(pK1N1TN +

√
NSK) ≤ (m− 1)K + 1. (62)

with N = mK . This thus allows us to conclude of the proof of Item (iii) in Proposition 1.
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B.2 Proof of Theorem 1

By Definition 1, we have A = Π(PK+Z)Π−1 = ΠPlin
K Π−1+Z+Õ‖·‖2(1), where we used the fact that

‖PK − Plin
K ‖2 = Õ(1) from Proposition 1 and that the distribution of Z is invariant after permuted

by Π. This concludes the proof of Theorem 1.

B.3 Proof of Lemma 1

By Theorem 1, we have A = ΠPKΠ−1 + Z. First, we can note that 1TNΠPKΠ−11N = 1TNPK1N =
pKN2 +

√
N1TNSK1N + Õ(N) = pKN2 + Õ(N3/2), where we used ‖SK‖max = Õ(N−1) so that√

N1TNSK1N = Õ(N3/2). It then follows from the strong law of large numbers that 1
N21

T

NZ1N → 0
almost surely as N →∞, and thus the conclusion.

B.4 Proof of Proposition 2

Note from the proof of Lemma 1 that 1TNA1N = 1TNPK1N + O(N) = 1TNPlin
K 1N + Õ(N) = pKN2 +√

N1TNSK1N + Õ(N). Moreover, by Item (ii) of Proposition 1 and the assumption that 1TmX1m =

Õ(N−1/2), we have 1TNSK1N = 1TN2Θvec(X) = pK−1KN
m2 1Tm2vec(X) = Õ(

√
N), so that 1

N21
T

NA1N =

pK + Õ(N−1) and
1T

N
A1N

N2 1N1TN = pK1N1TN + Õ‖·‖2(1). This concludes the proof of Proposition 2.

C Spectral Analysis of Random Kronecker Graphs

In this section, we provide some additional theoretical and empirical results on the spectra of large ran-
dom Kronecker graphs. With Theorem 1 and Proposition 2 at hand, we have the following result on the

asymptotic singular spectral characterization of the centered adjacency Ā = 1√
N

(

A− 1T

N
A1N

N2 1N1TN

)

defined in (11).

Theorem 2 (Asymptotic characterization of adjacency spectrum). Under the notations and setting
of Proposition 2, the empirical singular value distribution µ

Ā
, defined as the normalized countering

measure µ
Ā
≡ 1

N

∑N
i=1 δσ̂i

of σ̂i, the singular values (listed in a decreasing order) of the centered
adjacency Ā in (11) with pK → p̄ ∈ (0, 1), converges weakly to

µ(dx) =

√

4p̄(1− p̄)− x2

p̄(1− p̄)π
· 1[

0,2
√

p̄(1−p̄)
](x) dx, (63)

with probability approaching one as N →∞, known as the (rescaled) quarter-circle law [3]. Moreover,
let ℓi = limN→∞ σi(S

Π

K)/
√

p̄(1− p̄) and ℓ1 > ℓ2 > · · · > ℓrank(SΠ

K
) with σi(S

Π

K) the ith largest singular

value of SΠ

K defined in (10), with associated left and right singular vectors ui and vi, then, the top
singular values as well as the associated (left and right) singular vector triples (σ̂i, ûi, v̂i) of Ā establish
the following phase transition behavior

σ̂i →
{√

p̄(1− p̄)(2 + ℓ2i + ℓ−2
i ), ℓi > 1,

2
√

p̄(1− p̄), ℓi ≤ 1;
(64)

and for 1 ≤ i ≤ rank(SΠ

K), 1 ≤ j ≤ N ,

(uT

i ûj)
2 → (1− ℓ−2

i ) · 1ℓi≥1 · 1i=j , (vT

i v̂j)
2 → (1− ℓ−2

i ) · 1ℓi≥1 · 1i=j. (65)

Proof of Theorem 2. The singular values σi(Ā) of Ā ∈ R
N×N are the square root of the corresponding

eigenvalues λi(ĀĀT) of ĀĀT, i.e., σi(Ā) =
√

λi(ĀĀT), and it thus suffices to evaluate the eigenvalues
and the corresponding eigenvectors of the positive semi-definite matrix ĀĀT and ĀTĀ. It then follows
from Proposition 2 that Ā can be decomposed, for N large, as the sum of a zero-mean random matrix
Z/
√
N and a small-rank deterministic signal matrix SΠ

K as Ā = Z/
√
N + SΠ

K + Õ‖·‖2(N
−1/2). The

asymptotic characterization of eigenvalues and eigenvectors of sample covariance matrices ĀĀT or
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ĀTĀ are rather standard in the random matrix literature, but only when the the rank of the signal
matrix SΠ

K is fixed with respect to its dimension N →∞, see for example [4, 5, 8, 16, 18, 21, 24, 32,
47] and the references therein.

Here, we are in the setting where the rank of SΠ
K grows with the dimension N , but very slowly in

the sense that rank(SΠ

K) ≤ (m − 1)K + 1 = (m − 1) logm(N) + 1 = o(N), as shown in Item (iii) of
Proposition 1. And it suffices to apply the deterministic equivalent result, e.g., [16, Theorem 2.4], and
note that the resulting approximation errors are of the order O(log(N)N−1/4) for Z having bounded
and thus sub-gaussian entries. This concludes the proof of Theorem 2.

Let SΠ

K =
∑rank(SK)

i=1 σi(S
Π

K)uiv
T

i denote the singular value decomposition (SVD) of SΠ

K , a first
estimate of SΠ

K is to apply the hard thresholding (HS) on the SVD of the noisy centered adjacency Ā
as in (14)

ŜHS
K =

∑rank(SK )
i=1 σ̂iûiv̂

T

i , (66)

with (σ̂i, ûi, v̂i) the singular values (listed in a decreasing order) and singular vector triples of Ā. We
know, however from Theorem 2 that this first estimate, despite taking a simple form and minimizes the
spectral norm difference ‖ŜHS

K − Ā‖2 under the constraint of having rank rank(SK) (as a consequence
of the Eckart–Young–Mirsky theorem, see [19, 41]), is a “biased” estimate of the object of interest SΠ

K

for N large, in the following sense:

(i) when the signal-to-noise-ratio (SNR) ℓi = σi(S
Π

K)/
√

p̄(1− p̄) of SΠ

K defined in Theorem 2 is
below the phase transition threshold 1, the corresponding σ̂i is independent of σi(S

Π

K), with
singular vectors asymptotically orthogonal to the true ui and vi; and

(ii) even for SNR above the threshold, one still has σ̂i 6= σi(S
Π

K) and that there is a non-trivial
“angle” between ûi and ui (and similarly between v̂i and vi), unless the SNR ℓi →∞.
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−0.02
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0.02

Figure 4: (Left) Histogram of singular values of Ā/
√

p̄(1− p̄) (blue) versus the limiting quarter-circle
law spectrum and spikes (red). (Right) Left singular vector associated to the largest singular value
of Ā (blue), versus the (rescaled, according to Theorem 2) top left singular vector of SΠ=IN

K (red). A
similar observation can be made for right singular vectors, but with larger random fluctuation. With
m = 2, K = 12 so that N = mK = 4096, p = 0.7 and vec(X) = [−5.5, 5.5,−1.5, 1.5]T .

The asymptotic behavior of the singular values and vectors in Theorem 2 are numerically confirmed
in Figure 4 for K = 12 and N = 4096. We observe, in the case of Figure 4, that one singular value
of Ā (due to the small-rank SΠ=IN

K ) isolates from the limiting quarter-circle law, with the associated

singular vector a noisy and rescaled version of that of SIN

K . We also see that the top singular vector

of SIN

K establishes a clear pattern, as a consequence of the linear relation in (8). This property will be
exploited later for approximate inference of the graph parameters X.

Remark 5 (On small-rank perturbation of random matrices). The spiked model of the form Ā in
Proposition 2 has attracted significant research interest in the literature of large-dimensional random
matrix theory, see for example [4, 5, 8, 32]. To the best of our knowledge, the only previous efforts that
have studied the case of small but increasing rank (with rank(S) = o(N) for S the signal matrix) are
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[47] for deformed complex Gaussian Wigner matrices and [30] under both additive and multiplicative

perturbation models of the type ZZT + SST or (I + S)
1
2ZZT(I + S)

1
2 for random Z and small-rank

signal S. However, these results do not directly as the model under study here in different from that
in [30]. In this vein, we extend the technical results in [30] to characterize the adjacency singular
spectra of random Kronecker graph models as in Definition 1.

In the following result, we provide asymptotic theoretical guarantee on the shrinkage estimator
used in Algorithm 2, by adapting the proof from [21] to the Kronecker graph model.

Corollary 1 (Shrinkage estimation of small-rank SK). Under the notation and setting of Theorem 2,
define the following shrinkage estimator,

ŜK =
∑N

i=1 f(σ̂i)ûiv̂
T

i , (67)

for f(t) =
√

t2 − 4p̄(1− p̄) · 1
t>2
√

p̄(1−p̄)
and (σ̂i, ûi, v̂i) the triple of singular values (listed in a de-

creasing order) and singular vectors of Ā. Suppose all singular values of SΠ

K that are greater than
√

p̄(1− p̄) are all distinct, one has

‖SΠ

K − ŜK‖2F −
∑rank(SK)

i=1 g
(
σi(S

Π

K)
)
→ 0,

almost surely as N →∞, with

g(t) =

{

p̄(1− p̄)
(
2− p̄(1− p̄)t−2

)
, t >

√

p̄(1− p̄)

t2, t ≤
√

p̄(1− p̄).

Proof of Corollary 1. Here we prove Corollary 1 following the line of arguments in as in the proof of
[21, Theorem 1]. Note that by expanding the Frobenius norm, we get, for σi ≡ σi(S

Π

K) the ordered
singular values of SΠ

K and f(t) defined in (67) that,

‖SΠ

K − ŜK‖2F =
∑r

i=1

[

(σi)
2 + (f(σ̂i))

2
]

− 2
∑r

i,j=1 σif(σ̂i)(u
T

i ûj)(v
T

i v̂j) + o(1)

=
∑r

i=1

[

(σi)
2 − 2σif(σ̂i)(u

T

i ûi)(v
T

i v̂i) + (f(σ̂i))
2
]

+ o(1),

=
∑r

i=1

[

p̄(1− p̄)(2− p̄(1− p̄)σ−2
i ) · 1

σi>
√

p̄(1−p̄)
+ σ2

i · 1σi≤
√

p̄(1−p̄)

]

+ o(1)

where we used in the first equality the fact that there are at most r ≡ rank(SK) singular values σ̂i of Ā
greater than (the right edge of the quarter-circle law) 2

√

p̄(1− p̄) by Theorem 2, and the asymptotic
singular vector characterization in Theorem 2 in the second and third line. It can be shown that
the nonlinear shrinkage estimator ŜK introduced in Corollary 1 yields the minimum (asymptotic)
Frobenius norm error among all estimators of the form ŜK =

∑N
i=1 f(σ̂i)ûiv̂

T

i with f : R≥0 → R≥0,
see for detail in [21, Theorem 1].

D Additional Numerical Results

Figure 5 compares the performance and running time of the proposed Algorithm 1, the moment-based
approach proposed in [23], and the KronFit algorithm in [36].

Remark 6 (On moment-based method). The moment-based approach proposed in [23] has the fol-
lowing limitations in Kronecker graph inference:

(i) it is applicable only when the Kronecker initiator P1 has a dimension of m = 2; and

(ii) it only applies to undirected graphs.
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It employs three strategies to solve for the Kronecker graph initiator: the direct minimization approach,
the grid-search approach, and the leading-term-matching approach.

The direct minimization approach is (believed to be) able to achieve similar performance as the
grid-search approach, albeit with significantly reduced computational time, see [23, Section 5.2]. Con-
versely, the leading-term-matching approach can offer a noteworthy computational speed advantage,
owing to its distinctive solution methodology. Its use cases are limited to Kronecker graphs satisfy-
ing some technical conditions, which may not always hold in practical scenarios, as detailed in [23,
Section 4.3].

As a consequence of the discussions in Remark 6, we adopt the direct minimization procedure when
employing the moment-based approach, and test these methods on undirected Kronecker graphs. We
observe from Figure 5 that:

(i) for sparse graphs, the proposed Algorithm 1 and the KronFit algorithm outperform the moment-
based method; while for dense graphs, the moment-based approach exhibits a slight performance
advantage over the two approaches; and

(ii) the moment-based approach demonstrates a running time much lower than KronFit and even
than standard Algorithm 1 for sparse graphs (in fact even to that of accelerated Algorithm 1
using RNLA techniques, so Remark 3 and Figure 3 for further discussions and illustrations); and

(iii) the running time of the moment-based approach, however, grows rapidly as the graph becomes
denser, while the running time of the proposed approach stays within a reasonably acceptable
range.
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Figure 5: Estimation MSEs (left) and running time (right) of the moment-based method, the KronFit
algorithm and the proposed approach on random undirected Kronecker graphs with p ranging from
0.3 to 0.8, x = [4.75, 1.75, 1.75,−8.25], and 20% vertices randomly shuffled, for N = 1024 and 2 048.
Result obtained over 10 independent runs.

E Dataset Statistics

We present Table 2 below the statistics of the graph classification datasets used in Section 4.2. PRO-
TEINS [10], NCI1 [58], and ENZYMES are chemical graphs, whereas IMDB-B, REDDIT-B, COLLAB,
IMDB-M, and REDDIT-5K are social graphs.
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Table 2: Statistics of different graph datasets from [35]

Dataset Graphs Classes Average Number of Nodes Average Number of Edges

PROTEINS 1 113 2 39.06 72.82
NCI1 4 110 2 29.87 32.30
REDDIT-B 2 000 2 429.63 497.75
IMDB-B 1 000 2 19.77 96.53
ENZYMES 600 6 32.63 62.14
COLLAB 5000 3 74.49 2457.78
IMDB-M 1500 3 13.00 65.94
REDDIT-5K 4999 5 508.52 594.87
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