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Abstract

Motivated by various machine learning applications, we present a principled investigation
of gradient flow dissipation geometry, emphasizing the Fisher-Rao type gradient flows and
the interplay with Wasserstein space. Using the dynamic Benamou-Brenier formulation, we
reveal a few precise connections between those flow dissipation geometries and commonly
used machine learning tools such as Stein flows, kernel discrepancies, and nonparametric
regression. In addition, we present analysis results in terms of Lojasiewicz type functional
inequalities, with an explicit threshold condition for a family of entropy dissipation along the
Fisher-Rao flows. Finally, we establish rigorous evolutionary I'-convergence for the Fisher-
Rao type gradient flows obtained via regression, justifying the approximation beyond static
point-wise convergence.
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1 Introduction

We adopt a perspective rooted in the series of works from the 1990s that pioneered the
study of Wasserstein gradient flows, as eloquently articulated by Otto:

The merit of the right gradient flow formulation of a dissipative evolution
equation is that it separates energetics and kinetics: The energetics endow
the state space with a functional, the kinetics endow the state space with a
(Riemannian) geometry via the metric tensor.

In essence, the seminal works such as (Otto; Jordan et al., 1998) enabled a systematic
perspective of studying the PDE such as the type

. OF
0w = —aiv (w03 1)
I

as gradient flows of the energy functional F, i.e., the solution paths of the measure opti-
mization problem

min F'(p) (1.1)
peP(R)

in the Wasserstein space (P(R?), W),).

While much recent research in machine learning applications has predominantly focused
on modifying the energy functionals (i.e., F' above) of the pure Wasserstein gradient flows,
e.g., (Arbel et al., 2019; Chewi et al., 2020; Glaser et al., 2021; Korba et al., 2021; Carrillo
et al., 2019; Lu et al., 2023; Javanmard et al., 2020; Craig et al., 2023), we delve into various
approximations and kernelizations of the gradient flow geometry, beyond the confines of the
pure Wasserstein and Fisher-Rao. In doing so, our investigation also reveals precise relations
between various previously proposed geometries over probability measures, such as the Stein
distance (Duncan et al., 2019; Liu and Wang, 2019), kernel Stein discrepancy (Liu et al.),
Sobolev discrepancy (Mroueh and Rigotti, 2020), and maximum mean discrepancy (Gretton
et al., 2012).
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By working with the different gradient flow geometries and leaving the energy functional
to be chosen for specific applications, we provide a measure optimization (1.1) framework
to be adapted to various applications beyond the confines of ad-hoc energy functionals,
evidenced in the following examples.

Sampling in Stein geometry Suppose a statistician wishes to generate samples from

V()

a probability distribution 7, whose density is in the form 7 (z) = e , where

[e V@ dx
V' is the potential energy. In this case, using the fact that 7 is the invariant distribution of
the Langevin stochastic differential equation

dX; = —VV(X,)dt + V2dZ;, (1.2)

where Z; is the standard Brownian motion. From a PDE perspective, this Langevin
SDE (1.2) describes the same dynamical system as the deterministic drift-diffusion Fokker-
Planck PDE

Ope = —div (uV (V +log ) (1.3)

for probability measure p, which is also the gradient-flow equation of a Wasserstein gradient
flow. Therefore, instead of relying on the stochastic simulation of (1.2), one can forward
simulate the deterministic PDE (1.3). Liu and Wang (2019) have proposed a deterministic
discrete-time update algorithm referred to as Stein variational gradient descent (SVGD).
This algorithm has been related to the Stein PDE by Duncan et al. (2019)

Opp = —div (uIC,V (V +log 1)) (1.4)

where IC,, is the integral operator. The gradient flow equation (1.4) can be viewed as the
kernelization of the pure Wasserstein gradient flow equation (1.3).

Variational inference and natural gradient descent One major topic in machine
learning research is inferring the posterior distribution of the model parameters 6§ € O, given
the observed data, i.e., finding 7(f|Data). In practice, the exact posterior distribution is
often intractable, and one must resort to approximate variational inference methods (Jordan
et al., 1999; Wainwright and Jordan, 2008; Blei et al., 2017). This amounts to finding the
approximate posterior probability measure p by solving

min Dgr, (). (1.5)
HEP

A large class of variational inference methods is based on optimizing a parameterized dis-
tribution f,, e.g., the Gaussian distribution family. Then, the optimization problem (1.5)
is solved by minimizing with respect to the parameter 7, often picked as the natural pa-
rameters of exponential families. In such cases, an efficient approach is the natural gradient
descent (Amari, 1998; Khan and Nielsen, 2018; Hoffman et al., 2013; Khan and Rue, 2023)
on n that respects the geometry of the parameterized probability space. In practice, the
update rule is an Riemannian gradient descent scheme

_ 1
n* !« argmin Vo F (b ) (n — n*) + ;(n — ") TGP (n —nb), (1.6)
n
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where F'(1;) = Dk1(py|7) in the variational inference context and V, F(u,x) its gradient
with respect to 1. The matrix G(n*) = i () - (Vylog o (z)) (Vylog Fk (a:))T dz is
referred to as the Fisher information matrix. In this paper’s context, the last (proximal)
term in the update rule (1.6) is a quadratic approximation to the squared Fisher-Rao
distance between the probability measures when 7 and n* are close, i.e.,

(n—1")"G0*)(n —n") = FR® (e, o).
Therefore, those methods correspond to gradient flows in the Fisher-Rao geometry, which

is a central topic in this paper. See (Chen et al., 2023) for more details on this connection
and (Lambert et al., 2022) for the Wasserstein flow for Gaussian variational inference.

Deep generative models A recent application of gradient flows is generative models.
One particular relevant class of algorithms is the score-based deep diffusion generative
models (Song et al., 2020; Song and Ermon, 2020; Ho et al., 2020; Sohl-Dickstein et al.,
2015; De Bortoli, 2023; Oko et al., 2023). The goal of the so-called score-matching task is
to compute the vector field V log u; to simulate a backward SDE

dX; = (X; + 2V log iy (X)) dt + v/2dW,, (1.7)
The term V log it (X;) can be approximated via regression in practice,
T
inf 1) = V1 2, dt 1.8
int. [ 1560 = Viog (18)

where p; is the state distribution of a diffusion process at time t, e.g., Ornstein—Uhlenbeck
process. Another class of generative models that has shown improved efficiency and stability
is the flow-based generative models (Lipman et al., 2022). They learn the solution u to the
ODE @ = —v;(u) for some velocity field v; by solving the regression problem with explicit
target velocity v,

T
it [ ot) = wil, de (1.9)
0 Kt

fer

Furthermore, they observed that, by choosing v; to be the velocity field for the optimal
transport between Gaussian distributions, they obtained more efficient and stable training
than previous generative models.

The hope of those learning algorithms is to approximate some vector field of the original
target flows. Note that in practice, f is often parameterized using a time-dependent neural
network and training is further done over various initial conditions. From this paper’s
perspective, it is crucial to note that the new flow following the learned velocity field, in the
above formulations, has a new geometry that is different from the original flow even if the
training error is close to zero.

Motivated by those applications, we first study in detail the gradient flows in the Fisher-
Rao geometry, generated by the Fisher-Rao distance, also known as the Hellinger distance,
between two nonnegative measures u, v. It is defined as

2
FR?(p, v) :4-/ <\/§— \/g> dy (1.10)
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for a reference measure 7, p,v << ~. Recall its dynamic formulation ! (see, e.g., (Gallouét
and Monsaingeon, 2017), (Liero et al., 2018))

1
ReGur) =min{ [ lelfgar | = -n-t w© = u=vf. @1
vat 0 H

Using the tools from kernel methods and the Benaou-Brenier dynamic formulation, we first
investigate new gradient systems centered around the Fisher-Rao geometry. Our emphasis is
on the precise relation in terms of the kernelization of gradient flows, stated in Definition 3.1.
Motivated by the kernelization in the Stein geometry (see, e.g., (1.4)), we provide the
geodesic and gradient structures of the kernelized Fisher-Rao geometry in Section 3, whose
gradient flow equation is a reaction equation with a kernelized growth field

, 5F
1= _“’C“E (] -

Furthermore, we find that the kernelization of the kernel MMD (Gretton et al., 2012),
commonly used in machine learning applications, results precisely in the pure Fisher-Rao
geometry. We summarize the relations below.

de-kernelize fs—F (1] kernelize fs—F [
I I
MMD - Fisher-Rao }—* Kernelized Fisher-Rao
Section 3.2 Section 3.1

1
The arrows denote kernelization operations of the gradient flow by the operator K, as

in Definition 3.1. Analogously, for the Wasserstein setting, we first continue the work of
Duncan et al. (2019) on Stein geometry, of which we briefly provide the gradient structure
in Section 4.1. We then establish the kernelization and de-kernelization relation in the
diagram below.

b de-kernelize V‘;—i (] = -~ kernelize V‘;—i (1] S
- . .
|:e o Section 4.2 | YYasserstomn | Section 4.1 Eeln

For example, we de-kernelize the Wasserstein geometry to obtain the De-Stein distance,
which results in a flat distance in the form of a weak norm

1
De-stein () = sup { [ Galu—1) - 119615},
¢
which is the transport analog of the MMD.

Motivated by the approximation of velocity fields in generative models via score-matching (1.8)
and flow-based models (1.9), we investigate the gradient flow structure that generates the

1. One may replace the dynamics by g = —p - & + p - [ p& for a flow over probability measures, i.e.,
spherical Hellinger (Laschos and Mielke, 2019), instead of non-negative measures. We do not consider
this flow in this paper mainly due to technicality and additional steps in the analysis. However, many
of our results generalize directly to the spherical version.
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reaction equation whose growth field is obtained by nonparametric regression, e.g., the
kernel ridge regression,

2

. . oF
PR rtzargmln{Hf—M[M F AT} (1.12)

jex 3,

Note that the nonparametric regression can be cast in the more general maxium likelihood
estimation (MLE) form (6.26). We refer to the (gradient) system that generates the equation
above as an approximate Fisher-Rao (gradient) system.

The analog in the Wasserstein setting has been studied under the name of (regularized)
Stein gradient flow by Duncan et al. (2019); He et al. (2022). Combining the Fisher-Rao
and Wasserstein settings, we find the approximate Wasserstein-Fisher-Rao flow

2

. ) . oF
Jie = div(pu - o) — e - thargmm{Hf—éﬁ[ut] +A||f||%},

fer 3,

- OF 2 2
= ~V— hY .
v arfgenjlrln{llf Vi el lizg, + ||f||}'}

The connection between nonparametric regression and gradient flows can be seen in the
Helmholtz-Rayleigh Principle (Rayleigh, 1873); see Section 6.3. The intuition is that the
principle of

min{energy + dissipation potential}

is equivalent to the nonparametric regression formulation (1.12) agnostic of the dissipation
geometry, i.e., in both the Fisher-Rao and Wasserstein settings. This implies different
training objectives, such as matching the score function or the log density, can be unified
using the same formalism of the Rayleigh Principle.

Historically, the entropy dissipation method is used in proving the Bakry—Emery theo-
rem, e.g., in (Arnold et al., 2001). It gives rise to a sufficient condition closely related to
the Polyak-Lojasiewicz inequality in optimization

Rl ) + R, ~DF) 2 e Plut) ~ i F(w)). (1.13)
where the dissipation potential terms R, R* must be adapted to the specific gradient-flow
geometry. Beyond standard KL-dissipation in the Wasserstein geometry, researchers have
also studied specialized versions of the log-Sobolev inequality (LSI), e.g., the Stein-log-
Sobolev inequality (Duncan et al., 2019, Lemma 35). In Table 1, we provide generalized
Lojasiewicz inequalities specialized to the various geometries studied in this paper. In
addition, one immediately obtains other functional inequalities, such as the LSI-type by
setting F'(u) = Dkr(p|m) in Wasserstein type geometries.

A commonly used energy functional in applications is the @-divergences (Csiszar, 1967)

Dy, (plv) = /tp(a(ac))dl/, o= % (1.14)

6
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Gradient system Lojasiewicz-type inequality (¢ > 0)
Kernelized FR HICE‘;—Z [N]H%ﬁ > ¢ (F(pu(t)) —inf, F(u))
Kernel-approx. FR (K + )\Id)_%ICM% [M]H%i > c- (F(u(t)) —inf, F(u))
MMD 155 [1l15, > e - (F(u(t) — inf, F(u))
Stein A3 ()12, > e (F(u(t) — in, F(u)
Kernel-approx. W ||(Ké + )\Id)_llCMV% [’U]H%ﬁ > ¢ (F(u(t)) —inf, F(u))
WFR [T, + IV (4 By = - (Flu(t)) — nf, F()
De-Stein VB> o () — nk F)
Kernelized WFR | |13 3 [u]|2, + [KAVE (1] B, > c - (F(u(t)) - inf,, F()
K-approx. WFR | [|(K, + A 1d)~2K, V4L Wl + (€, + Md) 2K, 8E (4] 13,
> o (F(u(t)) — inf, (1))

Table 1: Summary of the Lojasiewicz inequalities for different gradient systems

where ¢ : [0, +00) — [0, 4+00] is a convex entropy generator function. We delve specifically
into the concrete instantiations of the Lojasiewicz inequality for the following power-like
entropy generator (see e.g. (Liero et al., 2018)).

1
(P —p(s—1)—1), peR\{0,1},
s = -1 \{0.1)
wo(s) :=s—1—logs, ©i(s):=pkL =slogs—s+1.

Pp(s) = (1.15)

Note that by this definition and our scaling of the Fisher-Rao distance (1.10), we have

%FR%W) _ /% (?,j) . (1.16)

Slightly abusing the terminology, we still refer to power-like entropy generated by @1 as
the squared FR distance. We plot the corresponding entropy generator functions in 2Fig—
ure 1. Alternatively, one may use Hellinger’s integral to define the a-divergence Dy, (u|v) :=
ﬁ(l -/ MHTQ VI_TO), from which one obtains the KL, reverse KL, and the Fisher-Rao as
special cases.

First, we examine a few concrete cases of the Lojasiewicz inequality for the Fisher-Rao
and Wasserstein geometry, e.g., the lack of global Lojasiewicz inequality for the Fisher-Rao
flow of KL energy, and the unconditionally satisfied Lojasiewicz inequality for the squared
Fisher-Rao energy. From the perspective of optimization, the global Lojasiewicz inequality
is arguably more nontrivial to characterize than the local version since we need to create
enough “slope” for the gradient flow to escape the initial birth from zero mass. See the
illustration in Figure 4. To that end, we extract an explicit condition for global convergence
in terms of a power threshold when the energy is chosen as the power-like entropy functional
¢p in (1.15). See the summary in Table 2 for our current knowledge of the global Lojasiewicz
inequality in the Fisher-Rao and Wasserstein setting. Regarding the Wasserstein-Fisher-
Rao geometry, the Lojasiewicz condition of our results is significantly weaker than the
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Figure 1: The plot illustrates the power-like entropy generator functions ¢, for different
values of p. The purple curve represents p = 0 (reverse KL), the green curve
represents p = 0.25, the blue curve represents p = 0.5 (FR), the red curve repre-
sents p = 1 (KL), and the orange curve represents p = 2 (x?). The large red dot
represents the equilibrium at s = 1. The plot helps visualize the behavior of the
functions for different values of p and provides insights into their convexity and

slopes.

Order p of entropy D, Gradient-flow geometry Functional inequality
[1,2] Wasserstein (Bakry-Emery) | (BE), ¢ >0 =L, ¢ >0
[d%dl, o0) Wasserstein (McCann cond.) geod. cvx with ¢ >0
(755, 31U (1,00) WEFR (Liero et al., 2023) geod. cvx with ¢ > 11%1)
(=00, 3] Fisher-Rao (Corollary 6.5) (L-FR) with ¢, = -
—_p
1
(=00, 3] WFR (Corollary 6.7) L with ¢, > -
—D

Table 2: Summary of Lojasiewicz inequalities for power-like entropy energy functionals in
different geometries. The Bakry-Emery case for p = 1 is the well-known (LSI).

geodesic convexity condition in (Liero et al., 2023). Consequently, we have shown that the

Lojasiewicz inequality holds for p € (—oo

1
)

| rather than the dimension-dependent lower

threshold by Liero et al. (2023) as in Table 2. Our perspective here also established that
1) the Fisher-Rao energy functional creates enough slope for the birth of mass from zero



APPROXIMATION AND KERNELIZATION OF GRADIENT FLOWS

in the Fisher-Rao geometry; 2) the reverse KL entropy (i.e., 0-th order power-like entropy)
creates a singularity near zero and thus a large slope for mass creation.

In the kernelized geometry, it is clear that energies that fail our threshold condition will
not satisfy the global Lojasiewicz inequality, as discussed in Lemma 6.8 and Corollary 6.9
for bounded kernels. While sufficient conditions, likely placing restrictions on the kernels,
are unclear, we uncover a few interesting kernel discrepancy functionals that are interaction
energies obtained by dissipating entropies along the kernelized FR and Stein flow. Two
prominent cases are the MMD (Gretton et al., 2012) and the KSD (Liu et al.). They are
both generated by the dissipation in kernelized geometries of the reverse KL entropy.

Finally, we concern ourselves with the quality of the approximation in our approximate
gradient flows. For example, in regression problems that appeared in generative models, e.g.,
the flow-matching problem (1.9) and the score-matching problem (1.8), does the learned
flow exist, is it a gradient flow? If so, what is the gradient structure, e.g., energy and dis-
sipation geometry? Furthermore, in nonparametric regression (1.12), one typically bounds
the prediction error, i.e., quantities such as ||r; — log | L2, for a fixed time ¢. However, in
gradient flows, we are also interested in the behavior of the system that follows the flow
Ly = —pg - T4, €.8., its variational structure, solution existence, and convergence behavior.
For those reasons, we establish the evolutionary I'-convergence in the kernel-approximate
Fisher-Rao geometries, i.e., we use tools from the calculus of variations and functional
analysis instead of statistical bounds. In a nutshell, we establish

the system generating pir = —ps - 74 L. Fisher-Rao gradient system.

Thus, we provide a rigorous justification for the quality of approximation using nonpara-
metric regression in the Fisher-Rao flows. This also differs from the perspective of local
regression and local smoothing analyzed in the works by, e.g., Lu et al. (2023); Carrillo
et al. (2019).

Organization of the paper In Section 2, we provide background on gradient systems
and optimal transport, with a focus on dynamic formulation and geodesics. Then, we
provide background on reproducing kernel Hilbert spaces (RKHS). Those two topics are
married through our concrete investigation in the next four sections. In Section 3, 4, and 5,
we provide gradient structures for a few new and existing gradient systems of interest. They
are motivated by two types of geometries, namely, the Fisher-Rao and Wasserstein space.
We characterize their precise relations with other kenelized and approximating geometries.
Section 6 is dedicated to the analysis of evolutionary behaviors in the gradient systems
using the celebrated Polyak-Lojasiewicz inequalities. Then, we analyze the approximation
quality, by proving the evolutionary I'-convergence of the kernel-approximate Fisher-Rao
gradient systems. Additional proofs are given in Section 8. In Section 9, we conclude the
paper and mention several future directions and implications on practical computational
and learning algorithms.

Notation We use the notation P(2), MT(Q) to denote the space of probability and non-
negative measures on the closure of a set 2 C R?. The base space symbol € is often dropped
if there is no ambiguity in the context. We express the standard integral operator weighted
by measure p as a weighted convolution K, : L%(p) — L%(p), f — [ k(x,-)f(z) dp(z); cf.
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Theorem 2.2. The measure p is omitted if it is the Lebesgue measure. In this paper, the

first variation of a functional F at u € M™ is defined as a function g—i[u]

d OF

FF o= [ Sl o) (1.17)
for any perturbation in measure v such that u+€-v € M. The Fréchet (sub-)differential
on a Banach space (X, ||| x) is defined as a set in the dual space

DYF = (€€ X* | F(u) > By + (&5 — vhx +o(lu—vlx) for p— v},

where the small-o notation signifies that the term vanishes more rapidly than the term
inside the parentheses. We use superscripts for differential derivatives to emphasize the
corresponding space of those operations, i.e., we distinguish between DX F and DY F. For
simplicity, we carry out the Fenchel-conjugation calculation in the un-weighted L? space.
Replacing that with duality pairing in the weighted Lg space does not alter the results.
Common acronyms, such as partial differential equation (PDE) and integration by parts
(IBP), are used without further specifications. We often omit the time index ¢ to lessen
the notational burden, e.g., the measure at time ¢, u(t,-), is written as u. The infimal
convolution (inf-convolution) of two functions f, g on Banach spaces is defined as (fOg)(z) =
inf, {f(y) + g(x —y)}. In our formal calculation, we often use measures and their density
interchangeably, i.e., [ f - p means the integral w.r.t. the measure p. This is based on the
standard rigorous generalization from flows over continuous measures to discrete measures

(Ambrosio et al., 2005).

2 Preliminaries

2.1 Gradient-flow systems and geodesics

Intuitively, a gradient flow describes a dynamical system that is driven towards the fastest
dissipation of certain energy, through a geometric structure measuring dissipation. In this
work we restrict to the case that the dissipation law is linear, which means it can be given
in terms of a (pseudo) Riemannian metric. Such a system is called a gradient system.
For example, the dynamical system described by an ordinary differential equation in the
Euclidean space 1(t) = —VF(u(t)),u(t) € R? is a simple gradient system.

In this paper, we take the perspective of variational modeling and principled mathemat-
ical analysis, i.e., we study the underlying dynamical systems modeled as gradient systems
specified by the underlying space X, energy functional F, and the dissipation geometry
specified by the potential R. Given a smooth state space X, a dissipation potential is a
function on the tangent bundle TX, i.e. R = R(u, @), where, for all u € X, the functional
R(u,-) is non-negative, convex, and satisfies R(u,0) = 0. We denote by

R*(u,&) =sup { ({,v) — R(u,v) |v e TyX } (2.1)

the (partial) Legendre transform of R and call it the dual dissipation potential. Throughout
this work, we will restrict to the case that R(u,-) is quadratic, i.e.

R(u,w) = %(G(u)u, u) or equivalently R*(u,&) = %(ﬁ,K(u)ﬁ).

10
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Definition 2.1 (Gradient system) A triple (X, F,R) is called a generalized gradient sys-
tem, if X is a manifold or a subset of a Banach space, F' : X — R is a differentiable function,
and R is a dissipation potential. The associated gradient-flow equation has the primal and
dual form

0=DyR(u,4) + DF(u) <= 1u=DR" (u, —DF(u)). (2.2)
If R is quadratic, we simply call (X, F,R) a gradient system and obtain the gradient flow
equations

0=G(u)u+DF(u) <= 4=-K(u)DF(u).

G = K~ is called the Riemannian tensor, and K = G~ is called the Onsager operator.

Of particular interest to this paper is the gradient flow in the Fisher-Rao metric space,
also called Hellinger-Kakutani or simple Hellinger space in (Liero et al., 2018; Laschos and
Mielke, 2019), which is the gradient system that generates the following reaction equation
as its gradient flow equation

OF
Opp = —pu - — 2.3
==, (23)
where ‘;—Z [1e] is the first variation (1.17). Alternatively, one can also view the whole r.h.s as

the Fisher-Rao metric gradient using the weighted tangent space LZ.

The Fisher-Rao gradient system is a special case of general gradient flow in metric
spaces Ambrosio et al. (2005), which has gained significant attention in recent machine
learning literature due to the study of Wasserstein gradient flow (WGF), originated from
the seminal works of Otto and colleagues, e.g., Otto (1996); Jordan et al. (1998); Otto.
Rigorous characterizations of general metric gradient systems have been carried out in
PDE literature, for which we refer to Ambrosio et al. (2005) for complete treatments and
Santambrogio (2015); Peletier (2014); Mielke (2023) for a first principles’ introduction. To
get a concrete intuition, the gradient structure of the following two classical PDEs will
become relevant in later discussions about Fisher-Rao and Wasserstein respectively.

Example 2.1 (Classical PDE: Allen-Cahn and Cahn-Hilliard) Recall the Allen-Cahn
PDE
O = Ap — VYV, (2.4)
and the Cahn-Hilliard PDE
Op=A(-Ap+VV). (2.5)

They are the gradient flows of the energy functional F(p) = 5 [|Vu* + [V (k) in two
different Hilbert spaces, where V s a potential function, e.g., the double-well potential
V(z) = i(l — 22)2. Allen-Cahn is the Hilbert-space gradient flow of the energy F in un-

weighted L?, i.e.,

. 1. X 1
Rac(p, @) = 5 lallz2, Rac(m§) = S €17 (2.6)
Cahn-Hilliard is the gradient flow of F in unweighted H™1, i.e.,
. 1. . 1
Ren(p, i) = o llall—1, Ren(p, €) = Sl VEIZ:. (2.7)

11
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Geodesics and their Hamiltonian formulation. For many considerations of gradient
flows, the geodesic curves play an important role. These curves are obtained as minimizers
of the length of all curves connecting two points:

L (G(u(s))i(s), i(s)) ds.

1
0o 2

u

In the sense of classical mechanics, one may the consider the dissipation potential R(u, %) =
2(G(u)u, ) as a “Lagrangian” L(u, ) = R(u, @) and the dual dissipation potential R*(u, £) =
7(€, K(u)¢) as a Hamiltonian H(u,§) = R*(u,§). Then, minimizing the integral over L is

equivalent to solving the Hamiltonian system

i = OeH (u, €) = OR* (u, &) = K(u)E, ) )
{é = D, H(u,€) = ~DyR (1,), } - O uh =, (H)

Here, the conditions for u at s = 0 and s = 1 indicate that finding geodesic curves leads to
solving a two-point boundary value problem.

The theory for geodesics becomes particularly interesting in the case that R* is linear in
the state u, because then D, R*(u, &) no longer depends on u. This means that the system
(H) decouples in the sense that the equation for £ no longer depends on u. This particular
case occurs in the Wasserstein, Fisher-Rao, and consequently Wasserstein-Fisher-Rao space.
This structure allows for the derivation of the following characterizations of the geodesic
curves and static formulations of the associated Riemannian distances.

Example 2.2 (Wasserstein geodesics in Hamiltonian formulation) For the Wasser-
stein case, the dual dissipation potential takes the form 2

1 1
H (€)= Riv, (1:€) = 191, = [ 5IVePan

The Onsager operator is given by K(u)§ = —div(uVE) and the geodesic curves are charac-
terized by

ﬂ = —div (:uvé.) )

. Geod-W

£=—IVeP. (e
Here, the first equation is the continuity equation that implies that p is transported along the
vector field (t,x) — VE(t, x), and the second equation is the Hamilton-Jacobi equation, which
is notably independent of u. The Hopf-Lax formula then gives the explicit characterization
of the solution

€(s,2) = inf {€(0,9) + 5-le—yP},

yielding the celebrated dual Kantorovich formulation of the Wasserstein distance. See Am-
brosio et al. (2005) for details.

2. For ease of calculation, we always consider the %

this case corresponds to the geodesics of the %W;

scaling for quadratic dissipation potentials. That is,

12



APPROXIMATION AND KERNELIZATION OF GRADIENT FLOWS

Example 2.3 (Fisher-Rao (or Hellinger) geodesics in Hamiltonian formulation)
For the Fisher-Rao case in (1.11), the primal and dual dissipation potential takes the form
. 1, 0u
Rer(1,1) = 572,
2%0p e
1 1 (2.8)
2
H(.8) = Rin€) = 5 €[, = [ 56%an

The Onsager operator is given by K(u)§ = &u and the geodesic curves are characterized by

:L.L = 7/‘657

SR (Geod-FR)
E= el

Different from the Hamilton-Jacobi setting, this system can be solved in the explicit form

£(0,z)

= Tre(0ayjz o lsde) = (L+s£(0.2)/2) o(da)

&(s, @)
where we already used the initial condition u(0) = po. Applying the final condition (1) = py
we arrive at the explicit representation of the Fisher-Rao geodesic

w(s) = ((1=8)v/mo + sv/imn)” = (1=8)?puo + 25(1—s)y/fiojir + 8”1 (2.9)

See (Laschos and Mielke, 2019) for details. Formally, one can also obtain a static dual
Kantorovich type formulation using the closed-form solution above

FR*(pi0, 1) = sup {/wdm —/¢duo}.
(2+9¢)(2—1p)=4

2.2 Reproducing kernel Hilbert space

We first remember some basic facts about the reproducing kernel Hilbert spaces (RKHS),
which are a class of Hilbert spaces that are widely used in approximation theory (Wendland,
2004; Cucker and Zhou, 2007) and machine learning (Steinwart and Christmann, 2008).

In this paper, we refer to a bi-variate function k : 2 x 2 — R as a symmetric positive
definite kernel if k is symmetric and, for all n € N, a1,...,a, € R and all z1,...,x, € Q,
we have > | 2?21 ook (2, ;) > 0. If the inequality is strict, then k is called strictly
positive definite. Here, the space Q can be a subset of R%. k is a reproducing kernel if it
satisfies the reproducing property, i.e., for all x € X and all functions in a Hilbert space
f € H, we have f(z) = (f, k(-,x)). Furthermore, the space H is an RKHS if the Dirac
map 0, : H — R, 0,(f) := f(x) is continuous. It can be shown that there is a one-to-one
correspondence between the RKHS H and the reproducing kernel k. The following fact
regarding the RKHS, whose statement is adapted from (Steinwart and Christmann, 2008,
Theorem 4.27), is instrumental to this paper.

Theorem 2.2 (Integral operator) Suppose the kernel is square-integrable ||k, :=
P

[ k(z,z)dp(z) < 0o w.r.t. a probability measure p. Then the inclusion from the the asso-
ciated RKHS H to Lf), Id: H — LZ, 1s continuous. Moreover, its adjoint is the operator

13
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Tipp : L% — H defined by

Trp9(x) = /k (x, x') g (:1:') dp (:U') , g€ Lg
Ti,p s Hilbert-Schmidt (i.e., singular values are square-summable). The integral operator
K, :=1doTs ,, L*(p) — L*(p)
is compact, positive, self-adjoint, and nuclear (i.e., singular values are summable).

We define the power of the integral operator K, as, for a > 0, K := ooy A, ¢i>L%qﬁi,
where )\; and ¢; are the eigenvalues and eigenfunctions of K, given by the spectral theorem.

1

The image of the square root integral operator is the RKHS, i.e., H = K} (L,%) for some

probability measure p. See, e.g., (Cucker and Zhou, 2007, Chapter 4). Then, for any g € H,
1

if € LZ such that g = K2 f, |lgllx = \|f||L§. Therefore, we can conveniently write down
some formal relations between the RKHS and L? norm useful for our later analysis

_1
gl = 1o gl 7z = {9, K5 )iz {9, Tap ) = (1d g, iz, (2.10)

1 1
where K, * denotes the inverse of 7. The power of the kernel integral operator is promi-
nently manifested in the following nonparametric regression problem.

Lemma 2.3 (Kernel ridge regression estimator) Given the target function £ € L%,
the kernel ridge regression (KRR) problem for A > 0

mt{ g 1523 + Ml (211
admits the closed-form solution
g = (K, + A1d) 1K€ (2.12)

To set the stage for our derivation later, we establish below an alternative optimization
formulation of the KRR solution.

Lemma 2.4 (Alternative optimization problem of KRR estimation) The KRR so-
lution (2.12) coincides with the solution of the optimization problem

ir}f{<f — &K (f =€) 12 + /\|f||%2(p)}'

One prominent applications of kernel methods to machine learning is the kernel maximum
mean discrepancy (MMD) (Gretton et al., 2012), for measuring the discrepancy between
probability measures. It is a special case of the integral probability metric (IPM) family
that is defined as a weak norm

MMD(pu,v) :== sup /fd(u—y), (2.13)
flln<t

14
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where H is the RKHS associated with the kernel k. MMD is a metric on the space of
probability measures if the kernel is positive definite. Furthermore, its advatage lies in its
simple structure as a Hilbert space norm

MMD 1) = K (1= 9) [ = [ [ KGea)dp =)@ au-n)@). (219)

This linear-in-measure form allows for efficient computation of the MMD via Monte Carlo
sampling. It can also be viewed as a form of interaction energy (Ambrosio et al., 2005) that
dissipates in gradient-flow geometry, e.g., the Wasserstein flow of the MMD energy (Ar-
bel et al., 2019). One of our contributions is to provide a precise relation between the
MMD and the Fisher-Rao geometry from two different perspectives in Theorem 3.7 and
Proposition 6.10.

3 Fisher-Rao setting

This section addresses one of the main subjects of this paper, the Fisher-Rao-type gradient
flow geometry. We first study the kernelized Fisher-Rao geometry in Section 3.1 and provide
the gradient structure of the resulting kernelized Fisher-Rao gradient flow. Its growth field
is an approximation to that of the Fisher-Rao. In Section 3.2, we perform the inverse
operation to “de-kernelize” the Fisher-Rao geometry. Consequently, we obtain a flat (in the
sense of Riemannian manifold) gradient-flow geometry, which we show is equivalent to the
MMD.

3.1 Kernelization and approximation of Fisher-Rao gradient flows

In the machine learning literature, the term kernelization has been used in many contexts.
We first make precise what kernelization entails in this paper through the following operation
on the dual dissipation potentials of gradient systems.

Definition 3.1 (Kernelization of gradient systems) Given a gradient system defined
by (X, F,R*), where R* is the dual dissipation potential, we say its force-kernelization
counterpart is (X, F, R}_;), where the force-kernelized dual dissipation potential is defined

by
Rip_(u,€) = R(u, K7 €). (3.1)

If the original R* depends on the generalized force § only through its gradient V§, denoted
by R*(VE) = R*(§). Then, its velocity-kernelization is (X, F, R, _,.),

Riro(u, €) i= R (u, K2 VE). (3.2)

Equivalently for the Fisher-Rao and Wasserstein type flows, we can define kernelization
using the operator 7y, in Theorem 2.2 as a change the dissipation potentials

Fisher-Rao: R*(p, &) = %(5,{)@ — Ri(p, &) = %<77c,p£777€,p£>7{7

1 1
Wasserstein: R*(p,€) = 5(VE, V&) 13 — Ri(p,€) = (T VE T V)

15
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This kernelization relation can also be stated using the Riemannian tensor G and the On-
sager operator K; see Corollary 3.8. Note that velocity-kernelization of Wasserstein gradient
flow, under the name of Stein geometry, has already been investigated, e.g., by Duncan et al.
(2019). As overviewed in Section 1, we will construct systems in the kernelization relation
illustrated in Figure 1.

Using the above definition for kernelization, we now construct a new geometry by force-
kernelizing the Fisher-Rao gradient system.

Definition 3.2 (Dynamic formulation of kernelized Fisher-Rao distance) The ker-
nelized Fisher-Rao distance is defined by the following dynamic formulation

1
rtGu) =min{ [ 1,6l | 7= e 0 = w0 =rf. @3
/1,5,5 0

From the Hamiltonian perspective in (H), we can derive the geodesic equation

{” = (Geod-FR-k)
5 = _5 : Icﬂtf'

However, is important to note that the geodesic equation above is only the necessary con-
dition for optimality. That is, we have not proved whether its solution exists, in contrast
to the Hamiltonian system (Geod-FR). This is due to the coupling introduced by the
state-dependent integral operator K,,. Furthermore, as a technical point, the integral op-
erator used here is defined w.r.t a non-negative measure rather than a probability measure;
see, e.g., (Conway, 1985). In the gradient structure of the kernelized Fisher-Rao gradient
system, the corresponding primal and dual dissipation potentials are

1, 6u

1 1
Rir, (p,u) = 5\’57)”%{7 Rir, (0, §) = §<§7/Cp§>Lg = 5”’%5”% (3.4)

Therefore, the gradient-flow equation of the FR;, gradient system (M, F, FRy) is the reac-
tion equation kernelized growth field

ji = 3 ] (3.5)

Going beyond kernelization, we derive the approximation to the original Fisher-Rao dynam-
ics by constructing the following regularized dissipation geometry, i.e., adding the kernelized
Fisher-Rao dissipation potential Rer, (3.4) to that of the pure Fisher-Rao Rer (2.8)

, L 0ty2 Aoty 160 . 4 51
R, (0, 0) =RR+ A R, = 5”%“[’% + 5“%“% = §<6—p,lcp (KKp+A1d) th%’
) 1 .
Rir, (0:€) = S(& (ot ATd) ™ K8 . (3.6)

Then, we obtain the following approximate gradient-flow equation with an approximate

growth field given by the kernel ridge regression solution (K, + A Id)_lle% (1]
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Proposition 3.3 (Kernel-approximate Fisher-Rao gradient flow) The generalized gra-
dient system (M™1,F, R\ ,) generates the gradient flow equation where the approzimate
growth field r is given by the KRR solution

2

: _ OF
o= =pure o= engin] | 7= S| g} 5.7)
s g,
Specifically, the closed-form solution for the growth field is
. _ OF
fr=—p-(Ky+AId) I/Cu@ (1] - (3.8)

Remark 3.4 (Relation between KRR and infimal convolution) The above optimiza-
tion problem (3.7) is not equivalent to the infimal convolution of R\-FRy and R3 ., defined
in (3.6). However, it is easy to check using Lemma 2.4 that

. 2 1 2
ro= angmin { o]}, + 16200l |-

This quadratic form matches the definition of R;_FRk (3.6) as an infimal convolution, i.e.,

R, (01.€) = iny {3 ol12, + S IKH20-0)|2, ).

3.2 MMD as de-kernelized Fisher-Rao distance

We now take a different direction from the previous subsection to de-kernelize the Fisher-
Rao geometry (1.11). The result is somewhat surprising to us: the resulting gradient-flow
geometry is equivalent to the MMD geometry.

We now develop the gradient flow structure of the MMD3. The primal and dual dissi-
pation potentials are trivial due to the flatness of the MMD geometry

1 o 1 ) 1, 1,
Rmwmp (u) = 5”’@)@”3{ = §WCMH%L, R (§) = §<§7/Cp1§>Lg = 56K )2 (39)

It is important to note that the MMD dissipation potentials are state-independent, i.e., they
are not functions of the measure p since p - lC;lv =K.

Proposition 3.5 (Gradient flow equation in the MMD geometry) The gradient-flow
equation in the MMD geometry is given by

2. (3.10)

3. We follow the naming convention of the Wasserstein gradient flow and refer to the gradient flows in the
MMD dissipation geometry as the MMD gradient flow. This is distinct from the setting considered in
(Arbel et al., 2019), which is a WGF with the MMD energy.
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Proposition 3.5 gives the intuition that the MMD gradient-flow equation is equivalent to a

reaction equation with the de-kernelized growth field [ = —MKﬂlgi []. It is worth noting
OF

that the gradient-flow equation can be stated in the dual space, §; d e = — 5 (1], where Kp
is the kernel-mean embedding (Smola et al., 2007).

We now derive the main result of this section using the dynamic formulation

1
MMD2 ) = min { [ el

=K1, u(0) = p,u(l) = y} . (3.11)

Because of its flat structure, the adjoint equation for the MMD is simply & = 0. It is also
easy to verify the following lemma.

Lemma 3.6 (Unconstrained dual formulation of squared-MMD) The squared-MMD
admits the unconstrained dual representation

MMD? (1, v —Zlelg/hd —v _*HhHH (3.12)

The MMD geodesic curve is simply the straight line between p and v, u(t) = (1 — t)u + tv.
Therefore, when both u and v are probability measures, the solution along the MMD
geodesic remains a probability measure. This is significantly simplified compared to the
Fisher-Rao setting as remarked in footnote 1. To be consistent with the FR setting, we also
consider the MMD between non-negative measures instead of only probability measures.
Summarizing, we present our main result regarding the MMD-Fisher-Rao relation.

Theorem 3.7 The dynamic formulation of the force-kernelized (Definition 3.1) squared
MMD (3.11) coincides with that of the squared Fisher-Rao distance (1.11).

Riemannian metric perspective Using the perspective in Section 2.1, we show another
perspective of the kernelization of Fisher-Rao and MMD following Definition 3.1. Using the
dissipation geometry (2.8), one can easily show that the Fisher-Rao Riemannian tensor (see,
e.g., Chen et al. (2023)) and Onsager operator are

Gr(v) = % Ker(v) = v -

Using the RKHS-L? relation (2.10), the state-independent counterparts for the MMD are
Gump = K, Kyp =K1
Therefore, following Theorem 3.7, we conclude:

Corollary 3.8 (Kernelization of Fisher-Rao Riemannian tensor) The MMD and
Fisher-Rao Riemannian tensors and Onsager operators are related by the integral operator

Ky:

Gummp = Ky 0 Gr(v), Kuwmp = Ker(v) o K1

18
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We note that the naming convention of kernelization is consistent with the Stein-Wasserstein
relation.
Therefore, in applications such as (1.6), one considers the Fisher-Rao minimizing move-

ment 1
Jnin, F(p) + 5= v, GR(V) (0 = v)) 12,

which is also the theoretical basis for applications such as distributionally robust optimiza-
tion proposed by Ben-Tal et al. (2013). Here p is a given non-negative measure. In such
cases, kernelization can be used to construct the MMD minimizing movement
1
min F —(u—-v,G —v .

. (1) + 57 (= v,Guup (B —v)) 12
This has been subsequently studied by Zhu et al. (2021) to take advantage of MMD’s many
favorable properties for practical optimization.

3.3 Flattened Fisher-Rao, Allen-Cahn, and ¢-divergences

Motivated by the relation between the MMD and the Fisher-Rao distance, we now dis-
cuss another class of divergences via an analogous construction from the dynamic formu-
lation. This amounts to changing the state-dependent dissipation potential (??) to the
state-independent

1, du
Rﬁ(u) = 5”@

for a fixed reference measure w. Like the MMD and the classical Allen-Cahn (i.e. L?), the
flatten disspation potentials are state-independent. Using the dissipation potential (3.13),
We obtain the dynamic formulation

. 1
172> Rir(€) = 5lEliz (3.13)

1
—2 .
R o) =min{ [ el at
u, 0

t=w-&, u0)=p, u(l)= V} . (3.14)

Similar to the MMD setting, the adjoint equation of the Hamiltonian dynamics simplifies to
ét = 0, resulting in the following static formulation in Proposition 3.9. The proof is omitted
since it is a slight modification of the proof in (Otto and Villani, 2000, Section 3) that
of the de-kernelized Wasserstein distance we show later. Similar to the linearized optimal
transport (Wang et al., 2013) and generalized geodesics (Ambrosio et al., 2005), it is natural
to consider a reference measure w along the Fisher-Rao geodesic between p and v. By doing
so, we recover the following connections with the ¢-divergences.

Proposition 3.9 (Static formulation of flattened Fisher-Rao distance) The flattened
Fisher-Rao distance (3.14) is equivalent to the static formulation

_ 1
AR ) = s { [ catu ) = {1l |- (3.15)
If the reference measure is the Lebesque measure w = A, then the flattened Fisher-Rao

distance coincides with the L? norm ﬁi(u,u) = ||p — v||32. The resulting graient flow is
the L? Hilbert space gradient flow (classical Allen-Cahn, Example 2.1).
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Furthermore, Suppose the reference measure w is chosen along the Fisher-Rao geodesic
between 1 and v given in (2.9), ie., w(s) = ((1—s)/m+ sﬁ)Q, s € [0,1]. Then,
=52 o :

FR.(s) (1, v) conincides with,
1. if s =0, the x*-divergence D2 (u|v) = H% —112,;
2. if s = 1, the reverse x*-divergence D,2(v|u) = Hg—; — 1|12, ;
o
3. if s = %, the squared Fisher-Rao (Hellinger) distance itself FR*(u,v) = 4||\/t — VI3,

Remark 3.10 (Fisher-Rao geodesic and flatness) The third case demonstrates a par-
ticular nice property of the Fisher-Rao geometry. The Fisher-Rao geometry is not flat and
possesses a geodesic structure (Geod-FR). Yet its geodesic distance can be computed by a
flat distance ﬁw(%)(u, v) characterized in Proposition 3.9.

4 Wasserstein setting

We now apply some of our results in the Fisher-Rao type gradient flows from the previous
section to the Wasserstein type flows, exploiting the similarity in their dissipation geometry.
First, we revisit the Stein gradient flow in Section 4.1, where we establish the gradient flow
structure and dissipation potentials for Stein and its regularized version. In Section 4.2,
we derive a new Wasserstein-type gradient-flow geometry by drawing the parallel to the
relation between Fisher-Rao and MMD. We further show a related Cahn-Hilliard dissipation
geometry.

4.1 Gradient structure for the (regularized) Stein gradient flow

The Stein geometry (Liu and Wang, 2019; Duncan et al., 2019) has been studied in the
context of sampling for statistical inference. We first write down explicitly the gradient
structure for the Stein gradient system by providing the dissipation potentials for the Stein
geometry, implied in the dynamic formulation of (Duncan et al., 2019)

1 . .
RStein(P7u) = §”U’H§tein,p7 HuH%tein,p := inf {”K:PUH%-L U= —le(p ' Kﬂ”)} . (41)

We refer to the |[u|/stein,p as the primal Stein norm dual dissipation potential. By Fenchel-
duality, we find the velocity-kernelized dual dissipation potential of the Stein gradient flow

1 1
Riein(p,€) = 5 (V€ KpVE) 12 = 51K, VE 3. (4.2)

Using this gradient structure, we obtain Stein (variational) gradient-flow equation

Oun = vl K,V 5 ). (43)

Regularized Stein gradient flow as approximation to Wasserstein gradient flow
Following a similar route as in the kernelized Fisher-Rao setting, we consider the regularized
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primal and dual dissipation potential

1 A .
Roxstein(p: 1) := Ry (9, 0) + ARstein(py 1) = llulfy-1) + 5 [ull§iein, for u = div(pv)

1 1
= 5 (o) + (0.5 M0) 1) = 50,5 (G + ALd)o) s, (4.4)
RS stein(0:€) = 3(VE, (K + A1) K, VE) 1, (15)

resulting in the following approximate Wasserstein gradient system.

Proposition 4.1 (Kernel-approximate Wasserstein gradient flow with KRR velocity field)
The generalized gradient system (P, F, \-Stein) generates the gradient flow equation where
the approximate growth field r is given by the KRR solution

. . . OF
= i), o= angmind £ = V5 Gl I3, + A - (4.6)
f H Mt
Specifically, the closed-form solution for the velocity field is
oF
v = (K, + AId)’llCMVE (1] . (4.7)

It is worth noting that the above approximation fits the setting of learning the diffusion
model (1.7), where the velocity is approximated using KRR. Later, we rigorously justify
this approximation.

4.2 De-Stein: de-kernelized Wasserstein geometry

As we have witnessed in Section 3.2, the MMD bears the intuition of the de-kernelized and
flat Fisher-Rao distance. What then is the de-kernelized (flat) Wasserstein geometry, as
MMD is to Fisher-Rao? Our starting point is the following de-kernelized H~!-type norm

ulBe-stein = inf {Jloll3, : uw = —div(p- K 0)} = inf {|Jol : u = —div(- K~'0)}.

Similar to the gradient structure of MMD, this quantity no longer depends on the measure
p. As a consequence of the above formulation, the primal and dual dissipation potential for
the approximation system are state-independent

1 * 1 _1 1
RDG-SteiH(U) - 5”“”2De-Stein7 RDe-Stein(f) - §HK: 2V§H%2 - §HV§H’2H

Therefore, like the MMD, this geometry is a flat geometry and its gradient flow equation is

Oup = —div( K95 ).

We can now write down the dynamic formulation of a new distance, which we term the

de-kernelized Wasserstein (De-Stein) distance?.

1
De—Stein2(u, v) = inf {/0 HV&H%{dt

du = — div(K~IVE), u(0) = p,u(l) = I/} . (4.8)

4. Due to the presence of static dual representation in Proposition 4.2, this distance should be more appro-
priately termed kernel-Sobolev distance. However, similar terms have already been used in the machine
learning literature to denote a heuristically regularized H ' geometry.
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The Hamiltonian formulation for De-Stein is

{/:e = —div(K~'Ve),

£=0.

where the Hamilton-Jacobi equation in the Wasserstein geometry is replaced by the “static”
adjoint variable £ due to the state-independent dissipation potential (4.8). More concretely,
following the derivation of the relation between the static Kantorovich dual formulation
and dynamic Benamou-Brenier formulation (see, e.g., (Otto and Villani, 2000)), we now
derive the static defition of the metric. Different from the Wasserstein and Stein setting, we
only need one static (i.e., time-independent) test function, because of the adjoint (geodesic)
equation in the Hamiltonian dynamics 0;¢ = 0. Consequently, we obtain a simple static
formulation as a weak norm, similar to an TPM.

Proposition 4.2 (Static dual formulation of the De-Stein distance) The dynamic for-
mulation of the De-Stein distance (4.8) is equivalent to the static dual formulation

Desstein’ () = sup { [ ¢dtn—0) — 19613} (19)
¢

The intuition is self-evident — compared with the static dual of MMD, the regularization by
the RKHS norm ||||% is replaced by the RKHS norm of its gradient. The Euler-Lagrange
equation of the optimization problem in (4.9) is %div (—IC_1VC) = p— v. Plugging it back
into (4.9) and integrating by parts, we find

De-Stein?(u, v) = inf {||v||3_[ s.t. div (—IC_lv) =2(n—-v)},
v
which is simply a kernel-weighted H~! norm.

4.3 Flattened Wasserstein, Cahn-Hilliard, and Sobolev discrepancy

Mirroring the development of the flattened Fisher-Rao setting in Section 3.3, we now focus
on the a similar construction in the Wasserstein setting. Similar to the De-Stein setting,
we obtain the state-independent dissipation potentials

1 . 1
Rip, () = 5lull, Rig, (€) = 5IVEN,,

where the reference measure w is fixed. Its dynamic formulation is given by

1
Wi(,u, V) = min {/ V&3 2 dt|Opu = — div(w - V&), u(0) = p,u(1) = V} . (4.10)
0 w

The adjoint equation d; = 0 implies the static dual formulation

W) =sup { [ cagu—v) - {19l |- (4.11)
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Similar to the setting after Proposition 4.2, we find static dual formulation is equivalent to
72 . 2 1.
W) = inf { €12y 5.t 5div(-w) = u—vy.

which concincides with the weighted H_ ! norm. If the reference measure w is chosen as the
Lebesgue measure, then %AC = (u — v). Consequently, we obtain the static formulation

W (00) = = ol = = [ (=) A7 (u=) da, (4.12)

which is equivalent to the classical Cahn-Hilliard H ! Hilbert space in Example 2.1. If the
reference measure w is chosen as w = v, the flattened Wasserstein distance is the H, ! norm,
which is equivalent to the Sobolev discrepancy proposed by Mroueh et al. (2019).

5 Wasserstein-Fisher-Rao setting

This section applies our framework to the Wasserstein-Fisher-Rao gradient flow, also re-
ferred to as Hellinger-Kantorovich by Liero et al. (2018) for a better accounting of the
historical developments. We first recall an elementary fact regarding duality of the inf-
convolution of functionals.

Lemma 5.1 (Dissipation potential with inf-convolution) Suppose the effective pri-
mal dissipation potential R is given by the inf-convolution of two dissipation potentials
Ri1,Ra, ie, R(u,-) = Ri(p, ) ORa(p, ), where O denotes inf-convolution. The resulting
gradient-flow equation generated by the gradient system (X, F,R) is given by

p= 8R>{(M7 _DXF) + 87?';(“7 _DXF)> (51)
Note that the two differentials DX F in (5.1) must be taken w.r.t. the same space X.

Example 5.1 (Hellinger-Kantorovich) In the setting of the Wasserstein-Fisher-Rao
(Hellinger-Kantorovich) distance (Liero et al., 2018; Chizat et al., 2019), the gradient-flow
equation (5.1) corresponds to the reaction-diffusion PDE

. . OF « :
fr = Riy, (1, M [1]) + OR Dygerpinger (o =5 [11]) = le(/NE [1]) — rm (W] (5.2)
5.1 Kernelization and approximation of the WFR gradient flow

To produce a Stein-type geometry for the WFR, distance, we consider the primal and dual
dissipation potentials as in Lemma 5.1, where two dissipation potentials are obtained from
the Stein and kernelized Fisher-Rao

Rik-wrR = RsteindRmR,, Rik-wrr = RStein + RFRy -

Our starting point is therefore the kernelized reaction-diffusion equation

jiaiv (e K,V ) = - Su5 - (53)
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where S, is the integral operator associated with the another kernel s(-,-) that may be
different from k. We find the following dynamic formulation of the kernelized Wasserstein-
Fisher-Rao distance with the kernerlized reaction-diffusion equation

1
E-WFR2(j1, 1) — mm{ /0 1K V&2 + [1Sue el dt
tp — div (ug - Ko, V&) = —uy - Sy, G, u(0) = pyu(l) = I/}. (5.4)

Going beyond kernelization, we now construct the kernel-approximate WFR, geometry
by considering both inf-convolution and additive regularization

RRE-WFR (0 *) := Rstein(ps ) ORAFR, (05 )5 (5.5)
REk-WFR(25 1) = R stein (P> 1) + R, (P ), (5.6)

where R stein(p, ) is defined in (4.4) and Ry, (p,) is defined in (3.6). We summarize
the result below by performing the calculation using the inf-convolution rules for both
the kernelized version, i.e., Stein-type metric for the Wasserstein-Fisher-Rao case, and the
regularized kernel-Wasserstein-Fisher-Rao gradient flow.

Corollary 5.2 (Kernel-approximate WFR gradient flow) The generalized gradient sys-
tem (M™, F,WFR) generates the reaction-diffusion equation where the velocity and growth
field v, are given by the nonparametric regression solutions

pie = div(pg - ve) — pug - 7,
oF
’f - @ [Mt]

2 §F

SR o = armaind 17— 950 Gl 12, + Al
9 [ 7 bt

Hi

e = argmin{
f

(5.7)

5.2 De-kernelized Wasserstein-Fisher-Rao and Kernel Sobolev-Fisher

Similar to the De-Stein and MMD, we now consider the de-kernelized Wasserstein-Fisher-
Rao (D-WFR) distance by de-kernelizing the reaction-diffusion equation (5.2)

. . 1 O0F _,0F
o — div (N"CMIVMW) =K, —

2 (53)

We find the dynamic formulation and the regularized version

1
DR o) = nt{ [ 19613 + 1l
Uiy — div (uy - IC;IV&) = —u - Su_tlg,u(O) =p,u(l) = 1/}, (5.9)
The important insight here is:
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Proposition 5.3 (De-kernelized Wasserstein-Fisher-Rao) The De-kernelized Wasserstein-
Fisher-Rao distance (5.9) coincides with the inf-convolution of the MMD and the De-Stein
distance, i.e., D-WFR?(y, V) := inf ¢ p 4+ De-Stein?(p, 7)00 MMD?(rr, v/).

Furthermore, it admits the static dual formulation

1 1
DR 1, 1) = sup { [ Calu =) = IV~ JICTR - (5.10)

Compared with the MMD (3.12), the test function in the de-kernelized WFR is additioanlly
reguarlized by the RKHS norm of the gradient, ||V¢ H%{

5.3 Flattened Wasserstein-Fisher-Rao and kernel-Sobolev-Fisher

Using the WFR-type inf-convolution with the flattened Fisher-Rao (Section 3.3) and the
flattened Wasserstein (Section 4.3), we obtain the following flattened Wasserstein-Fisher-
Rao formulation

1
weR () = mind [ IV&IE; + 161, at
iy — div (w1 V&) = —waly, u(0) = pyu(l) = y}, (5.11)

The flattened geometry is the inf-convotion of the weighted L2 and H_ ' norms, with the
static formulation

1 1
WeRE 1, 0) = sup { [ Calu =) = JISCIE; = 11 | (5.12)

In the simplest case that wy, wy are both the Lebesgue measure, we recover the inf-convolution
of the Allen-Cahn (L?) and Cahn-Hilliard (H~'). Choosing w; = wo = v, this distance be-
comes the Sobolev-Fisher discrepancy (Mroueh et al., 2019). Furthermore, those authors
proposed a regularized version with a heuristic RKHS norm regularization, of which we give
the precise characterization.

Example 5.2 (Regularized Kernel-Sobolev-Fisher discrepancy) The regularized ker-
nel Sobolev-Fisher discrepancy proposed by Mroueh and Rigotti (2020)

1 1
KE2(e.) = sup { [ Clu—v) = JIVCIE, = G IR S 619

for a > 0, is equivalent to the following dynamic formulation

1
. 1
mm{ /0 V&I + 116175 + 5 Nz dt

u't —div (Vgt) = _Ct — K_I/@t,u(O) = U, U(l) = I/}.
It is the inf-convolution of three dissipaton geometries, the MMD, H, ! norm, and L? norm.
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6 Analysis
6.1 Entropy dissipation and functional inequalities

In machine learning applications, functional inequalities are building blocks for analysis
of many algorithms, such as sampling and optimization via particle schemes. The aim of
this section is to develop an intuition for the Lojasiewicz type inequalities for the various
gradient-flow geometries studied in this paper.

Historically, the celebrated Bakry-Emery theorem (Bakry and Emery, 1985) gives a
sufficient condition for the logarithmic Sobolev inequality (LSI) to hold along the solution
of the Fokker-Planck equations: the target probability measure 7 satisfies the Bakry—Emery
condition if 7 oc exp (—V) for the potential function V that satisfies

ViV >C-1d, C > 0. (BE)

Our starting point here is the differential energy dissipation balance (EDB) relation of
generalized gradient flow systems,

d

SF(0) = OF ) =~ (RGup) + R0, -DF) ) = ~Z(u(0).  (61)

where the R, R* quantities are the dissipation potentials discussed in the previous sections.
We refer to the quantity Z as the energy dissipation. From this, we impose the following
version of the Lojasiewicz condition.

Definition 6.1 (Lojasiewicz inequality for generalized gradient systems) We say
that the Lojasiewicz inequality holds if

R(j1, 1) + R* (4, ~DF) > c- <F(u(t)) - igmm)a. L)

holds for some ¢ > 0, > 0.

For conciseness, this paper only focuses on the case of ¢ > 0, = 1, i.e., the Polyak-
Lojasiewicz inequality due to its relevance to machine learning and optimization, simply
referred to as the Lojasiewicz inequality in the rest of the paper. We refer to articles such
as (Otto and Villani, 2000; Blanchet and Bolte) for a wider scope of related inequalities.

An immediate consequence of (L) is that the energy of the generalized gradient system
converges exponentially via Gronwall’s lemma, i.e.,

Fu(0) = i £ < e (Fu(0) ~ it 70 )

Therefore, on the formal level, the intuition of the analysis is to produce the Lojasiewicz
type relations in the form of

T>c (F—F). (6.2)

Concretely, in the Wasserstein gradient flows and the Fokker-Planck PDEs, entropy
dissipation can be easily calculated

2

I (1(0) =~ Fute) " M‘V(Z; | (6.3)
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Carrying out the similar derivation, we find the entropy dissipation for the Fisher-Rao
gradient flow

2

TR(u()) =~ F(u(t)) oL / ”’g[u] (6.4)

dt

As a toy example, we now formally check the nequality (L) for the the Wasserstein gradient
system with the KL entropy energy function (P(Q),Dky(:||w), W3), where Dky,(u|7) =
Il log(%) 1. We calculate the entropy dissipation

~ T(p(t)) = L Dxe () = (¥ Dicy (), i) 2 = (log 2, — div(uV log 1)

IBP
2 0 L, (65)

Specializing the Lojasiewicz inequality (L) and form (6.2), we find the LSI for some ¢ > 0

19108 A2, ) > ¢ Dia (o)) (Ls1)
By Gronwall’s lemma, the entropy decays exponentially Dgr, (u(t)||7) < e "Dk, (1(0)]|).

As discussed previously, the Bakry-Emery Theorem states that (BE) = (LSI) for the
Wassrstein gradient flow. However, the Lojasiewicz inequality (L), of which the (LSI) is a
special case, cannot be expected to hold globally for arbitrary geometry in general, e.g., the
Fisher-Rao geometry. Consider the Fisher-Rao gradient flow with the KL entropy energy,

i.e., F(u) = Dkr(p|m). Then, the specialized Lojasiewicz condition reads, for some ¢ > 0,

dp
[ log Eniﬁ > ¢ Dgr(u(t) 7). (6.6)

Lemma 6.2 (No global Lojasiewicz condition in Fisher-Rao flows of KL) There

exists no 0 < ¢ < oo such that (6.6) holds along the Fisher-Rao flow of the KL-entropy, i.e.,
the gradient system (M™,Dky,(+|7), FR) does not satisfy the global Lojasiewicz condition for
any constant.

See Figure 2 and the caption for an illustration. Despite this lack of the global Lojasiewicz
condition in general, a local condition can be satisfied trivially around the equilibrium
measure 4 = 7w. However, from this paper’s perspective, we are not interested in the local
version for the reason stated below.

Example 6.1 (Birth escaping zero: focus on global instead of local) Suppose we wish
to minimize the energy F(u) = Dy (p|m) starting from the initial distribution pg. It is very
common that the distribution pug does not have the full support of the target distribution m
as in Figure 3 (left), i.e., supp(po) € supp(mw). Many variational inference methods, e.qg.,
(Khan and Nielsen, 2018; Lambert et al., 2022; Chen et al., 2023) use Gaussian densities
to approximate the target distribution. In such cases, the distributions share the support
as in Figure 3 (right), i.e., supp(uo) = supp(w), but the density ratio is nearly zero at

27



7ZHU AND MIELKE

= slogs—s+1

— 5(log s)?

Value
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Figure 2: The plot illustrates the lack of global Lojasiewicz inequality as in Lemma 6.2. We
plot the KL-entropy generator function ¢(s) = slogs — s+ 1. The blue dotted
curve represents the KL-entropy generator ((s). The function s|log s|? is plotted
in solid black. The Lojasiewicz inequality condition is satisfied locally around the
equilibrium s = 1 (red dot). However, it can never be satisfied in a neighborhood
around s = 0.

many points. For example, Figure 3 (right) depicts a Gaussian mizture distribution as the
initial po that has very little mass near x = 2. This can be quite likely in practice with
high-dimensional data. The most difficult part of the minimization is to escape the near-
zero region with enough slopes provided by the energy. For example, the reaction dynamics
o= _”% (] implies that a significant growth field is needed to escape when p is near
zero, i.e., the birth process. Our theory precisely characterizes this escape threshold via the
global Lojasiewicz condition, e.g., in Corollary 6.5. In contrast, the local convergence be-
havior near the equilibrium is much easier to capture, see Figure 2, Figure 4. Therefore, we
place our current scope on the global Lojasiewicz condition without delving into the detailed
equilibrium behavior.

While Lemma 6.2 shows that the Fisher-Rao flow of the KL-entropy cannot satisfy the
global Lojasiewicz, we now show a positive result for the case when the energy functional

is a nicer one: the squared Fisher-Rao distance F(u) = $FR*(u,m). First, note that the

d1 d
first variation of the squared Fisher-Rao distance is ?EFRQ(M,W) = fllp) =2-2 d—w
1t | dp
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Figure 3: Illustration of Example 6.1: birth escaping zero.

Specializing the Lojasiewicz inequality to this setting,

dr 1
— ii > c- —FR?*(p|m). (6.7)

It can be easily checked by definition that we have the unconditional satisfaction of the
global Lojasiewicz inequality in this case.

Lemma 6.3 (Global Lojasiewicz with Fisher-Rao energy) The Lojasiewicz inequal-
ity (6.7) holds for the Fisher-Rao gradient system (M, %FRQ(-,TF), FR) globally for any
c € (—00,2].

Going beyond the Fisher-Rao energy, we are now ready to extract some general principles.
Historically, following Bakry and Emery (1985), Arnold et al. (2001) provided an elementary
proof of the Bakry-Emery theorem, i.e., for the convex entropy function ¢ satisfying

1

p(1) = ¢'(1) =0, " (1) >0 and  (¢"(5)" < 5" ()0 (5), (6.8)

the Wasserstein gradient flow with the corresponding p-divergence energy converges expo-
nentially. That is, the following sufficient relation holds

(BE) + (6.8) = Lojasiewicz for Wasserstein = exp. convergence.

The natural question is whether such relation exists for the Fisher-Rao geometry. To answer
that, we first establish the condition for global Lojasiewicz condition for a class of entropies.

Proposition 6.4 (Global Lojasiewicz for FR flow of p-divergence energy) Given the
Fisher-Rao gradient system with p-divergence energy, i.e., (M™,Dy(-||7), FR). If ¢ : (0,00) —
[0,00) is a convex entropy generator function satisfying

(1) =¢'(1)=0,¢"(1) >0 and Fc, >0 such that Vs >0: s(go’(s))2 > cop(s), (6.9)

then the Lojasiewicz inequality holds along the Fisher-Rao gradient flow , i.e.,

(&)

2
> ¢ Dy (p|m). (L-FR)

2
Ly
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Proof of Proposition 6.4. The first-variations of the (p-divergence is given by (Ambrosio

) duy
et al., 2005) @Dw(ulw) = ¢ T
dissipation relation %D¢(M|7r) = —IER(N) with

¢ (&) iiz/x(so/(i,‘:)fdﬂ:/)((@'(gg))zggdw.

Now exploiting the assumption (6.9) for estimating the integrand, we immediately obtain
(L-FR). =

. Thus, using the Fisher-Rao metric, we obtain the

In short, for the -divergence energy,
(6.9) < (L-FR) = exp. convergence

Because of the simple point-wise estimate in the above proof, it is also clear that condition
(6.9) is necessary and sufficient for the Lojasiewicz estimate (L-FR).

Corollary 6.5 (Lojasiewicz: necessary sufficient condition for power-like entropy)
The Lojasiewicz inequality (L-FR) for the Fisher-Rao gradient system with the power-like
entropy ¢, (1.15) energy, (M‘*‘,D@p, FR), holds globally if and only if p < % Furthermore,
the constant is c, = 1/(1—p) in that case.

In practice, it is common to use entropy with p > 0. In such cases, the above condition can
also be stated with p € [0, %] to avoid the technicality when p = —oo; see (Ambrosio et al.,
2005). In particular, Corollary 6.5 shows that the energies for which the globally Lojasiewicz
estimate holds include the squared Fisher-Rao (p = %), the reverse KL (p = 0), and the
power-like entropies between those. On the negative side, it states that the Lojasiewicz

estimate does not hold globally for many commonly used entropy energy functionals such
as the KL (p =1) and x? (p = 2).

Remark 6.6 (Entropy power threshold p = %) The relevance of the threshold p = 1/2
can be seen from two perspectives. First, we observe that u = 0 is a steady state solution for
the gradient systems (M™,Dgy (:|7),FR) for p > 1/2. However, if u(t) = 0 is a solution,
then it cannot converge exponentially to the equilibrium measure w. The point is that the
metric slope

. (Diﬂp (0) - DS@p (,LL))
9D [ (0) = lim sup FR(0. 1) -

can be calculated explicitly and satisfies the relation

0 forp>1/2,
0Dy, [FR(0) = 41 forp=1/2,
oo forp<1/2.
In the case p > 0 where Dy, (0) < oo the curve t +— pu(t) = 0 can still be considered a

solution of the gradient-flow equation, however, the exponential decay only applies to the
curves of maximal slopes satisfying

d

LD, (1) = R (1) — 510Dy, (1)
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Figure 4: The plot illustrates the left-hand side Lojasiewicz inequality (L-FR) for the
Fisher-Rao geometry. The purple curve represents p = 0 (reverse KL), the green
curve represents p = 0.25, the blue curve represents p = 0.5 (FR), the red curve
represents p = 1 (KL), and the orange curve represents p = 2 (x?). The red dot
represents the equilibrium at s = 1. This plot provides insights into the slopes of
the power-like entropies in the Fisher-Rao gradient flow. We observe the thresh-
old p = 0.5 (FR; green) where the behavior near s = 0 jumps. See the main text,
especially Remark 6.6, for analysis.

We refer to (Laschos and Mielke, 2023, Section 2) for a more detailed discussion.
A second way to see the importance of the threshold p < % involves the results in
(Otto and Villani, 2000), showing that geodesic A-convexity of a functional implies the

Lojasiewicz inequality with CLoj = 2A. For the condition of geodesic A-convexity for func-

tionals Dy (p|m) = [ go(%)dw in the FR geometry, it can be shown that

1
A= inf { i Sy }
nf we(w) + 5 @' (w)
This gives the same result when considering the p-power family ¢,. But for general ¢, we
may have 2\ S cp, ;.

For the Wasserstein distance, the McCann condition (see, e.g., (Ambrosio et al., 2005))
shows that D, (:|dz) (i.e., the reference measure is Lebesgue) is geodesically convex only
for p > (d—1)/d where d is the dimension. In (Liero et al., 2023), necessary and sufficient
conditions for the geodesic convexity of entropy functionals with respect to the Wasserstein-
Fisher-Rao distance were derived. The upper threshold p = 1/2 was also observed in the
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sense that densities with p € [p«, 1/2] U (1,00) lead to geodesically convex p-divergences,
where p, = 1/3 for space dimension d = 1 and p, = 1/2 for d = 2. For d > 3 only the range
p > 1 is admitted. However, only the convexity constant A equals 0 has been shown for all
p > 1. We now provide our result on the WFR Lojasiewicz in the following corollary.

Corollary 6.7 For power-like entropy energy with p € [—o0, %], the global Lojasiewicz in-

equality holds for the Wasserstein-Fisher-Rao gradient system with a constant c, > 15
-p

In relating those results to the aforementioned literature, we first note that geodesic con-
vexity implies Lojasiewicz inequality but only with a non-negative constant ¢ > 0. As the
dimension increases, Liero et al. (2023)’s result and the McCann condition have an increas-
ing power threshold for the value of p. For dimension d > 3, their intervals no longer overlap
with our threshold of p < % for the global Lojasiewicz in the Fisher-Rao geometry. Yet, we
are able to provide a further Lojasiewicz result that is weaker than (Liero et al., 2023)’s
geodesic convexity condition. We further compare our results with the literature in Table 2
for greater clarity. (Liu et al., 2023, Section 2.3.2) suggests that the Lojasiewicz inequality
for the Wasserstein-Fisher-Rao geometry holds whenever the Lojasiewicz inequalities for
the Wasserstein (LSI) and Fisher-Rao both hold. Improving on that, we do not require the
LSI type condition to hold for the Wasserstein dissipation at all. This is an improvement
in the understanding of dissipation mechanisms in the Wasserstein-Fisher-Rao geometry.
See Corollary 6.7. In fact, a close examination of the proof of Corollary 6.7 shows that the
condition can hold for more general flows than WFR, e.g., non-gradient flows, since the
Wasserstein part of the dissipation only needs to be non-negative.

6.2 Kernel discrepancies and entropy dissipation in kernelized geometries

We now consider entropy dissipation in the kernelized Fisher-Rao gradient flow. First, as in
the pure Fisher-Rao geometry in Lemma 6.2, the KL-entropy energy does not have “enough
slope” near the zero.

Lemma 6.8 Suppose the kernel k is bounded, i.e., ||k|lcc < oo. Then, there exists no
constant 0 < ¢ < oo such that

dp du du
— . — >c- . .
/ I log I K, log I dm > ¢ Dxr(p(t)||m) (6.10)

Therefore, there is no global Lojasiewicz inequality for the kernelized Fisher-Rao gradient
flow of the KL-entropy.

By Corollary 6.5, we find

Corollary 6.9 (Necessary condition for Lojasiewicz in kernelized FR flow of entropy)
Suppose the global Lojasiewicz inequality holds for kernelized-Fisher flow of power-like en-
tropy ¢, (1.15) energy. If the kernel is bounded, then p < %

A sufficient condition for the Lojasiewicz type results in kernelized geometries is unclear
at the moment. However, one contribution of this section is to show that the entropy
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dissipation in the kernelized gradient flows generates a class of discrepancies meaningful
for machine learning applications, in the form of interaction energy. Similar to the pure
Fisher-Rao and Wasserstein dissipation in (6.4), (6.3), we obtain the following.

Proposition 6.10 (Discrepancies via entropy dissipation in kernelized FR) The

dissipation of energy F in the kernelized Fisher-Rao gradient flow (FRy) is an interaction
energy and a kernel discrepancy between measures:

1) = [ ‘f;f: W (@) Kz,) ‘ff; (1] () dule) du(y). (6.11)

If the energy is the @-divergence energy, i.e., F(u) = Dy(u|m), then, the dissipation is

27 = [ [ L) (L) o) P (L) art)ant). 612

Specifically, for the power-like entropy (1.15), we find

) = s [ [ (( 0)' 1—1) k(x,w((jZ(y))p_l—l) du() du(y).

(6.13)

Specifically, we find the commonly used entropy dissipation as kernel discrepancies:
1. p = 0, the reverse KL energy, we obtain MMD?(u, 7) as its dissipation

IR () = / / () — 7)) Kz, y) (u(y) — 7()) dedy,  (6.14)

2. p= %, the squared Fisher-Rao energy,

2 (ulr) =1 [ [ (Vi) = Va@)) k) (Vi) - vVa@)) dVRE) Vi)

(6.15)

3. p =1, the KL-entropy energy,

2 () = [ [ 1o L@hie.)log LW @), (6.10)

4. p = 2, the y2-divergence energy,

I (pf) = // (jﬁ(ﬂv) - 1>2k(w,y) <3Z(y) - 1>2du(fc)du(y)- (6.17)

The MMD enjoys a computational advantage as it allows Monte Carlo estimation and does
not require the measures u, ™ to have common support. (6.14) reveals the insight that this is
due to the reverse KL-entropy dissipation structure. Furthermore, we obtain an interesting
insight regarding optimization
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Lemma 6.11 The gradient flow equation generated by the pure Fisher-Rao gradient system
with the squared MMD energy (M+, MMD?(-, ), FR) conincides with that of the kernelized
Fisher-Rao gradient system with the reverse KL-entropy energy (M™, Dy, (-|7), FRy), i.e

fr=—p-K-—m).

This means that solving the optimization problem min MMD? (, ) in the pure Fisher-Rao
H
geometry is equivalent to min D, (u|7) in the kernelized Fisher-Rao geometry.
m

It is already established that the dissipation of the KL-divergence in the Stein geometry
results in the Stein-Fisher information (Duncan et al., 2019), also referred to as the squared
kernel Stein discrepancy (KSD) (Liu et al.). First, we generalize this result.

Proposition 6.12 (Kernel discrepancies via entropy dissipation in Stein) Energy dis-
sipation in the Stein gradient flow follows

Stem //v k(z,y) sti (1] (y)dp(x)dp(y). (6.18)

For the p-divergence energy, i.e., F(u) = Dy(p|T),

zvul) = [ [ L@ve (L) e Love (L) droart). 619

In the case of the power-like entropy (1.15),

nun = [ [ (2@) v Eerenv o (Lw) " i@,
(6.20)

Specifically, we find
1. p =0, the reverse KL energy, we obtain KSD?(r|u), i.e., squared reverse KSD

5% (| m) = //Vlog Vk(x,y)V log j—( Ydr(z)dn(y). (6.21)

2. p= %, the squared Fisher-Rao energy,

zStem (u|m) = —4 / / F \mdw( Ydm(y). (6.22)

3. p = 1, the KL-entropy energy, we obtain KSD?(u|r), a.k.a. the Stein-Fisher informa-
tion

111 d
z5n i) = - [ [ Viog Lokt Viog L) dn@)dnt).  (©62)
4. p = 2, the y2-divergence energy,
111 d
B =~ [ [V E @)V L du@dnw. 20

Furthermore, we observe a new connection between the MMD and the KSD — they are both
generated by the reverse KL (0-th order power entropy) dissipation in kernelized geometries.
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6.3 Explicit connection between nonparametric regression and Rayleigh
Principle

In this section, we uncover a connection between the entropy dissipation in gradient flows
and the nonparametric regression

argmin { [ 7@) ) duta) + wu%} , (6.25)

feF

where y is some target functions such as the generalized force ‘;—5 (1] for Fisher-Rao and

velocity Vg—i [p] for Wasserstein. This can be further unified under the general MLE for-
mulation with negative log-likelihood

argmin NLL(f; y. 1), (6.26)
feF

where NLL is the negative-log-likelihood, e.g., 553 ||f — yl|22 + Al f||2, with variance o2
i W

We now give an explicit characterization that connects gradient flow dissipation geometry
with nonparametric regression. Since Fisher-Rao and Wasserstein type flows are based on
L? type geometries, we only focus on the least-squares type losses (6.25). Our main result

in this subsection is a connection between the nonparametric regression (6.25) and the
Helmholtz-Rayleigh Principle (Rayleigh, 1873).

Proposition 6.13 (Nonparametric regression as Helmholtz-Rayleigh Principle)
In approxzimate Fisher-Rao, Wasserstein, and Wasserstein-Fisher-Rao flows, the nonpara-
metric regression (6.25), where the target y is the velocity field of the corresponding (pseudo-
)Riemannian manifold, is equivalent to the optimization problem

d 1 A
ind —F(ul) + = |1f11% + 2|1 f1|% - 6.27
axgmind P + 5171 + 51013 ) (6:27)

Furhermore, solving the nonparametric regression (6.25) is equivalent to the minimization
problem in the form of the Rayleigh Principle (Rayleigh, 1875)

coed N L
argmin (DF, 1) + 5111173 + 51715

enerqy dissipation potential

Therefore, the approximation of the gradient flow via nonparametric regression (6.25) is
equivalent to searching for the approximate growth or velocity field f € F that maximally
dissipates the energy F, while regularized by its function class F, L? norm, and optionally
a regularization term %||f||3T

Remark 6.14 (Helmholtz-Rayleigh Principle) While our discussion around Proposi-
tion 6.13 is formal, it can be made mathematically rigorous in the form of the (Helmholtz-
)Rayleigh Principle (Rayleigh, 1873), also known as the mazimum dissipation principle; see
(Mielke, 2015, Proposition 5.2.1) for the rigorous statement. Our notation for the dissipa-
tion geometry R, R* is also due to the Rayleigh dissipation function.
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As discussed in the previous subsection, the reverse KL entropy dissipation generates
the MMD. Using Proposition 6.13, we show further connection to tools in machine learning
in the following examples. First, Proposition 6.13 specialized to the Wasserstein setting
gives a connection to generative models.

Example 6.2 (Wasserstein case as implicit score-matching) A standard technique for
solving a score-matching problem is the implicit score-matching (ISM) for solving regression

argmin || f — Vlog 2|2, . (6.28)
fer ™o

Apply Proposition 6.15 (with A = 0) in the Wasserstein setting with the KL entropy energy,
we recover the ISM result (Hyvarinen; Vincent, 2011)

argmin {—(f,Vlog'uﬁ;g + 1 £1132 (12F) / (f2 +div f + f - Vliogn) ,u} . (6.29)
feF T Z

In practice, the estimatorf in (6.29) can be fitted using, e.g., deep neural networks, and used
as the velocity field to update the particle locations, i.e., performing Langevin update X1 <
Xi+7- f(Xt). This technique has also been applied with neural network approrimation for
sampling by Dong et al. (2022).

Going beyond Wasserstein, specializing Proposition 6.13 to the Fisher-Rao setting re-
sults in a commonly used tool in machine learning applications.

Example 6.3 (Reverse KL dissipation in approximate FR?> and two-sample test)
Let the energy functional be the reverse KL (0-th order power) entropy dissipation F(u) =
Do(u|m). Energy-dissipation formulation of nonparametric regression (6.27) is equivalent to
the weak-norm formulation

1 A
sup{ [ £au=m - S - 51013}

fer

We have already seen this type of weak-norms in the de-kernelized and flattened geometries.
Specifically, the choice F as the RKHS gives a reqularized version of the MMD. Weak-norm
formulations, often termed the integral probability metric (IPM), are also commonly used in
machine learning applications such as generative models (Nowozin et al., 2016), two-sample
testing (Gretton et al., 2012), and robust learning under distributional shifts (Zhu et al.,
2021).

Another implication of Proposition 6.13 is that the Stein gradient flow can not be cast
in the form (6.27) since kernel smoothing is not an M-estimator, i.e., it cannot be written
as the solution of an optimization problem like (6.25). However, it is possible to cast it as
a local regression; cf. texts in nonparametric statistics (Spokoiny, 2016; Tsybakov, 2009).

Example 6.4 (Approximation in the Stein setting as local regression and MLE)
The particle approzimation scheme for the Stein PDE (1.4) was first proposed as the SVGD
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algorithm by Liu and Wang (2019). We now cast the approximation in the Stein setting as
local regression and thus local MLE

oF

0 =V~ [u] (2)

2
!
" dzw } (6.30)

ty = div(pg - ve),  v(x) = argmin{/u(:c Ye(x' — )

0cRd

where the regression is now locally weighted using the shift-invariant kernel k(z' — x). This
problem admits a closed-form solution as a kernelized velocity

k(x — ) OF N1
ve(x) = / fﬂ K@ — ) dx’va [pe] (") da”. (6.31)

Given data samples {x;}I¥,, we obtain the kernel smoothing method known as the Nadaraya-

N k: :v) op

OF
Watson estimator 0(x = Z - V— ] (x;), which is the SVGD velocity
i=1 z 1

with a normalized kernel.

Example 6.5 (Nadaraya-Watson estimator in the kernelized Fisher-Rao setting)
Similar to Stein, in the kernelized Fisher-Rao setting, we have

: : oF 2
fir = —pe -1, me(x) = argmm{/u(m V(2" — ) |0 — Su (4] () dxl}y (6.32)
gcRd H
with the closed-form solution as a kernelized growth field
k(x' — x) OF
= ! — "da' 6.33
) = [ ) e gy ) () (6.3

N

: 1 k(x; — x) oF
and a Nadaraya- Watson estimator #(x) = — Y —F—— [et] (4).
N ; S k(e — ) Om

In particular, setting the energy as the 0-th order power entropy dissipation F(u) =

Do(p|m) in (6.33), we obtain growth field [ f]f(—;'f)w (u(z') — m(2')) da’. Given two

samples {x;}N., ~ p and {2/}, ~ 7, A sample based estimator of the growth field is the
difference between two kernel density estimators

N

)= — 1Zk(x~—x)—1ikz(x'~—:r)
Sl k(ei—2) \N 1 M C)

i=1 i=1

6.4 Energy dissipation in kernel-approximate flows: formal arguments

To set the stage for the evolutionary I'-convergence results in Section 6.5, we now analyze
the energy dissipatioin in the kernel-approximate gradientn flows. First, we examine the
kernel-regularized Fisher-Rao setting studied in Section 3.1. For the RKHS approximation
in this paper, we may use the standard approximation theory characterization, e.g., (Cucker
and Zhou, 2007, Chapter 8), which was applied to the Stein setting by He et al. (2022).
One difference is that we do not make the assumption that ‘;—5 (1] € range(KC,%). In the
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Wasserstein or the Fisher-Rao setting, the regularity of ‘;—Z [u] or V%—i [1] is determined by
the gradient system and geodesic structure introduced in Section 2. It is not clear whether
the range condition £ € Range(lCZ) can be satisfied in any meaningful gradient systems.

Furthermore, since K, is a compact operator, hence the quantity 1K, 2 € H%z is unbounded.
m

Instead, we rely on regularization to avoid unbounded estimate. We emphasize that the
following arguments are merely formal and we provide a rigorous justification in Section 6.5.

Proposition 6.15 (Energy dissipation of kernel-approximate Fisher-Rao flows) For
0 < s <1, the energy dissipation satisfies

d oF oF

P 00) < =l bl +X1 (G A1) T

FR dissipation approximation error

Note that the estimate || (IC,, + Ald) "2 SH%Z is finite for any fixed A.

The implication of the above estimate can be seen in the following scenario. Suppose
the Lojasiewicz condition in the pure Fisher-Rao geoemtry holds, i.e.,

150 01 = e (P~ P ). (6.3

Note that we have already justified the global Lojasiewicz inequality holds for the power-like
entropy energy satisfying our threshold condition. By the generalized Gronwall’s lemma,
the energy decay of the approximate Fisher-Rao gradient system satisfies the following
estimate. For 0 < s <1,

F(u(T)) —inf F(p) < et <F(u(0)> — inf F(u)>

FR flow

T (T t) S5 (SF 2
+/ e T8 X3 (K, + A1) ™2 7 [1t] ”Lit dt. (6.35)
0

approximation error

As mentioned, those are merely formal arguments and do not justify the asymptotic
convergence behavior. However, based on our characterization of the entropy dissipation
in the pure Fisher-Rao geometry, we expect the approximation such as in Proposition 6.15
to be close. Next, we give a rigorous justification, at the rigor level of applied analysis, of
convergence as A — 0 for the kernel-approximate Fisher-Rao flows.

6.5 Evolutionary I'-convergence at the approximation limit

As the regularization parameter A — 0, techniques from approximation theory and statistics
can be used to show consistency for fized time t point-wise. That is, the regression problems

such as (3.7) (4.6) yield the velocity v; or growth r; that converge to the target counterpart,
+
e.g., vt A0 V‘;—i [i¢] for fixed t. However, this point-wise convergence does not directly
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imply the convergence or the existence of the approximating gradient systems. For example,
it has not been shown that the approximate system generating iy = — -4 in (3.7) converges
to the pure Fisher-Rao gradient system.

Different from the point-wise convergence of regression problems, we now rigorously
justify this approximation limit of the gradient systems using evolutionary I'-convergence
in this section. We focus on the kernel approximation to the Fisher-Rao gradient system
in Section 3.1; see (3.7), (3.6). Note that the rigor level of this subsection’s analysis is
elevated above the rest of the paper, i.e., not merely formal arguments. A rigorous result
for the approximate Wasserstein(-Fisher-Rao) setting is beyond our current scope due to
the technicality involved.

For general curves u : [0,7] — X, where X denotes the state space, we define the
dissipation functionals © ) as

T
Da(u) ¢=/0 (Ra(u(t), 4(t)) + R (u(t), =DF (u(1)))) dt,

T
Do(u) = /O (R(u(t),a(t)) + R* (u(t), =DF(u(t)))) dt.

The energy-dissipation principle (EDP) states that, under suitable technical assumptions
(cf. (Mielke, 2023, Theorem 3.9)), u : [0,7] — X is a solution to the gradient-flow equation
(2.2) if and only if it satisfies the following energy-dissipation inequality:

F(u(t)) + Dx(u) < F(u(0)). (6.36)
Thus, ®, intrinsically encodes the gradient-flow dynamics.

Definition 6.16 (EDP-convergence) A sequence of gradient systems (X, F,Ry) is said

to converge in the sense of the energy-dissipation principle (EDP-converge) to (X, F,R),

shortly written as (X, F,R)) EDp (X, F,R), if Oy I'-converges to Dy with bounded energies

for allT >0, i.e.,

(Tinf) wy —w and  sup  F(up(t)) < oo = liminf D) (uy) > Do(u),  (6.37)

A>0,0<t<T A—0+
(Tsup) Va e L*([0,T);X) 34y with  sup  F (Uy(t)) < o0o,:
A>0, 0<t<T
uy — u and limsup D) (uy) < Do(u). (6.38)
A—=0

Recall that the dissipation geometry of the regularized-approximate Fisher-Rao gradient
system in Section 3.1.

1 du 1\ Ou . 1 -1
Ry (p,u) = §<%, (Id+AE, ) %>Lg, Rorr, (p,€) = S (& (KptATd) ™ Kp€) 1.
A useful observation is that R, (p, u) is decreasing with decreasing A. In fact, it is even
affine. Since the Legrendre transform is anti-monotone, Ry.fr, (p,u) is increasing for A
decreasing to 0. To avoid technicalities, we do not show full EDP-convergence, but only
the I-liminf estimate (6.37), this means we stay in the I'-convergence framework of Serfaty
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(2011). This will be enough to conclude that solutions p) of the regularized gradient-flow
equation of (M, F, Ry, ) converge to solutions u of the pure Fisher-Rao gradient-flow
equation of (M™, F, Re), see Corollary 6.18.

Theorem 6.17 (I'-convergence of the kernel-approx. FR gradient systems)
Assume that the functional F : M — R satisfies the following assumptions:

the A\-FRy-dissipation p — R rr, (1, %(M)) is weakly lower semicontinuous. (6.39)

Then, the dissipation functional Dy for the reqularized approximate Fisher-Rao gradient
system (M™T, F,Ryr,) satisfies the T-liminf estimate (6.37).

Proof. As in Serfaty (2011) we decompose ) = @g\ate +©S/’\10pe into a rate part and a slope
part:

T T
0 (0) = [ R, (et and D370 = [ RS, (1 3 0) .

(A) Extraction of a converging subsequence. By standard arguments, it is sufficient to con-
sider a family (ux)a>o of curves with ©)(py) < C < oo. Using Ry, > R we obtain
fOT |1y |2 (t)dt < C. This implies that there exists a subsequence (not relabeled) and a limit
curve g with

T
/0 o)At < C and Ve [0,T]: pa(t) = polt), (6.40)

where weak convergence is meant in the sense of testing with continuous functions.

(B) I'-liminf estimate for D%, For this we exploit Ry fr, > Rrr = %\ W3

: : rate . : rate : : T 1 T 1 rate
i 6 D5 12) > iy 5 (i) = liyint [ Sl (02t > [ Sl et = D5 (o).

(C) T-liminf estimate for @ibpe. To treat the slope term we use the monotonicity R} g, >
R ey for 0 < A < 6 and the weak lower semi-continuity assumed in (6.39). For fixed 6 > 0
we have

hrf\ljonf Ry-rr, (17, %(M)) > hlf\ljonf Ri-rri (1, %(MA)) > Rirre (1o, %(MO)%

where the last estimate follows because of (6.39). Integration over ¢ € [0, T|, Fatou’s lemma
yields

T
.. .. * 6
ling inf DI (1) > / lim inf RS pr, (2, O (10)) dt > D5 (1)~ D5 (o),
0

where the last convergence follows by the monotone convergence principle.
Hence, the desired I'-liminf estimate for ©) = D} + @ilOpe is established. m

The above result allows us to conclude that the solution of the approximate Fisher-Rao
gradient flows converges to that of the pure Fisher-Rao.
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Corollary 6.18 (Convergence of Gradient flow solutions) Let uy be a sequence of
solutions to the regqularized Fisher-Rao gradient system (M™,F,Ryr,) in the sense of
energy-dissipation balance. Assume that the assumptions of Theorem 6.17 are satisfied.
Suppose that for all t € [0,T] we have px(t) — wu(t) and that F(ux(0)) — F(u(0)) < co.

Then, u : [0,T) — (M™T,FR) is absolutely continuous and a solution to the Fisher-Rao
gradient system (M™, F,FR).

Proof. By Theorem 6.17 we know that u satisfies

T
/0 Alr(?dt < 0o and  F(u(T)) + Do(p) < F(u(0)).

The last relation follows by the EDP for py, namely F(ux(T)) + Da(pn) < F(ux(0)) (see
(6.36)) and the limit passage A | 0. Now exploiting the EDP for A = 0 we see that u is a
solution for (M™, F, Rg). m

Thus far, we have answered the question we posed earlier: the approximate flow, using a
regression formulation such as (1.12), is indeed a gradient flow that converges to the target
gradient-flow system such as the Fisher-Rao gradient flow, in the sense of evolutionary
I'-convergence. This provides the mathematical basis for “learning” the flow for machine
learning applications.

7 Other related works

There is a well-studied line of works using regularized energies of the Wasserstein gradient
flow (Carrillo et al., 2019) and Fisher-Rao gradient flow (Lu et al., 2023). While closely
related, our work differs significantly in 1) the focus on modifying the dissipation geometry
and the gradient structure instead of the energy — our flows use the same energy as the
target flow. 2) the focus on regression type approximation (3.7) and (4.6) instead of relying
on convolution and letting the kernel bandwidth go to zero. Point 2) is important as it
lets us use straightforward replacement of the kernel machines with deep neural networks.
Furthermore, Section 6.3 shows a direct connection between our regression formulation and
the Rayleigh Principle for gradient flows. Related to kernel methods and Wasserstein flows,
Arbel et al. (2019) studied the Wasserstein gradient flow of the MMD. In comparison, we
have investigated the dynamics of generalized gradient flows (not necessarily Wasserstein)
and their dissipation geometries, which should not be confused with the WGF with different
energy objectives. There also exist works such as (Divol et al., 2022) that characterizes the
statistical error in the setting of approximating the optimal transport map using the static
formulation when computing the Wasserstein distance. Marzouk et al. (2023) also took
a nonparametric regression perspective for ODE learning. Although their results do not
concern gradient flows. Compared with works such as (Liu et al., 2023; Lu et al., 2023), our
discussion in Example 6.1 distinguishes our results regarding the pure FR dynamics from
theirs. Furthermore, our analysis covers a spectrum of power-like entropies with an explicit
convergence threshold of p = % Lastly, there exists a large body of works that use gradient
flows such as Langevin or birth-death dynamics to analyze neural network training, which
we do not exhaust here.
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8 Further proofs

Proof of Lemma 3.6. By definition, MMDP?(y,v) = ||[Kp — Kv|f},. We introduce the
auxiliary variable f = [ k(z,-)du(x), then apply the Lagrange duality to the constrained
optimization problem

it |7~ Kol st f= [ ka)duo)

Finally, we associate the equality constraint f = [ k(z,-) du(x) with the dual variable
h € H. By the first order optimality condition,

1
2-(f —Kv)=—h, f:le—ﬁh. (8.1)
Hence,
2 h 2 1 2

MMD*(p,v) = sup [ hd(v —p) + |5 113 — 5I7ll% (8.2)

heH 2 2

1
= sup [ (v~ p) = Gl (8.3)
heH

The optimizing h* can be further obtained by directly solving the quadratic program. m
For aesthetic reasons, we need the following lemma whose derivation is an exercise in convex

analysis.

Lemma 8.1 For a scaling parameter 7 > 0, we find

1 T
3 MMD2(1,0) = sup. [ (= v) = J1hle (8.4)
T heF 2

Proof of Theorem 3.7. We derive the force-kernelized MMD gradient flow, i.e., we

1
replace the differential & with its kernelization K3,& by Definition 3.1. The boundary
conditions of (3.11) are trivially equivalent to ©(0) = v, u(1) = p. Following the dynamic
definition of the Stein distance, the cost of the trajectory optimization problem in the MMD
formulation %H&H% = %(&,IC*l{t} 1z, as well as the dual dissipation potential, should be
replaced with an additional (weighted) K., operation by

1, 1.1 1.3 1 2
5<IC K& K2 K5 12 :§H§t||L2(m)'

Using this gradient structure, the MMD gradient-flow equation is obtained as
IC[L = _Kutgt-

Since the convolutional operator K is positive definite, this gradient-flow equation is equiv-
alent to the reaction equation in (1.11), i.e., it = —p - &. Therefore, we have recovered the
Fisher-Rao geodesics. m
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Proof of Proposition 3.9. If s = 0, then w(0) = v. By Fenchel-duality, the linearized
FR can be written as

Ly, = Sy Le
sup [ Calu—v) = 318 = sup [ (¢ (G -1 =3¢ ) aw

_ / <3]‘/‘ _ 1)2 dv = D2 (ulv),

hence the equivalence to the y2-divergence. The case of s = 1,w(1) = p is similar.

If s =1, then w(3) = 1(\/& + V)% We find

[ (¢ e 1) e

— \/ﬁ_\/; 2. y2 €T = — V2 = 2 v
~ [1(E%) - V) e = 4l = VAl = R, (65)

Proof of Proposition 4.2. Let V(; € VC§° be the test function with zero boundary
condition. Taking time derivative along the flow solution,

% / Geft (proguct) /atCt,ut + / GOt (dynzics) /atCtNt - /Ct div(IC_1V§)
12E) / ByCoptr + / / K 3V 3Vedrdt. (8.6)
Completing the squares for the last term
///c—%vgt/c—évgdxdt:/dt [//c—évgt/c—évgdx
— 5 (K36 + 3Vl ) + 5 (I3 va2 + H/c%vstu%zﬂ
— 5 [ At T-IVE — Vel + VG + 196l
Integrating (8.6) w.r.t. time ¢ and rearranging the terms
1 2
5 [ V&
— [Gdm =G~ [ [aG-mazar—5 [IVGIRar+ 5 [19¢- Vel 1)
We now consider the duality in the optimization problem of the BB-formula, i.e.,

1
inf / V& |3, dt = supinf (RHS of (8.7))
Ep 2 ¢ &
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The crucial feature of (8.7) is that the term 3 [ | V¢, ||3,dt is independent of the measure p;.
Therefore, in order for the infimum w.r.t. p to be finite, we require the condition 9,(; < 0
to hold. At optimality, we recover the adjoint equation in the Hamiltonian dynamics

atC = O’

i.e., ¢ is a time-independent (static) function. Hence, the optimization problem is greatly
simplified to a static setting, which is in contrast to the Wasserstein and Stein settings. We
find

1. 1
- ~1nf/ V&5, dt = sup {/Cd(m — o) — ||VC||3{}
2 ¢p ¢ 2

Noting the scaling in the dual formulation from Lemma 8.1, we find that the transport cost
coincides with the static Kantorovich dual formulation. m

Proof of Lemma 6.2. This can be seen easily by calculating the KL-entropy dissipation

d dp

T(u(t)) = < Dxw (1)) = (log T, K log ) 1y

dp du duy du duy 2
— 1 _ . log—dm < ||kllec - | = |log —— | dm. .
[ o 2 Ketog P dr < bl [ F (log ) ar. (3)

Similar to the pure Fisher-Rao geometry in Figure 2, this last quantity decays to zero
as % — 0% while the KL-entropy itself does not. Hence, by the analogous argument in

Lemma 6.2, no global Lojasiewicz condition can hold. m

Proof of Corollary 6.5. According to the previous result we need to find ¢, = ¢, which
is given via
1 . op(s)
— = sup P,(s) with ®,(s) = ———.
Cp  0<s#1 i P 8(%(5))2
Obeserve that ¢y /5(s) = 2(y/s — 1)2 implies ®,/5 =1/2, and hence ¢; /5 = 2.
The derivative of the power-like entropy generator (1.15) is

1 1
p(s) = —— - ("7 = 1) for p e R\ {0, 1}, ¢fy(s) =1 =, ¢li(s) = logs.
p—
For general p € R, explicityly calculating
p—1 sP—p(s—1)—1
p s(sp=t—1)2 7

Pp(s) =

we easily verify that ®,, is continuous at the s = 1 and hence continuous on (0, o). Moreover,
we have ®,(s) = max{0,1—p} for s — co. For s — 0 we obtain ®,(s) — oo for p > 1/2
and ®(s) — 0 for p < 1/2.

Thus, we conclude sup @, = oo for p > 1/2. For p < 1/2 a closer inspection shows that
sup ¢, = 1—p. and hence ¢, = 1/(1—p) as stated. m
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Proof of Corollary 6.7. Lojasiewicz inequality in the WFR geometry reads
oF

oF
2 2
_ i > e —
15 1 g + 195 il = e (F () = F(m). (59)
By our power threhold condition, for p € [—oo, %], the constant cpr = ﬁ satisfies

15 W g 2 cre - (F() = F(m).

Since the dissipation of the Wasserstein part is always non-negative, we trivially have

OF OF
15,0 I 35+ IV 5 35 > e (F(w) = P(m)) +0,

which is the desired statement. m

Proof of Proposition 6.10 and Proposition 6.12. For the p-divergence energy
dissipation in kernelized Fisher-Rao gradient flow,

d d d
R}, / L / W
I, (nlm) = =4 Delullm) = —(p (dﬂ) o (dﬂ_))Lz

D[ [0 o (L) man L) (L) i)

For the ¢-divergence energy dissipation in Stein gradient flow,
~ d d
Stein M .
I8 () = —Emwum ¢ () i (v () s
SH
dm

= f s (o) o (2

Other calculation is straightforward. m

) drle)an(y)

Proof of Proposition 6.13. The proof is formal. Consider the Fisher-Rao type approx-
imate flows [L{ = —u{ - ft where the approximate growth field f is obtained by solving the
nonparametric regression (6.25). Here, the target of the regression is DF', the derivative of

energy F' in the respective geoemtry, e.g., in the sense of Fréchet. Then,

If =DFIL= + %= £z, - 2/, DF) 2, + IDFZ2 + Al fII%
K 1% I

d¢

In the Wasserstein type approximate flows pi; = div(uy - fi), a similar derivation with IBP
yields

d
=2 —F(uf) + IFIZ2, +AIFI% + IDFIZ: -
2 1%

I£ = VDFIEs +AlfI% = 1fI52 —2(.VDF)z2 + [DFI3: + 73
I

(I]iP) d

th(Mt) + Hpr +AI£I% + HVDFHLz :
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Combining those two cases, we obtain the similar formulation for the Wasserstein-Fisher-
Rao type flows,

lg—=DFI2: +[h—VDFI2: +(lgl% + [0l3)
Hg,h ,u,g’h

d h
=2 —F(ul") +lglli=  + k17 + Mgl + 121F) + DFI72 + |VDF|[7. .

dt u9:h 9:h uf u9:h
By setting the product f = g® h, we observe that the formal calculation in different geome-
tries above results in the same optimization objectives on the right-hand sides independent
of the dissipation geometries. m

Proof of Proposition 6.15. For constant 0 < s <1 and a set of orthonormal bases {e;}
of L?
23

d . SF .. oF .. GF
o (P~ P ) = =G by, =~ I (A1) K S g
O OF A OF > OF .
——|5u[u]||L3+;UjH~\<M[u],ej> =135 i
2
OF
A\ )<m [udﬂﬁ‘ JF _s OF
A — | iy YR | 2 Ad)"2 2
Y () s < 5 bl A0 AT S

J

9 Discussion

Historically, geometries over probability measures such as optimal transport and informa-
tion geometry had a tremendous impact on computational algorithms in optimization and
statistical inference. It is our hope that the new geometric structure studied in this paper
can motivate downstream applications and further investigations.

For example, in this paper, we used kernel approximation due to its simplicity and
well-established approximation theory. In modern machine learning, practitioners often
use nonlinear models such as deep neural networks and scalable approximations of kernel
machines. With our nonparametric regression formulation, it is straightforward to use those
learning models.

In terms of generative models, we observe a direct correspondence of our nonpara-
metric regression formulation in Proposition 6.13 to generative models such as the flow-
matching (Lipman et al., 2022) and score-matching (Song et al., 2020) algorithms. The
advantage of our characterization using the Rayleigh Principle in Proposition 6.13 is that
it does not designate a specific geometry, i.e., matching of quantities such as score, velocity,
force, and growth can be expressed in the same formalism of the Rayleigh Principle.
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As a final remark, we wish to comment on the asymptotic behavior of the functional
inequality for the approximate systems, e.g., in Table 1. Although we have provided state-
ments such as in Proposition 6.15 with an upper estimate for a finite regularization pa-
rameter A, we have not yet proved that there always exists a finite A such that the flow in
the approximate geometry satisfies the functional inequality. However, motivated by the
I’-convergence in Section 6.5, our hope is that the approximate Fisher-Rao gradient flow
with nice energy, e.g., power-like entropy with p < %, can satisfy a Lojasiewicz inequality
for some small A > 0. As a consequence, we expect the resulting approximate flows with
a small regularization parameter A\ to exhibit a similar convergence behavior as the target

flows.
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