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Abstract

Existing studies addressing gender bias of pre-001
trained language models, usually build a small002
gender-neutral data set and conduct a second003
phase pre-training on the model with such data.004
However, given the limited size and concen-005
trated focus of the gender-neutral data, catas-006
trophic forgetting would occur during second-007
phase pre-training. Forgetting information008
in the original training data may damage the009
model’s downstream performance by a large010
margin. In this work, we empirically show that011
catastrophic forgetting occurs in such methods012
by evaluating them with general NLP tasks in013
GLUE. Then, we propose a new method, GEn-014
der Equality Prompt (GEEP), to improve gen-015
der fairness of pre-trained models with less for-016
getting. GEEP freezes the pre-trained model017
and learns gender-related prompts with gender-018
neutral data. Empirical results show that GEEP019
not only achieves SOTA performances on gen-020
der fairness tasks, but also forgets less and per-021
forms better on GLUE by a large margin.022

1 Introduction023

Pre-trained language models, e.g., BERT (Devlin024

et al., 2019) and RoBERTa (Liu et al., 2019), have025

shown competitive performance in a wide vari-026

ety of NLP downstream applications. However,027

such models are often prone to exhibit gender bias028

(de Vassimon Manela et al., 2021; Zhao et al., 2019;029

Webster et al., 2020), due to their large scale un-030

supervised training data from the web (Liu et al.,031

2019; Brown et al., 2020). Gender bias refers to032

unbalanced model behaviors with respect to a spe-033

cific gender (Cheng et al., 2020). Among various034

gender-biased behaviours of pre-trained models,035

bias on professions is the most prominent and well-036

studied (de Vassimon Manela et al., 2021; Vig et al.,037

2020; Qian et al., 2019; Zhao et al., 2019). For ex-038

ample, in coreference resolution tasks, a pre-trained039

model would predict female pronoun and names040

for professions like “nurse” and “housekeeper”,041

while predict male pronouns for “computer pro- 042

grammer” or “doctor” (Kurita et al., 2019). The 043

pre-trained models also wouldn’t prefer gender- 044

neutral pronouns actively, which is unfair to other 045

gender identities beyond males/females (Deutsch 046

and Buchholz, 2015). 047

Given the large model size and tremendous time 048

complexity for language model pre-training, train- 049

ing a gender-neutral model from scratch with man- 050

ually filtered data seems impossible for most orga- 051

nizations. Due to this limitation, existing studies 052

usually build a relatively small gender-neutral data 053

set (for example building a data set that have more 054

balanced gender pronouns for profession names), 055

and conduct second phase pre-training on the pre- 056

trained model with such data (Webster et al., 2020; 057

de Vassimon Manela et al., 2021). However, given 058

the limited size of the gender-neutral data and its 059

potential distributional mismatch with the original 060

pre-training data, catastrophic forgetting can oc- 061

cur during second-phase pre-training of such meth- 062

ods. Catastrophic forgetting (Kirkpatrick et al., 063

2017) is a long-standing problem which illustrates 064

the tendency of a neural network to forget previ- 065

ously learned information upon learning new infor- 066

mation. When it comes to further training a pre- 067

trained model, using the small gender-neutral data 068

to update the entire massive model could make the 069

model forget the diverse information from the orig- 070

inal pre-training data, which damages the model’s 071

downstream performance by a large margin. 072

In this paper, we first empirically verify that 073

further updating a pre-trained model (such as 074

RoBERTa (Liu et al., 2019)) with manually-built 075

gender-neutral data can cause catastrophic for- 076

getting. We follow existing work and build our 077

profession-related gender-neutral data set by fil- 078

tering out Wikipedia sentences mentioning profes- 079

sions and swapping their gender related pronouns. 080

We find that although our gender-neutral data is 081

from Wikipedia which is part of RoBERTa’s pre- 082
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training data, the model’s performance on down-083

stream tasks in GLUE (Wang et al., 2018) still084

drops with a considerable margin after second-085

phase pre-training, due to the smaller size and more086

concentrated focus of the gender-neutral data.087

Therefore, we propose a new method, GEnder088

Equality Prompt (GEEP), to alleviate gender bias089

of pre-trained models without catastrophic forget-090

ting. Specifically, inspired by recent prompt-tuning091

methods (Lester et al., 2021) for fine-tuning large092

pre-trained models, GEEP freezes the entire model,093

adds and updates new word embeddings of profes-094

sions as gender equality prompts, instead of up-095

dating all model parameters at second-phase pre-096

training as previous methods. Since all the pre-097

trained parameters are frozen during further train-098

ing, diverse information from the original train-099

ing data preserved in the pre-trained parameters100

is not erased. Therefore forgetting can be allevi-101

ated to large extent. Moreover, since the embed-102

dings of professions are re-initialized when debi-103

asing training starts, gender bias from previous104

data that is embedded in such representations is105

already removed before second-phase pre-training.106

Therefore, GEEP also improves gender fairness of107

the model more effectively with much fewer itera-108

tions. Empirical results show that GEEP not only109

achieves state-of-the-art performances with fewer110

iterations on various gender fairness tasks such as111

pronoun coreference resolution, but also forgets112

less and achieves better results on GLUE tasks.113

2 Related Work114

Compared with the existing work focusing on quan-115

tifying and alleviating gender bias (Bolukbasi et al.,116

2016; Caliskan et al., 2017; Zhao et al., 2018b; Go-117

nen and Goldberg, 2019; Sun et al., 2019; Garg118

et al., 2018; Zhao et al., 2018a; Bolukbasi et al.,119

2016; Zhao et al., 2018b) in standard word embed-120

ding models, such as word2vec (Mikolov et al.,121

2013) and GloVe (Pennington et al., 2014), gender122

bias in large pre-trained language models seems123

less studied. Recent work on gender fairness of124

pre-trained language models, such as ELMo (Pe-125

ters et al., 2018) and BERT (Devlin et al., 2019),126

mostly focus on showing and measuring the gen-127

der bias embedded in such models (Zhao et al.,128

2019; Tan and Celis, 2019). These studies propose129

metrics to quantify gender bias in pre-trained lan-130

guage models (de Vassimon Manela et al., 2021;131

Tan and Celis, 2019; Webster et al., 2018; Kurita132

et al., 2019). In our work, we employ such methods 133

to evaluate GEEP and baseline methods on improv- 134

ing gender fairness. Existing works focusing on 135

mitigating gender bias of pre-trained models usu- 136

ally collect and build gender-neutral data on their 137

own and conduct a second phase pre-training on the 138

released pre-trained model (Webster et al., 2020; 139

de Vassimon Manela et al., 2021; Cheng et al., 140

2020). In this work, we demonstrate empirically 141

that the performance of the debiased model on gen- 142

eral downstream tasks such as GLUE, still drops 143

by a considerable margin after such second-phase 144

pre-training. Then, given this phenomenon, we pro- 145

pose GEEP to alleviate gender bias in pre-trained 146

models without forgetting. 147

3 Improving Gender Fairness without 148

Forgetting 149

In this section, we first describe the gender-neutral 150

collection method we adopt from existing methods 151

and the forgetting issue in such methods. Then 152

we describe the proposed method GEnder Equality 153

Prompt (GEEP). 154

3.1 Profession-Related Gender-Neutral Data 155

Collection 156

We follow existing work to build a profession- 157

related gender neutral data set since profession- 158

related gender bias is a relatively well-studied as- 159

pect of gender bias. To construct profession-related 160

data with equal numbers of references to male and 161

female genders, we adopt the data filtering method 162

by (Zhao et al., 2018a) on the English Wikipedia 163

corpus. Specifically, we filter Wikipedia for sen- 164

tences containing at least one profession that is sup- 165

posed to be gender-neutral but generally viewed 166

with gender bias, e.g., nurse, defined by (Boluk- 167

basi et al., 2016). For each of these sentences, we 168

swap the gendered terms with their opposite gen- 169

ders (such as “Man” →“Woman”, “he”→“she”, 170

and vice-versa). We also provide an analysis of 171

the processed data in Appendix A.8. Our dataset 172

includes both the original profession-related sen- 173

tences and their gender-swapped counterparts. We 174

get 6.1GB of profession-related gender-neutral text 175

data. Compared with the original pre-training data 176

of RoBERTa (160GB in text size from various 177

sources), the gender-neutral data we have is smaller 178

and less diverse. 179

After the gender-neutral data set is built, a com- 180

mon approach to mitigate gender bias in pre-trained 181
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Figure 1: Difference between SPPA and GEEP methods. Blue boxes represent the parameters of the pre-trained
model before any further training and yellow boxes show updated parameters during second-phase pre-training
(SPPA). SPPA requires updating all the pre-trained model’s parameters. In contrast, GEEP only adds and updates
new embeddings of biased professions such as wpi . Gray boxes are the original embeddings of professions which
are not updated/used in second phase pre-training or the training/inference after that.

language models is to conduct second-phase pre-182

training to update all model parameters with this183

data set. We refer to such methods as SPPA184

(Second-Phase Pre-training for All parameters). In185

Section 4, we empirically show that SPPA methods186

lead to forgetting and the model’s performance on187

NLP benchmark GLUE drops by a large margin.188

3.2 Gender Equality Prompt Approach189

To alleviate forgetting while mitigating gender bias190

in pre-trained language models, we propose GEn-191

der Equality Prompt (GEEP). In GEEP, instead192

of updating all model parameters during second-193

phase pre-training, we freeze all of the pre-trained194

model parameters and add new trainable embed-195

dings for profession names as gender equality196

prompts. Since all previous pre-trained parame-197

ters are frozen, diverse information from original198

massive pre-training data that are memorized by the199

pre-trained parameters wouldn’t be erased. There-200

fore, the forgetting of information from the original201

training data can be alleviated to the fullest extent.202

Let X = {x1, x2, ...xn} denote the original vo-203

cabulary of the pre-trained model and Wx ∈ Rn×d204

be the original pre-trained token embedding matrix205

of the model with dimension of d. Given a set of m206

profession names, {p1, p2, ..., pm}, we build an em-207

bedding matrix Wp ∈ Rm×d where the embedding208

of each token is initialized randomly. To obtain an209

integrated word embedding matrix, we concate-210

nate Wx and Wp as Wemb = Concat(Wx,Wp).211

We note that we concatenate them along the di-212

mension of words/tokens instead of in the embed-213

ding space. After concatenation, the model’s rep-214

resentation size (hidden) remain unchanged. Dur-215

ing both second-phase pre-training and the train-216

ing/inference after that, once a profession occurs,217

we only update/use its new embedding in Wp. We218

show the comparison between GEEP and other219

second-phase pre-training methods in Figure 1. 220

Given all the pre-trained model’s frozen parameters 221

Wwhole that contains Wx, the objective function 222

of second-phase pre-training of GEEP is, 223

L(xmasked|xcontext,Wwhole) (1) 224

=
1

Nmask
(

Nmask∑
t=1

− log pθ(xt|xcontext,Wwhole)).

(2)

225

Nmask is the number of masked positions in the 226

input sequence x. With such an objective, Wp is 227

updated with gender-neutral data. Moreover, since 228

the embeddings of professions are re-initialized 229

when debiasing training starts in GEEP, gender bias 230

from previous data that is embedded in such rep- 231

resentations is already erased before second-phase 232

pre-training. Therefore, it is also easier for GEEP 233

to debias the model during further pre-training. We 234

note that GEEP can lead to a slight increase of 235

the original model’s parameter size. We report the 236

scale of the increase and its effect in Appendix A.7. 237

4 Experiments 238

In this section, we present the results of GEEP and 239

its baselines to show that GEEP achieves state-of- 240

the-art performances on gender fairness tasks while 241

alleviating the forgetting issue of the baselines. 242

4.1 Experimental Setup 243

In our experiments, we mainly use the publicly 244

released RoBERTa-base model as the pre-trained 245

model. We have also conducted experiments on 246

publicly released BERT during preliminary explo- 247

rations. Details on BERT experiments are in Ap- 248

pendix A.9. Given a pre-trained RoBERTa-base 249

model, we compare GEEP with two main baselines. 250

The first baseline is the pre-trained RoBERTa-base 251
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Table 1: Results on Coreference Resolution task.

Data RoBERTa SPPA GEEP
Winogender 50.9 57.3 64.5
WSC 50.1 50.9 52.7
DPR/WSCR 50.8 51.1 53.6

Table 2: GLUE results of different models.

Task RoBERTa SPPA GEEP
MNLI 87.7 87.2 87.7
QNLI 92.4 92.4 92.4
QQP 91.8 91.3 91.7
SST-2 95.4 94.7 95.4
CoLA 64.1 38.9 50.5
MRPC 91.4 88.8 89.8
RTE 78.4 60.2 68.7
STS-B 90.7 88.3 89.9
AVG 86.5 80.2 83.3

model without any further training. The other im-252

portant type of baselines are SPPA methods. For a253

fair comparison, our SPPA baseline uses the same254

gender-neutral data set that we construct for GEEP255

(details in Section 3.2) to further update all model256

parameters of the pre-trained RoBERTa-base. The257

detailed hyper-parameter settings of GEEP and258

SPPA can be found in Appendix A.1.259

4.2 Evaluation Tasks260

To assess gender fairness, we conduct pronoun261

coreference resolution experiments on different262

data sets, Winogender (Rudinger et al., 2018),263

Winograd Schema Challenge (WSC) (Levesque264

et al., 2012), and Definite Pronoun Resolution265

(DPR) (Rahman and Ng, 2012). Pronoun corefer-266

ence resolution is the task of linking the pronouns267

with their references in a text. In order to resolve268

a pronoun accurately, a model needs to overcome269

the biased link between gender and profession (e.g.270

the assumption that nurses are female) and instead271

make the decision based on available linguistic272

cues. Therefore, better performances on pronoun273

coreference resolution usually indicates less gender274

bias preserved in the model (Kurita et al., 2019).275

Detailed setups of this experiment can be found in276

Appendix A.2. Additionally, we also qualitatively277

and quantitatively evaluate our method on direct278

pronoun prediction. Details of this experiment are279

in Appendix A.4. We note that given all existing280

tasks are designed for binary gender pronouns, we281

are unable to include all existing gender identities282

in our main experiments. We present an analysis283

on more gender identities in Appendix A.6.284

To evaluate how much each debiased model for-285

gets after second-phase pre-training, we report the286

performances of the debiased models on GLUE 287

benchmark (Wang et al., 2018). Detailed setups of 288

this experiment can be found in Appendix A.3. 289

4.3 Results 290

We first show the pronoun coreference resolution 291

results of different models on three datasets in Ta- 292

ble 1. Results show that GEEP model obtains 293

the best accuracy compared to other models, es- 294

pecially on the Wingender dataset where the can- 295

didate nouns are professions. We also conduct an 296

ablation study to show the effect of total training 297

iterations on the performances of both methods. 298

We find that GEEP can improve the model’s perfor- 299

mance with significantly fewer number of training 300

iterations. Details are in Appendix A.1. 301

302

Then we show in Table 5 the performance of dif- 303

ferent models on 8 GLUE tasks, to see how severe 304

the forgetting issue is after the second-phase train- 305

ing of SPPA and GEEP. Compared with RoBERTa, 306

SPPA suffers from forgetting issue in 7 out of 8 307

tasks except QNLI. For tasks like CoLA and RTE, 308

the model’s performance drops significantly (more 309

than 10 points) after SPPA. For tasks with larger 310

data set for fine-tuning, such as MNLI, QQP and 311

SST-2, they are less vulnerable to the quality of 312

pre-training (Wu et al., 2020; Joshi et al., 2020). 313

Therefore, SPPA’s performance drop on such data 314

sets is less significant. GEEP mitigates the forget- 315

ting issue of SPPA in all sub-tasks. Since GEEP 316

ditches the original pre-trained profession embed- 317

dings and uses a smaller data set to update new 318

profession embeddings, the forgetting problem can- 319

not be fully avoided. While GEEP still achieves an 320

average GLUE score of 83.3, significantly outper- 321

forming SPPA. We have also included an empirical 322

analysis regarding to the reasons behind SPPA’s 323

GLUE performance drop in Appendix A.5. 324

5 Closing Remarks 325

In this paper, we proposed GEEP to improve gen- 326

der fairness of pre-trained language models with 327

less catastrophic forgetting. For a fair compari- 328

son to existing work under the current gender fair- 329

ness literature, we mainly conduct experiments 330

with profession-related gender neutral data because 331

profession-related gender bias is relatively more 332

well studied so far. The good empirical results in- 333

dicates it is worth to try applying GEEP to other 334

more challenging and under-explored aspects of 335

gender fairness, which would be our future work. 336
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A Appendix528

A.1 Hyper-parameters for SPPA and GEEP529

For the main results presented in the paper of530

second-phase pre-training in GEEP and SPPA,531

we further train RoBERTa-base for 100, 000532

steps with our gender-neutral data. We use an533

AdamW optimizer with a learning rate of 1e− 5,534

max_seq_length of 128 and batch size 256. In535

GEEP method, we initialize the embedding of ev-536

ery profession prompt with a normal distribution537

and standard deviations of 0.2.538

Alongside the final results, we also evaluate539

SPPA and GEEP during the second-phase pre-540

training. In Table 3 we show SPPA and GEEP’s541

performance on pronoun coreference resolution at542

the 20k iteration and 50k iteration. From Table 3543

we can see that GEEP improves the pre-trained544

model’s gender fairness with much less number of545

iterations. At 20k iteration, GEEP’s performance546

is already better than SPPA’s final performance on547

all 3 tasks. At 50k iteration, GEEP’s performance548

has almost converged to its final scores on all 3549

tasks. While SPPA’s performance is still far behind550

its final performances on Winogender and WSC.551

A.2 Pronoun Coreference Resolution552

Experiment Setup553

Pronoun Coreference Resolution is the task of link-554

ing the pronouns with their references in a text.555

Studies show that BERT performance decreases556

in a text where the gender pronoun is female and557

the topic is biased towards the male gender (Kurita558

et al., 2019). To assess the performance of different559

models in pronoun coreference, we fine-tune our560

models with GAP data set (Webster et al., 2018)561

We fine-tune each model for one epoch with a train562

batch size of 64 and a learning rate of 5.0e − 6.563

After fine-tuning, we evaluate the performance of564

different models on three data sets:565
• Winogender: This dataset includes 1, 584 sen-566

tences with three mentions: a profession, a567

participant, and a pronoun (where the pro-568

noun is referred to either profession or pro-569

noun)(Rudinger et al., 2018).570

• WSC: The Winograd Schema Challenge571

(WSC) incorporates 273 sentences used572

for commonsense reasoning for resolution573

(Levesque et al., 2012).574

• DPR: The Definite Pronoun Resolution (DPR)575

corpus with 131 test sentences contains exam-576

ples with two noun phrases and a pronoun or 577

possessive adjective referring to one of the 578

noun phrases (Rahman and Ng, 2012). 579

A.3 GLUE Experiment Setup 580

To evaluate how much each debiased model forgets 581

after second-phase pre-training, we fine-tune the 582

pre-trained models on GLUE (General Language 583

Understanding Evaluation) to evaluate the perfor- 584

mance of the pre-trained models. We follow pre- 585

vious work to use eight tasks in GLUE, including 586

CoLA, RTE, MRPC, STS, SST, QNLI, QQP, and 587

MNLI. For evaluation metrics, we report Matthews 588

correlation for CoLA, Pearson correlation for STS- 589

B, and accuracy for other tasks. We use the same 590

optimizer (Adam) with the same hyper-parameters 591

as in pre-training. Following previous work, we 592

search the learning rates during the fine-tuning for 593

each downstream task. For a fair comparison, we 594

do not apply any published tricks for fine-tuning. 595

Each configuration is run five times with different 596

random seeds, and the average of these five results 597

on the validation set is calculated as the final per- 598

formance of one configuration. We report the best 599

number over all configurations for each task. 600

A.4 Pronoun Prediction Experiment Setup 601

and Results 602

Different approaches have been proposed to quan- 603

tify and analyze the gender bias in contextual lan- 604

guage models (de Vassimon Manela et al., 2021; 605

Webster et al., 2020; Kurita et al., 2019). For BERT, 606

we choose one approach that can be directly applied 607

to a model pre-trained with Masked Language Mod- 608

eling (MLM) loss without further fine-tuning. In 609

this approach, we first define a template contain- 610

ing a pronoun and a profession. The profession 611

is supposed to be gender-neutral however it is cur- 612

rently viewed with gender bias to a large extent. 613

By masking the pronoun, the model is queried to 614

predict the pronouns at the masked position given 615

the context, including the profession. Here is an 616

example, “[MASK]” is a registered nurse. The 617

difference between the probabilities of filling the 618

masked position in each sentence with "he" and 619

"she", is used to show gender bias in the model, 620

Pronoun Bias Score = (3) 621

Prob("he")− Prob("she"). (4) 622

To assess fairness in BERT model, we consider 303 623

of professions used by (Bolukbasi et al., 2016). In 624
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Table 3: The average accuracy of different models on Coreference Resolution task. The best results are in bold.

Data RoBERTa SPPA-20k GEEP-20k SPPA-50k GEEP-50k SPPA-100k GEEP-100k
Winogender 50.9 51.6 64.3 54.6 64.5 57.3 64.5
WSC 50.1 50.1 52.1 50.5 52.3 50.9 52.7
DPR/WSCR 50.8 50.9 52.1 51.1 53.4 51.1 53.6
Avg GLUE 86.5 82.7 85.9 80.7 84.5 80.2 83.3

our study, we analyze a public available pre-trained625

BERT-Base model 1 that contains 12 layers, 768626

hidden nodes, 12 heads, and 110M parameters. Fig-627

ure 2 shows gender bias of 60 of such professions628

in BERT-base model. Positive values mean that629

the professions are biased towards male and vice630

versa. As the plots show, the contextual representa-631

tions of professions in BERT-base model exhibits632

strong gender bias. Professions such as nurse and633

housekeeper are viewed as jobs for females while634

surgeon and mathematicians are assumed to be jobs635

for males.636

To find the reference of each pronoun in the tem-637

plate sentences, we follow (Kocijan et al., 2019)638

approach. Specifically, during the evaluation for639

every data set, in each sentence there are two can-640

didate nouns (such as “nurse” or “surgeon”) and a641

pronoun. The pronoun is replaced with a [MASK]642

token, and the model makes a prediction at the643

masked pronoun position from the two candidate644

nouns. In order to resolve a pronoun accurately, a645

model needs to overcome the biased link between646

gender and profession (e.g. a normative assump-647

tion that nurses are female) and instead make the648

decision based on the available linguistic cues. We649

report the prediction accuracy of all 3 methods on650

the aforementioned three data sets.651

Figure 3 displays the pronoun prediction bias652

score (defined in Equation 5) of all methods for653

60 biased professions defined in (Bolukbasi et al.,654

2016). Specifically, in both sub-figures, blue dots655

show the pronoun prediction bias score from BERT-656

base model for each profession. In Figure 3 (a),657

the pink dots are the bias scores from BERT-SPPA658

model. We can see from this sub-figure that com-659

pared with BERT-base, the bias scores from BERT-660

SPPA model are indeed closer to 0, indicating661

that BERT-SPPA can mitigate gender bias of such662

professions to some extent. In Figure 3 (b), the663

blue dots are the bias scores from GEEP model.664

Compared with both BERT-SPPA and BERT-base,665

GEEP’s bias scores are significantly closer to 0,666

indicating that GEEP is more effective at removing667

1https://github.com/google-research/bert

gender bias from such biased professions compared 668

with BERT-SPPA. Moreover, we also calculate the 669

average absolute pronoun prediction bias score for 670

all 303 gender-neutral profession words in (Boluk- 671

basi et al., 2016). We obtain 0.44 for BERT-base, 672

0.16 for BERT-SPPA and 0.13 for GEEP. GEEP 673

model gets the lowest average bias with 70% re- 674

duction compared to the BERT-base model. 675

A.5 Analysis regarding SPPA’s performance 676

drop on GLUR 677

We conduct experiments to analyze reasons be- 678

hind the GLUE performance drop of SPPA demon- 679

strated in Table 2 in our original submission. The 680

performance drop of SPPA compared to RoBERTa 681

can be of two reasons: 1) the model is further 682

trained with a subset of Wikipedia significantly 683

smaller than the RoBERTa pre-train data, which 684

could enforce the model to forget about the infor- 685

mation embedded in the large RoBERTa pre-train 686

data; 2) we processed the subset of Wikipedia to 687

make them gender-neutral, which could potentially 688

introduce noise and distribution mismatch with the 689

downstream data. To provide a more detailed anal- 690

ysis, we conduct experiments as follows. 691

First, starting from a pre-trained RoBERTa, we 692

further train the model with SPPA on the same sub- 693

set of Wikipedia that we used in main experiments 694

without making the data subset gender-neutral. We 695

name this model SPPA-without-GN (Gender Neu- 696

tralization). We also run GEEP-without-GN to see 697

whether GEEP can still alleviate forgetting when 698

the data is just small but not debiased. For GEEP- 699

without-GN, we further train a RoBERTa with the 700

same Wiki subset without gender neutralization. 701

During this further training of GEEP-without-GN, 702

we follow GEEP to add and update new profession 703

embeddings while freezing the rest entire model. 704

GLUE results of SPPA-without-GN and GEEP- 705

without-GN are in Table 4 in this pdf. 706

By comparing SPPA, SPPA-without-GN and 707

the original RoBERTa, we can find SPPA-without- 708

GN performs better than SPPA while worse than 709

RoBERTa. It suggests that both data subset se- 710

8



re
gi

st
er

ed
_n

ur
se

nu
rs

e
ho

us
ek

ee
pe

r
re

ce
pt

io
ni

st
fa

sh
io

n_
de

si
gn

er
na

nn
y

da
nc

er
vi

ol
in

is
t

co
un

se
lo

r
si

ng
er

se
rg

ea
nt

m
ar

sh
al

m
aj

or
_l

ea
gu

er
w

ar
de

n
ge

ol
og

is
t

ca
rt

oo
ni

st
at

hl
et

ic
_d

ir
ec

to
r

co
ac

h
ga

ng
st

er
sk

ip
pe

r
ly

ri
ci

st
tr

um
pe

te
r

se
na

to
r

in
fie

ld
er

ci
vi

l_
se

rv
an

t
bo

xe
r

st
oc

kb
ro

ke
r

m
at

he
m

at
ic

ia
n

cl
er

ic
sp

or
ts

w
ri

te
r

w
re

st
le

r
co

m
m

en
ta

to
r

hi
st

or
ia

n
la

w
ye

r
m

in
is

te
r

di
pl

om
at

fo
ot

ba
lle

r
m

ag
is

tr
at

e
gu

ita
ri

st
co

lle
ct

or
so

lic
ito

r_
ge

ne
ra

l
po

lic
em

an
ju

ri
st

he
ad

m
as

te
r

fa
rm

er
pr

os
ec

ut
or

sp
or

ts
m

an
pr

of
es

so
r_

em
er

itu
s

fig
ht

er
_p

ilo
t

ac
to

r
ar

ch
bi

sh
op

ba
nk

er
fis

he
rm

an
ba

ro
n

ci
ne

m
at

og
ra

ph
er

go
al

ke
ep

er
co

lo
ne

l
in

du
st

ri
al

is
t

pr
ie

st
m

id
fie

ld
er

0.75

0.50

0.25

0.00

0.25

0.50

0.75

1.00

Pr
on

ou
n 

Pr
ed

ic
tio

n 
B

ia
s 

Sc
or

e

Figure 2: An example of gender bias in 60 most biased profession words in BERT-base model. For each profession,
we measure the difference between the probability of filling the masked pronoun in each template sentence with
"he" and "she" tokens. Some words such as nurse (-0.73) and receptionist (-0.57) are supposed to be gender neutral
by definition but BERT-base model consider them as female professions. On the other hand, lawyer (0.74) and
prosecutor (0.81) are considered as jobs for males.
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BERT-SPPA
BERT-base

(a) Comparison between pronoun prediction bias in SPPA and BERT-base models
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(b) Comparison between pronoun prediction bias in GEEP and BERT-base models

Figure 3: Difference between the probabilities of filling a masked pronoun with "he" and "she" tokens in the
template sentences containing 60 most biased professions. GEEP method outperforms the two other methods. For
example, the bias score for "nurse" token decreases from −0.7 in BERT-base to −0.5 in BERT-SPPA and 0.1 in
GEEP model.
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lection and gender neutralization contribute to the711

performance drop of SPPA compared to RoBERTa.712

We would also like to note that GEEP-without-GN713

outperforms SPPA-without-GN as well and achieve714

similar GLUE score as RoBERTa. This indicates715

that GEEP can also alleviate forgetting introduced716

by data subset selection effectively when there is717

not gender-neutralizing procedure is taken.718

A.6 Discussions on non-binary gender719

identities720

In this discussion, we would like to start with the721

pronoun choices for different gender identities. Be-722

cause in our submission we mainly try to address723

the unfair pronoun preference of pre-trained mod-724

els. According to social research, gender-neutral725

pronouns are more appropriate for referring to726

transgender and non-binary individuals (Deutsch727

and Buchholz, 2015). ‘Zie’ and ‘hir’ are specific728

to transgender community, but people outside of729

the community are not familiar with these pro-730

nouns. Deutsch and Buchholz (2015) has proposed731

a Gender-ID to pronoun mapping for transgen-732

ders and Genderqueer in electronic health records733

(EHR). In this system, transgenders are mapped to734

he/his or she/her where there exists gender bias, but735

genderqueer are mapped to they/them. For people736

who prefer binary pronouns(he/she) regardless of737

their gender identities, our experiments still hold738

because the pronoun coreference resolution tasks739

that we evaluate on, i.e. Winogender, WSC and740

DPR/WSCR, are all binary-pronoun tasks.741

However, an alternative to asking for preferred742

pronouns would be to use singular pronouns to743

address everyone until the individual indicates a744

preference to use certain pronouns and/ or reveal745

their gender identity (Darr and Kibbey, 2016). One746

optional term that is already used as a singular747

pronoun like "they/their" (Darr and Kibbey, 2016;748

Richards et al., 2016; Sun et al., 2021). If such sin-749

gular pronoun can be promoted to a larger commu-750

nity, the pronoun unfairness issue can be resolved751

from the data fundamentally.752

A.7 The capacity increase of GEEP compared753

to SPPA754

By adding profession embeddings, it is true that755

the total number of model parameters slightly in-756

creases. However, the entire size of the newly-757

added parameters is 303*768=232k, which is only758

0.21% of the original RoBERTa parameter size759

(110 million). 303 is the number of professions760

and 768 is the embedding size of RobERTa. There- 761

fore, even if we extend this method to other fair- 762

ness problems in the future and add more new word 763

embeddings such as 3000 words or 10000 words, 764

the newly-added parameters would be just around 765

2% or 9% of the original parameter size, which 766

wouldn’t cause serious scaling issue. 767

Moreover, we run a new SPPA variant that has 768

the same capacity (the same number of parameters) 769

with GEEP. In the new SPPA variant, we conduct 770

SPPA training after adding new word embedding 771

of the profession names, same as GEEP. We re- 772

fer this model as SPPA-with-NPE (new profession 773

embeddings). The difference between SPPA-with- 774

NPE and GEEP is GEEP’s core implementation 775

to prevent forgetting, that GEEP freezes the rest 776

parameters during further training and only update 777

new profession embeddings. While SPPA-with- 778

NPR updates all parameters including the original 779

model parameters and the newly added profession 780

embeddings. When encountering the pre-defined 781

profession names in training or fine-tuning, SPPA- 782

with-NPR also updates their new embeddings in- 783

stead of old word/token embeddings. GLUE re- 784

sults are shown in Table 4. Compared with SPPA, 785

SPPA-with-NPE can alleviate forgetting slightly 786

and achieve better debiasing results, while still sig- 787

nificantly under-perform GEEP. Results on pro- 788

noun coreference resolution tasks show the same 789

trend. SPPA-with-NPE got 58.6 on Winogender, 790

51.3 on WSC and 52.4 on DPR/WSCR. They are 791

all slightly better than SPPA while significantly 792

lower than GEEP. 793

A.8 Quality of gender-neutral data 794

The relatively big performance drop of both 795

our method and SPPA compared to the original 796

RoBERTa motivates us to analyze more on the qual- 797

ity of our gender-neutral data. 798

While first we note that CoLA and RTE are 799

known to be more sensitive to quality of pre-trained 800

models compared with other tasks in GLUE, due 801

to their small data sizes. In other words, if the 802

pre-trained model is trained insufficiently or with 803

less data, we can see a larger performance drop on 804

CoLA and RTE compared with other tasks. While 805

if the pre-trained model’s quality is better, we can 806

see larger improvements on them as well. This 807

trend has been observed in BERT vs RoBERTa, 808

BERT vs Span-BERT, and BERT vs ELECTRA. 809

Therefore, the reason for the large performance 810
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Table 4: GLUE results. The best results among SPPA and GEEP are in bold.

Task RoBERTa SPPA GEEP SPPA-without-GN GEEP-without-GN SPPA-with-NPE
MNLI 87.7 87.2 87.7 87.3 87.7 87.2
QNLI 92.4 92.4 92.4 92.3 92.4 92.3
QQP 91.8 91.3 91.7 91.4 91.8 91.5
SST-2 95.4 94.7 95.4 95.0 95.4 94.7
CoLA 64.1 38.9 50.5 40.2 59.6 39.3
MRPC 91.4 88.8 89.8 88.8 90.5 88.8
RTE 78.4 60.2 68.7 66.4 73.1 61.0
STS-B 90.7 88.3 89.9 89.5 90.4 88.5
AVG 86.5 80.2 83.3 81.4 85.1 80.4

drop on COLA can partially be its natural sen-811

sitivity to our small data size of further training812

RoBERTa.813

Second, the gender neutralization process of the814

training data could cause gender mismatch between815

pronouns and some very rare nouns. we did follow816

the reviewer’s suggestion to sample 500 sentences817

from the augmented dataset and manually checked818

whether there are grammar errors. In these 500819

sentences, there are no grammar errors, such as820

mismatches between nouns and verb formats (e.g.821

"he are"). Because during the gender neutralization,822

we follow previous work to just swap the gender-823

related pronouns (such as he/she) or nouns (such824

as uncle/aunt) when profession names occur. And825

such gender-related nouns share the same verb for-826

mats with their counterparts. We also share the827

full list of gender-related nouns in the appendix828

in this submission. However, when we sample829

more modified sentences, we find that if a rare830

gender-related noun, such as “spinster”, that is not831

on the published gender-related noun list occurs,832

the gender neutralization process would change the833

pronoun while leave the noun unchanged since it834

is not on the list. Although it happens quite rarely,835

this causes pronoun misuse that could lead to gram-836

mar errors in pre-training data that contribute to the837

performance drop on CoLA.838

A.9 Experiment Results on BERT839

During the preliminary exploration on this problem,840

we have also applied SPPA and GEEP on publicly841

released BERT and conducted pronoun coreference842

resolution and GLUE experiments on them. In this843

experiment, we only further trained the released844

BERT model for 10k iterations with our gender-845

neutral data. Moreover, our gender-neutral data846

set (7.1 GB) is not significantly smaller than the847

original pre-training data of BERT (16 GB), and848

the two data sets both come from Wikipedia. Due849

Table 5: GLUE results. The best results are in bold.

Task BERT-base BERT-SPPA GEEP
MNLI 84.3 84.0 84.1
QNLI 91.4 90.0 91.3
QQP 90 90.1 90.4
SST-2 93 92.2 92.4
CoLA 54.0 52.0 53.0
MRPC 85.7 84.1 84.9
RTE 69.4 69.8 69.1
STS-B 88.0 88.0 87.0
AVG 82.0 81.3 81.6

to these two reasons, the forgetting problem on this 850

BERT experiment is not as obvious for SPPA. 851

Table 5 shows the performance of different meth- 852

ods on 8 GLUE tasks. Although the forgetting is 853

less server, SPPA still suffers from forgetting issue 854

in the following 6 tasks out of the total 8 tasks, 855

CoLA, MRPC, STS-B, MNLI, QNLI, and SST-2. 856

As for the average GLUE score, SPPA is 0.7 point 857

lower after its second-phase pre-training, which is 858

not a small margin considering it is the average 859

score of 8 tasks. GEEP mitigates the forgetting is- 860

sue of SPPA in all sub-tasks except in RTE. GEEP 861

also gets the average GLUE score of 82.8, which 862

outperforms SPPA and is similar to the original 863

GLUE score of the pre-trained BERT. 864

Table 6 shows the coreference resolution results 865

of different models on three data sets. Results show 866

that GEEP model obtains the best accuracy com- 867

pared to other models, especially in Wingender 868

dataset where the candidate nouns are professions. 869

We observe that the SPPA method also can help 870

improve coreference resolution performance of the 871

pre-trained model, but not as effective as GEEP. 872
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Table 6: The average accuracy of different models on
Coreference Resolution task. The best results are in
bold.

Data BERT-base BERT-SPPA GEEP
Winogender 50 50.7 62.9
WSC 50.1 50.2 50.5
DPR/WSCR 50.7 50.9 52.8
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