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ABSTRACT

We introduce Plan∗RAG, a novel framework that enables structured multi-hop
reasoning in retrieval-augmented generation (RAG) through test-time reasoning
plan generation. While existing approaches such as ReAct maintain reasoning
chains within the language model’s context window, we observe that this often
leads to plan fragmentation and execution failures. Our key insight is that by
isolating the reasoning plan as a directed acyclic graph (DAG) outside the LM’s
working memory, we can enable (1) systematic exploration of reasoning paths,
(2) atomic subqueries enabling precise retrievals and grounding, and (3) efficiency
through parallel execution and bounded context window utilization. Moreover,
Plan∗RAG’s modular design allows it to be integrated with existing RAG methods,
thus providing a practical solution to improve current RAG systems. On standard
multi-hop reasoning benchmarks, Plan∗RAG consistently achieves improvements
over recently proposed methods such as RQ-RAG and Self-RAG, while maintain-
ing comparable computational costs.

1 INTRODUCTION
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Figure 1: Plan∗RAG improves performance on
the HotpotQA benchmark substantially compared
to various existing RAG methods, demonstrating
the value of externalizing planning as a DAG

Retrieval-Augmented Generation (RAG,
Lewis et al., 2020; Petroni et al., 2020) has
emerged as a promising approach for ground-
ing language model (LM) responses in external
knowledge. However, RAG systems struggle
with multi-hop queries that require reasoning
across multiple retrieved documents (Tang &
Yang, 2024; Wei et al., 2022). A key challenge
lies in the initial retrieval step, which often fails
to retrieve sufficient relevant documents due to
the query’s lack of full contextual information
(Ma et al., 2023). This limitation has been
highlighted in recent surveys (Torfi et al., 2020;
Zhao et al., 2023) as a fundamental barrier
to reliable AI systems, particularly given the
widespread deployment of large language mod-
els (Brown et al., 2020) across critical domains.

Consider the query: “Rumble Fish was a novel by the author of the coming-of-age novel published
in what year by Viking Press?” Answering this requires an iterative retrieval process: identifying
the Rumble Fish’s author, connecting to their coming-of-age novel, and determining its publication
year. Single-step retrieval in RAG systems often fails in such cases, as it may retrieve documents
about Rumble Fish’s author and Viking Press without recognizing the intermediate fact—the au-
thor’s coming-of-age novel—must first be established. Furthermore, Leng et al. (2024); Shuster
et al. (2021) demonstrate that even when relevant documents are retrieved, LMs struggle to reason
across them due to fixed context windows, leading to information loss and broken reasoning chain.
These limitations pose risks in critical domains such as healthcare and finance (Pal et al., 2023; Zhao
et al., 2024), where accurate multi-step reasoning is essential.
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Q: Rumble Fish was a novel by the author
of the coming-of-age novel published in
what year by Viking Press?

Q1.1 Who is the author
of Rumble Fish?

Q2.1 What is the coming-
of-age novel by ⟨A1.1⟩?

Q3.1 In what year
was ⟨A2.1⟩ published

by Viking Press?

Existing RAG Methods:
✗ Implicit Reasoning
✗ Context Overflow
✗ Sequential Dependency

Plan∗RAG:
✓ Test-time Planning
✓ Conditional Independence
✓ Dynamic Adaptation, ⟨AI.J⟩

Vanilla RAG
fLLM : Q×D→ G

Chain-of-Thought
fLLM : Q×D×

⊕n
i=1ti → G

Reason & React (ReAct)
fLLM : Q×

⋃n
i=1(ti×ai×oi×Di)→ G

Query Decomposition
fLLM : Q→ {qi}ni=1

fLLM : Q×D×
⋃n

i=1(qi, Gi)→ G

Self-RAG
fLLM : Q×D→ {(Gi, Si)}Ki=0

G = argmaxGiSi

Plan∗RAG
fLLM : Q→ G(V,E)
fLLM : G(Pa(q))×q×D→ G(q) ∀q ∈ V

Answer: 1967

(✗)

(✗)

(✗)

(✗)

(✗)

(✓)

Figure 2: Comparison of RAG approaches on a HotpotQA multi-hop query. Traditional RAG
methods struggle with context management and implicit reasoning, where sequential operators cre-
ate implicit dependencies. In contrast, Plan∗RAG generates an explicit reasoning plan (G) at test-
time, with special tags ⟨AI,J⟩ enabling dynamic information flow through parent subqueries (Pa(q)).

Recent research has attempted to address these limitations through structured reasoning frameworks.
Chain-of-Thought (CoT) prompting (Wei et al., 2022) and systematic query decomposition (Patel
et al., 2022) have introduced explicit reasoning steps, enabling more granular thought processes and
targeted retrievals. Building upon these foundations, Yao et al. (2023) proposed ReAct—a frame-
work that creates a reasoning chain inside the LM’s context and dynamically coordinates between
thoughts, retrieval operations (actions), and information processing (observations). However, a fun-
damental limitation of ReAct is that the reasoning and retrieval plan exists entirely within the LLM’s
context window, leading to context overflow as reasoning chains grow, plan fragmentation, and high
latency from sequential execution. While recently proposed frameworks like Self-RAG (Asai et al.,
2023), RA-ISF (Liu et al., 2024), and RQ-RAG (Chan et al., 2024) have advanced the field through
innovations in dynamic reasoning and adaptive retrieval mechanisms, the core problem still remains.
These methods often struggle to balance reasoning depth and computational efficiency (see Sec. 3
for an example). This trade-off results in either shallow analysis that misses critical reasoning steps,
or impractical latency that limits their deployment in real-time applications.

To address these challenges, we propose Plan∗RAG, a novel approach that externalizes the reason-
ing process as a directed acyclic graph (DAG). Unlike existing methods that maintain reasoning
chains within the LM’s context or generate isolated sequential sub-queries, Plan∗RAG decomposes
the main query into interrelated atomic and dynamic sub-queries, where nodes represent atomic rea-
soning steps and edges capture the conditional dependencies between them. Atomic sub-queries
can be answered by a single retrieval, and further decomposition does not provide additional useful
granularity. Additionally, sub-queries are tagged with special tags ⟨AI.J⟩, allowing them to adapt
based on updated knowledge during generation. This external representation addresses core limita-
tions of existing approaches in several ways. First, by following the DAG structure for generation,
only the parent nodes need to be included in the context window for any given step (and that the
system follows the intended plan). This prevents context overflow and ensures that only relevant in-
formation is processed at each stage. Second, nodes at the same depth in the DAG can be processed
in parallel, significantly reducing latency compared to sequential approaches. Third, nodes are dy-
namic, containing tags that allow them to adapt based on their parent’s generation, resulting in more
targeted sub-queries. Furthermore, the DAG structure enables explicit verification at each node, fa-
cilitating error correction and backtracking. As generation involves traversing through the reasoning
DAG, Plan∗RAG can be incorporated with both traditional RAG frameworks and recent approaches
like Self-RAG (Asai et al., 2023), enhancing their multi-hop reasoning capabilities (Fig. 1) while
maintaining comparable computational efficiency in terms of input-output tokens (cf. Fig. 4).

Contributions We summarize our contributions as follows. (i) We introduce a test-time reasoning
approach that externalizes the reasoning process as a DAG, fundamentally altering how multi-hop
queries are processed in RAG systems. (ii) We propose a novel DAG-based reasoning structure that
decomposes complex queries into atomic and dynamic sub-queries, enabling parallel processing
while maintaining conditional dependencies. (iii) We demonstrate that our approach can enhance
both traditional RAG frameworks and modern approaches like Self-RAG, improving multi-hop rea-
soning capabilities with comparable computation.
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2 RELATED WORK

We review two key areas relevant to our work: (1) reasoning in LLMs, which focuses on methods
that enhance multi-step reasoning, and (2) retrieval-augmented generation (RAG), which integrates
external information to improve LLM performance in knowledge-intensive tasks.

Reasoning in LLMs Recent advancements in LLMs have significantly enhanced their reasoning
capabilities through various approaches. Chain-of-Thought (CoT) prompting (Wei et al., 2022)
improves model performance by guiding LLMs through intermediate reasoning steps. Building
on this, the Tree of Thoughts (ToT) framework (Yao et al., 2024) enables LLMs to explore and
evaluate multiple reasoning paths simultaneously. Wang et al. (2023) proposed self-consistency, a
technique that samples multiple reasoning chains and selects the most likely answer through majority
voting. Similarly, least-to-most prompting (Zhou et al., 2023) decomposes complex questions into
simpler subquestions, addressing them sequentially. Recently, Hao et al. (2023) propose Reasoning
via Planning (RAP), where LLMs act as both world models and reasoning agents. Additionally,
Sun et al. (2024) introduced Think-on-Graph (ToG), incorporating knowledge graphs into multi-
hop reasoning for deeper and more interpretable reasoning processes. Recent works from Welleck
et al. (2024); Chen et al. (2024) also analyzed tree search for reasoning. While these methods have
demonstrated impressive results, they still rely on implicit LM reasoning capability or on sequential
reasoning steps, which can lead to increased context usage and computational costs. In contrast,
Plan∗RAG externalizes the reasoning process as a DAG, mitigating these inefficiencies.

Retrieval Augmented Generation RAG enhances LLMs by integrating relevant external doc-
uments, leading to notable performance improvements, particularly in knowledge-intensive tasks
(Lewis et al., 2020; Guu et al., 2020). Retrieval strategies in RAG models can be categorized into
three paradigms based on the frequency of retrievals: (1) one-time retrieval, (2) retrieval every k
tokens, and (3) adaptive retrieval. Models employing one-time retrieval include DrQA (Chen et al.,
2017), REALM (Guu et al., 2020), and ATLAS (Izacard et al., 2023). Retrieval at fixed intervals
(every k tokens) is used by RALM (Ram et al., 2023), RETRO (Borgeaud et al., 2022), and Instruc-
tRetro (Wang et al., 2024a). In contrast, adaptive retrieval approaches—such as Self-RAG (Asai
et al., 2023), SPALM (Yogatama et al., 2021), Adaptive kNN (Drozdov et al., 2022), and Active-
Retriever (Jiang et al., 2023)—dynamically adjust the frequency and nature of document retrieval
based on task requirements and input context. FLARE (Jiang et al., 2023) uses token probability
distributions to trigger retrievals, while RETRO (Borgeaud et al., 2022) employs a specialized archi-
tecture for fixed-interval document retrieval. Wang et al. (2024b) proposed RAFT, combining chain-
of-thought reasoning with RAG through iterative thought refinement. Other approaches include RA-
ISF (Liu et al., 2024), which combines dataset-specific specialized models, and RQ-RAG (Chan
et al., 2024), which enables query rewriting and decomposition for handling complex queries. Hsu
et al. (2024) also focus on multi-hop query performance of RAG but take an orthogonal approach.

Recent work by Ranaldi et al. (2024), explores reasoning in RAGs through C-RAG which generates
explanations explicitly contrasting the relevance of retrieved passages to support the final answer.
Plan∗RAG takes a different approach by proposing a novel framework that performs reasoning at
test-time outside the LM’s working memory, and performs generation in a computationally efficient
manner, enabling LLMs to tackle complex multi-hop queries with greater accuracy while producing
a verifiable reasoning trace.

3 MOTIVATION

Multi-hop reasoning queries, requiring information from multiple documents, pose significant chal-
lenges for current Retrieval-Augmented Generation (RAG) systems. Consider an example query
from HotPotQA (Yang et al., 2018): “Rumble Fish was a novel by the author of the coming-of-
age novel published in what year by Viking Press?”. The query demands multiple reasoning steps:
identifying the Rumble Fish’s author, connecting to their coming-of-age novel, and determining its
publication year. In this section, we will use this query as a running example a) to articulate the fail-
ure modes of standard as well as recently-proposed RAG approaches on such multi-hop reasoning
queries (Fig. 2); and b) motivate the core idea of our proposed solution. For this analysis, we fix
the model to be Llama-3.1-instruct8B and the retriever to be Contriever (Izacard et al., 2022). In the
remainder of the paper, Q denotes queries, D denotes documents, and G denotes generations.
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Table 1: Reasoning DAG depth (percentage/count) for multi-hop (HotpotQA, StrategyQA,
MuSiQue) and single-hop (PopQA) data sets. For single-hop queries, the DAG primarily has depth
0, which is desirable, while multi-hop queries require deeper reasoning paths.

Dataset Depth 0 Depth 1 Depth 2 Depth 3 Depth≥4

HotpotQA (Multi-hop) 0.5% (35) 12.8% (945) 79.5% (5884) 6.8% (507) 0.4% (34)
StrategyQA (Multi-hop) 0.9% (22) 42.9% (978) 51.2% (1175) 4.5% (103) 0.3% (6)
MuSiQue (Multi-hop) 0.0% (0) 2.11% (51) 66.4% (1604) 25.5% (617) 5.9% (145)
PopQA (Single-hop) 77.9% (1090) 0.8% (11) 18.9% (264) 2.4% (34) 0.0% (0)

Standard Baselines A straight-forward RAG approach is to issue the given query Q to a retriever,
retrieve documents D, and prompt a language model (LM) with Q and D to generate an answer. For
the running example, this approach produces an incorrect answer (1975), because a) the retrievals
are incomplete; it fails to get the ground-truth correct document on the coming-of-age novel The
Outsiders, which is not surprising as the query makes only an indirect reference to the novel, and
b) in turn, LM generates an incorrect answer without any reasoning.

This motivates using better reasoning at inference time. A natural idea is to prompt the LM with Q
and D, but also elicit a reasoning for the answer in a CoT manner (Wei et al., 2022).

However, for our example, RAG with CoT generates incorrect reasoning: [S.E. Hinton wrote Rumble
Fish → Rumble Fish was published in 1975 → The author of The Outsiders also published in 1975],
leading to the incorrect answer 1975. Here, we see the reason for failure is that the model halluci-
nated (third step of the chain) as it was trying to break down the complex query. Thus, the multi-hop
query requires careful reasoning. Next, we turn to approaches that use more test-time compute.

Reason & Act (ReAct) ReAct (Yao et al., 2023) extends traditional RAG frameworks by imple-
menting a structured interaction loop between reasoning and retrieval. The framework decomposes
each iteration into three components: a Thought phase for planning, an Action phase for doing re-
trievals, and an Observation phase for incorporating retrieved information. For our example, ReAct
produces the following plan (and retrievals): (T1) Need to find the author of the coming-of-age
novel, then find its Viking Press publication year → ⟨ Retrieve ⟩ → (T2) Found S.D. Smith, need to
verify Viking Press publication → ⟨ Retrieve ⟩ → (T3) Located publication info for Rumble Fish, ul-
timately answering 1975. This trace reveals how ReAct, despite using more test-time compute, fails
to keep track of the original query intent. ReAct approach relies entirely on the LM’s in-context
memory, that keeps growing with iterations and retrievals. It becomes challenging for the LM to
track and update the plan periodically in light of the new retrievals. As shown in Fig. 2, while ReAct
enables dynamic reasoning, it is vulnerable to error propagation, and struggles to maintain entity
relationships across steps.

Query Decomposition (QD) Query decomposition methods (Patel et al., 2022) address the limita-
tions of previous approaches by breaking queries into independent, sequential subqueries. LM first
decomposes the query into subqueries, then solves them sequentially while maintaining previous
subquery-answer pairs in context. For our example, it generates two subqueries: “What is the author
of the coming-of-age novel published by Viking Press?” yielding “S.E. Hinton”, followed by “In
what year was the coming-of-age novel published by Viking Press?” producing “1975”. Firstly, we
note that the decomposition is not very helpful. Secondly, the LM answers the subqueries based on
the first document retrieved for the original query, which is on Rumble Fish (and gets the author right
for the first sub-query). Despite explicitly decomposing the query, the method still fails to maintain
coherent reasoning across subqueries, and loses critical entity relationships between subsequent
sub-queries. Recent approaches such as RQ-RAG (Chan et al., 2024) and RA-ISF (Liu et al., 2024)
extend query decomposition, and incorporate query rewriting tricks, but inherit similar limitations.

Self-RAG Asai et al. (2023) recently proposed Self-RAG that introduces a novel self-evaluation
mechanism. The LM generates multiple candidate responses and scores them based on their faith-
fulness to retrieved evidence as well as relevance to the original query. This approach aims to im-
prove reasoning quality through verification. However, Self-RAG still fundamentally relies on the
language model’s implicit reasoning capabilities within a single context window, similar to the pre-
viously discussed approaches. When tested on our example query, it exhibits the same limitations,
producing the incorrect answer 1975 despite its sophisticated verification mechanism.
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Query:
What is the distance between the locations that
hosted the last two Men’s Cricket World Cup finals?

Q1.1: Where was the
last Men’s Cricket

World Cup final held?

Q1.2: Where was
the second last
Men’s Cricket

World Cup final held?

Q2.1: What are
the coordinates of

⟨A1.1⟩?

Q2.2: What are
the coordinates of

⟨A1.2⟩?

Q3.1: What is the
distance between

⟨A2.1⟩ and ⟨A2.2⟩?

R
el

ev
an

tfl
ow

of
in

fo
rm

at
io

n

D
eb

ug
ga

bi
lit

y
&

B
ac

kt
ra

ck
in

g

Parallelizable subqueries

* Targetted Subquery Retrievals

Figure 3: Reasoning plan example: A Reason-
ing DAG highlighting key advantages: only rel-
evant information flows to each subquery, sub-
queries on the same depth can be executed in par-
allel, and the DAG structure allows for debugging
and backtracking.

The aforementioned methods incorporate dif-
ferent strategies and varying degrees of test-
time compute to handle reasoning in RAG sys-
tems. But they all share fundamental limita-
tions, listed below, that lead to failures even on
2–3 hop queries such as our running example.
We identify two observations that motivate our
proposed framework Plan∗RAG:

• First, by accumulating intermediate reason-
ing steps in the context window, they create
information overload as the context grows.
It becomes challenging for the LM to iden-
tify and resolve the dependencies between
subqueries and faithfully execute a reasoning
plan.

• Second, state-of-the-art RAG approaches fail
to leverage the inherent independence be-
tween different reasoning paths in multi-hop
queries. For instance, finding an author’s identity and locating a publication date can be answered
independently, without overburdening the LM’s context with all reasoning paths.

4 PLAN∗RAG: TEST-TIME PLANNING

We present Plan∗RAG, a novel framework for multi-hop reasoning through dynamic, test-time plan-
ning via Directed Acyclic Graphs (DAGs). The key ideas of our formulation, motivated by the issues
faced by the current RAG systems discussed in Sec. 3, are:

1. We want to isolate the reasoning plan, outside of the LM’s in-context memory, as a global data
structure that can help with tracking, execution, and verification. We can generate the plan once
statically, refine, and execute the plan using data structure operations. In this work, we use
Directed Acyclic Graphs (Fig. 3) that are appropriate to represent complex plans.

2. DAG structure allows executing any node conditioned only on the necessary context along its
path, unlike state-of-the-art approaches that accumulate the entire trace (plan and retrievals) in
the LM’s in-context memory. This also helps make the LM calls more economical in terms of
the number of tokens.

3. DAG structure allows processing nodes independently, conditioned on the execution of parent
nodes, helping with efficiency and end-to-end latency of RAG system.

At a high level, Plan∗RAG operates in two phases: (1) decomposing complex queries into a DAG
structure, and (2) executing the DAG while preserving dependencies. Besides the merits of serial-
izing the query plan as a data structure—such as control and efficiency listed above, Plan∗RAG is
complementary to state-of-the-art approaches like Self-RAG in the following sense. We can seam-
lessly integrate Plan∗RAG with methods like Self-RAG, to solve the sub-queries in its internal nodes.
We formalize the reasoning plan DAG in Sec. 4.1, followed by detailed analysis on properties and
benefits of Plan∗RAG in Sec. 4.3. The full algorithm is showcased in Alg. 1.

4.1 REASONING PLAN: DAG

At test-time, Plan∗RAG generates a reasoning plan as a Directed Acyclic Graph (DAG) G(V,E),
where V represents the set of generated subqueries and E denotes the directed edges between them.
The root nodes of G correspond to independently answerable atomic subqueries, while subsequent
nodes represent dependent queries that build upon their parent nodes’ answers. This hierarchical
structure follows the Markov assumption, ensuring that each node’s answer depends only on its
direct predecessors, thus enabling efficient parallel computation.

Formally, for any subquery q∈V, its answer is computed as:

G(q) = fLLM(G(Pa(q)), q,Dq) ; G = fLLM(Q) , (1)
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Table 2: Evaluation with standard prompting
methods: Performance comparison of Plan∗RAG
against traditional RAG approaches across models.

Method HotpotQA StrategyQA MuSiQue PopQA

G
PT

-3
.5

tu
rb

o

Vanilla-LLM 30.45 55.37 6.53 28.45
Vanilla-RAG 29.83 54.24 4.27 32.13
CoT-RAG 29.96 60.66 6.50 30.02
QD-RAG 29.31 59.91 4.85 36.03
Plan∗RAG 31.72 62.07 6.71 38.62

L
la

m
a2

-c
ha

t 1
3B

Vanilla-LLM 19.33 44.47 2.81 22.30
Vanilla-RAG 22.67 39.11 2.65 31.25
CoT-RAG 25.93 29.26 5.02 34.17
QD-RAG 26.97 42.79 4.73 36.88
Plan∗RAG 27.51 54.57 5.32 41.45

L
la

m
a3

.1
-i

ns
tr

uc
t 8

B Vanilla-LLM 21.34 48.43 4.18 23.52
Vanilla-RAG 25.51 47.36 4.39 39.1
CoT-RAG 30.10 59.51 6.00 37.49
QD-RAG 28.68 62.38 2.65 41.13
Plan∗RAG 31.12 68.16 6.28 41.51

Algorithm 1 Plan∗RAG framework
Input: Q: Query
Output: Generation G
Get a reasoning plan: G ← fLLM(Q)
Identify root nodes of G: qroot

Calculate depth of each node from root:
lq ← maxdist(q,qroot)
for i: 0 to maxq(lq) do

for parallel: q in {q : lq = i} do
Get parent questions and answers:
Mq ← Pa(q) & Ma ← GMq

q̃ ← fLLM(q,Mq,Ma) {Generate the
subquery}
Gq ← fLLM(q̃) {Obtain generated an-
swer for query q}

end for
end for
G ← Ω(q, G1, G2, . . . , Gq) {Dataset De-
pendent Operator}
return G

where Pa(q) denotes the set of parent nodes of q in the DAG, Dq represents the retrieved documents
relevant to q, and Q is the main query. The language model fLLM generates responses by jointly
considering the subquery, its parent nodes’ answers, and retrieved documents. When applied
recursively, this formulation enables systematic reasoning from root nodes to leaves, with document
retrieval potentially interleaved at each step.

To facilitate dynamic reasoning, we introduce a simple node indexing scheme. Each node is uniquely
identified as ⟨i.j⟩, where i denotes the node’s depth from the root and j indicates its position among
nodes at depth i. Furthermore, we introduce a special tag ⟨AI.J⟩ that enables dynamic dependency
tracking between subqueries. In this notation, I and J are integer values representing the Question
IDs required to complete a subquery. For instance, as illustrated in Fig. 3, when subquery Q2.1
depends on the answer to Q1.1, the tag ⟨A1.1⟩ enables dynamic answer propagation at inference
time, allowing the system to adapt to updated knowledge.

4.2 GENERATING A REASONING PLAN AS A DAG

The first step during inference involves generating a reasoning plan by prompting the LLM with a
specialized prompt, as detailed in App. D.1. While this initial plan is static, it can be dynamically
instantiated, and refined, given the indexing scheme ⟨AI.J⟩ as discussed in Sec. 4.1. The plan there-
fore is a template initially which during generation dynamically materializes as the LM traverses
through the DAG.

To ensure reliable plan generation, we explore two approaches: (1) fine-tuning a language model
specifically for this structured output, and (2) leveraging more capable language models that can
follow complex prompting instructions. Our experiments show both approaches are effective, with
a fine-tuned Llama3.1-instruct8B achieving comparable performance to GPT-4o (Sec. 5.4).

4.3 REASONING PLAN: PROPERTIES & BENEFITS

The effectiveness of Plan∗RAG stems from its structured reasoning process, which offers several key
advantages over traditional RAG-based methods. By leveraging a Directed Acyclic Graph (DAG)
to represent reasoning plans, Plan∗RAG ensures efficient information flow, reduces computational
overhead, and improves query formulation. The DAG structure naturally enables systematic ver-
ification and granular control at the subquery level—errors can be isolated to specific nodes and
automated interventions (like additional retrievals or alternative decompositions) can be targeted at
specific reasoning steps. While we leave the full exploration of these verification and intervention
capabilities to future work, this structural advantage distinguishes our approach from sequential rea-
soning methods. Below, we analyze the fundamental properties that enhance multi-hop reasoning
while maintaining computational efficiency.
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Figure 4: Efficiency analysis: (a) Token utilization comparison showing that Plan∗RAG maintains
comparable computational efficiency with baseline methods. (b) Analysis of reasoning depth on
HotpotQA demonstrates that Plan∗RAG naturally adapts to the dataset’s 2-hop nature, achieving
optimal depth for 80% of queries while other methods show inconsistent reasoning depths.

Atomic Subqueries Plan∗RAG decomposes complex queries into atomic subqueries—unlike exist-
ing query decomposition methods that perform sequential, local decompositions. An atomic refers to
subqueries that request a single piece of information and thus can be answered by a single retrieval—
further decomposition does not yield additional useful granularity. This atomic nature enables
precise retrievals (Table 4) and reduces hallucination risk by constraining the scope of each reasoning
step. For instance, consider the query in Fig. 2, instead of broad queries like “In what year was the
coming-of-age novel published by Viking Press?” (like QD method), Plan∗RAG generates specific
atomic queries like “In what year was The Outsiders published by Viking Press?” for Q3.1, where
the intermediate generation for ⟨A2.1⟩ is dynamically replaced with the corresponding generation.

Parallelization & Efficiency The DAG structure explicitly captures conditional independence
among subqueries through its edge relationships. This independence enables parallel execution of
reasoning paths, significantly reducing latency compared to sequential approaches like QD or ReAct.
By controlling information flow through explicit parent-child relationships, Plan∗RAG minimizes
token overhead and improves computational efficiency (Fig. 4). Formally, for sequential methods,

T seq =
∑n

i=1(tgen(qi) + tret(Di)) , (2)

where tgen(qi) is the generation time for subquery qi and tret(Di) is the retrieval time for documents
Di. In contrast, Plan∗RAG enables parallel execution of independent nodes at the same depth,
reducing the total computation time to:

T Plan∗RAG =
∑D

d=0 maxq∈Vd
(tgen(q) + tret(Dq)) , (3)

where Vd represents the set of nodes at depth d and D is the maximum depth. Since, T Plan∗RAG ≤
T seq, the efficiency gain increases with the number of parallel branches. This parallelization signifi-
cantly reduces latency compared to sequential approaches like query decomposition or ReAct.

Context Window Utilization Plan∗RAG achieves optimal context window utilization through
selective information propagation. For sequential reasoning methods like QD or ReAct, the context
size grows linearly,

Cseq
t = |Q|+

∑t
i=1(|qi|+ |G(qi)|+ |D|) , (4)

where |Q| is the main query length, qi are intermediate questions, G(qi) their generations, and Di

the retrieved documents. In contrast, Plan∗RAG maintains a constant context size at each node q,

Cours
q = |q|+ |Dq|+

∑
p∈Pa(q)(|p|+ |G(p)|) . (5)

This selective propagation of only parents information, rather than entire reasoning history, enables
efficient scaling to multi-hop queries while maintaining reasoning quality.

5 EXPERIMENTS

We conduct extensive experiments to evaluate Plan∗RAG across diverse reasoning scenarios,
demonstrating significant improvements across multiple datasets.
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Datasets We evaluate Plan∗RAG on four datasets that test different aspects of reasoning capa-
bilities: HotpotQA (Yang et al., 2018) and StrategyQA (Geva et al., 2021) for 2-hop reasoning,
MuSiQue (Trivedi et al., 2022) for complex multi-hop reasoning (>2 hops), and PopQA (Mallen
et al., 2022) for single-hop queries. This diverse selection enables comprehensive evaluation of
Plan∗RAG’s adaptability to varying reasoning depths. We consider an answer correct if the pre-
dicted answer contains the ground truth, providing a relaxed version of exact-match to account for
variations in answer phrasing. Dataset details are provided in App. A.

Retriever For all experiments, we use the Contriever-MS MARCO (Izacard et al., 2022) retriever
with embeddings based on the 2018 English Wikipedia. The Wikipedia articles are segmented into
non-overlapping 100-word chunks, and we retrieve the top-5 documents for each query.

Baselines and Methods We evaluate Plan∗RAG against several baselines as discussed in Sec. 3:
LM with no retrieval (Vanilla-LLM), retrieval with direct prompting (Vanilla-RAG), CoT prompting
with retrievals (CoT-RAG), QD with retrievals (QD-RAG), and state-of-the-art RAG methods, like
Self-RAG, ReAct, and RQ-RAG. These methods have outperformed SAIL (Luo et al., 2023), Tool-
former (Schick et al., 2024), and commercial systems like Perplexity.ai and ChatGPT. We conduct
experiments using three base models: GPT-3.5turbo, Llama2-chat13B, and Llama3.1-instruct8B.

We implement two variants of Plan∗RAG: (1) a base version that uses documents retrieved from the
original query; (2) Plan∗RAG SubQ that performs iterative retrievals for each subquery in the DAG,
enabling precise retrievals. Given Plan∗RAG’s agnostic design discussed in Sec. 4, we also evaluate
its integration with Self-RAG (Plan∗-Self-RAG).

5.1 ACCURACY PERFORMANCE

We evaluate Plan∗RAG against both standard prompting techniques and state-of-the-art RAG frame-
works in Table 2 and Table 3. For fair comparison with standard prompting methods, all approaches
use the same set of top-5 retrievals via Contriever from the original query. As shown in Table 2,
we compare against vanilla LLMs and three RAG variants (standard retrieval, chain-of-thought
prompting, and query decomposition) using GPT-3.5turbo, Llama2-chat13B, and Llama3.1-instruct8B.
Plan∗RAG demonstrates consistent performance gains across all datasets and baseline models. For
state-of-the-art methods that employ iterative retrieval, we evaluate Plan∗RAG SubQ. As shown
in Table 3, Plan∗RAG SubQ achieves significant improvements over recent frameworks like Self-
RAG, ReAct, and RQ-RAG across respective base models. Additionally, integrating Self-RAG to
Plan∗RAG’s reasoning DAG (Plan∗-Self-RAG) yields substantial performance gains, validating the
effectiveness of the test-time, external planning approach.

These results establish that Plan∗RAG’s test-time planning provides clear advantages over existing
reasoning frameworks, including those designed for multi-hop reasoning.

5.2 REASONING DAG DEPTH

Table 1 shows the reasoning DAG depths for all the datasets. As expected, the multi-hop query
datasets exhibit a DAG depth greater than 1, indicating multiple atomic queries must be answered
at different depths to answer the main query. In contrast, the single-hop dataset typically shows
a reasoning depth of 0, which is both expected and desired, as simpler queries do not require fur-
ther decomposition into subqueries. This showcases that the reasoning DAG effectively adapts its
complexity based on the query complexity. On HotpotQA (a 2-hop dataset), we compare depth
distributions for sequential methods like QD-RAG and ReAct in Fig. 4. Both the methods exceed
the ideal reasoning depth, with a significant proportion of samples having depths greater than 3,
indicating suboptimal reasoning paths.

Information Gain (IG) We introduce cumulative information gain (IG) to measure information
aggregation across reasoning depths. Formally, at depth d, IG(Q,G, d) = IG(Q, {qi}di=0), where
Q represents the main query and {qi}di=0 denotes the set of subqueries up to depth d. A higher
IG indicates substantial new information contribution toward the final answer, while a similar value
as the previous depth suggest redundant or unnecessary reasoning steps. We experiment with the
HotpotQA dataset and employ GPT-3.5turbo model to score the information gain between 1-10 across
the reasoning plan. Table 6 showcases the average IG score over reasoning depth, demonstrating
consistent incremental information gain as the DAG is traversed.
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Table 3: Comparison with state-of-the-art methods:
Performance of Plan∗RAG against advanced RAG meth-
ods (RQ-RAG, Self-RAG) and their Plan∗-augmented
variants. Plan∗RAG SubQ achieves consistent improve-
ments across both single-hop and multi-hop tasks.

Base Method HotpotQA StrategyQA MuSiQue PopQA

L
la

m
a2

7B RQ-RAG 33.78 47.46 13.43 32.66

Self-RAG 31.48 43.71 7.07 43.67

Plan∗-Self-RAG 36.65 60.67 14.76 44.06

L
la

m
a2

13
B Self-RAG 34.09 42.75 8.31 45.18

Plan∗-Self-RAG 37.31 62.87 16.72 45.23

L
la

m
a3

.1
in

st
ru

ct
8B ReAct 33.15 54.67 13.36 35.81

Plan∗RAG SubQ 40.44 65.45 14.88 41.98

Table 4: Retrieval effectiveness: Eval-
uation of retrieval quality on HotpotQA
distractor setting. Plan∗RAG achieves
higher precision and recall.

Method Precision Recall Accuracy

ReAct 0.04 34.61 25.68
QD-RAGSubQ 0.02 32.16 23.54
Plan∗RAGSubQ 27.43 36.57 31.27

Table 5: Reasoning planners: Accu-
racy comparison showing a fine-tuned
Llama3.1-instruct8B planner achieves
comparable performance to GPT-4o.

Vanilla- CoT- QD-
RAG RAG RAG Plan4o Plan8B

24.83 30.11 28.25 31.97 31.28

5.3 TARGETED SUBQUERIES AND RETRIEVALS

A key feature of Plan∗RAG’s reasoning plan is the atomic, dynamic subqueries. As discussed in
Sec. 4.3, the subqueries in the reasoning plan are more targetted and help improve retrievals. We
evaluate retrieval effectiveness with the HopotQA Distractor setting, which provides ground truth
labels for supporting documents. As shown in Table 4, Plan∗RAG significantly outperforms both
ReAct and QD-RAGSubQ in both precision and recall, contributing to improved accuracy. High
precision is particularly crucial for multi-hop reasoning, as it minimizes the introduction of irrelevant
information that could propagate errors through the reasoning chain.

5.4 REASONING PLAN GENERATION

So far in the experiments we have utilized the more capable GPT-4o model for generating rea-
soning plans. However, to demonstrate that Plan∗RAG framework is not dependent on powerful
LLMs, we finetune a Llama3.1-instruct8B reasoning planner with LoRA adapters on a small subset
of HotpotQA-train dataset. We use input-output pairs of questions and their corresponding reason-
ing DAGs in the required JSON format as training data. Experiments on a HotpotQA-dev subset
(1300 samples) demonstrate comparable performance to GPT-4o, achieving [31.28] accuracy versus
[31.97] with GPT-4o (Table 5). These results indicate that the success of our test-time planning
approach does not hinge on specific LLMs; and that modest training data is sufficient to fine-tune
LMs to generate structured output.

6 DISCUSSION AND CONCLUSION

In this paper, we presented Plan∗RAG, a framework that transforms multi-hop reasoning in RAG
through test-time planning. Our key insight—externalizing the reasoning structure as a DAG out-
side the LM’s context—addresses fundamental limitations of existing approaches. Empirical results
validate three core benefits: systematic exploration of reasoning paths, efficient parallel execution,
and improved performance on multi-hop datasets. Significant improvements in retrieval precision
demonstrates that atomic subqueries enable more focused document retrieval, while bounded con-
text windows overcome the overflow challenges faced by sequential approaches. A key strength of
Plan∗RAG is its modular design, demonstrated by successful integration with existing RAG meth-
ods like Self-RAG. This flexibility, combined with comparable computational costs, establishes
Plan∗RAG as a practical solution for real-world multi-hop reasoning tasks

A key limitation in Plan∗RAG is reliance on a static plan generated a priori. While the plan may
need updates as more information is collected, the DAG structure facilitates subquery updates and
backtracking since it is a formal object outside the LLM’s context window. Future work can explore:
(1) verification and backtracking using the reasoning DAG, (2) feedback loops between reasoning
steps for dynamic plan refinement, and (3) extending the framework to tasks like fact verification
and mathematical deduction.
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APPENDICES

The supplementary document is organized as follows: App. A presents the characteristics and spec-
ifications of datasets used in the evaluations. App. B details baseline models employing traditional
prompting approaches, their implementation and specific prompts. App. C describes the state-of-
the-art RAG methods evaluated in the experiments. App. D elaborates on the proposed Plan∗RAG
framework, encompassing reasoning plan generation, dynamic subquery generation, and answer
generation through DAG traversal. Finally, App. E provides details on the experiment setup.

A DATASET DETAILS

In this section, we discuss the datasets used in the experiments. The datasets are particularly char-
acterized into multi-hop and single-hop depending on the nature of the queries they contain.

A.1 MULTI-HOP QA

For multi-hop queries, we focus on three datasets: HotpotQA (Yang et al., 2018), StrategyQA (Geva
et al., 2021), and MuSiQue-Ans (Trivedi et al., 2022)

HotpotQA HotpotQA is a multi-hop dataset collected from English Wikipedia. The questions are
diverse and not constrained to any pre-existing knowledge bases or knowledge schemas. The dataset
contains 7,405 queries in the dev-fullwiki split. Although, each question in the dataset comes with
two gold paragraphs, as well as a list of sentences in these paragraphs that crowd workers identify
as supporting facts necessary to answer the question, we do not use these in our experiments and use
contriever to fetch the relevant documents from the Wikipedia embeddings.

StrategyQA StrategyQA is a question-answering benchmark requiring multiple reasoning steps to
answer each question. Questions are short, topic-diverse, and require specific reasoning strategies
for answers. We use the dataset that is available on the Self-RAG repository Asai et al. (2023). The
dataset consists of 2,234 question-answer pairs. The dataset covers a broad range of topics including
science, history, and common sense reasoning.

MuSiQue-Ans MuSiQue-Ans is a multi-hop question answering dataset comprising 2,417 ques-
tions spanning 2 to 4 reasoning hops. Compared to existing QA datasets, MuSiQue-Ans presents a
higher level of difficulty, evidenced by a threefold increase in the gap between human and machine
performance. It is specifically designed to be resilient against models that rely on disconnected or
shallow reasoning patterns.

A.2 SINGLE-HOP QA

To evaluate model performance on single-hop queries, we use PopQA (Mihaylov et al., 2018).

PopQA PopQA is an open-domain question-answering dataset designed to assess a model’s ability
to retrieve and generate answers based on factual knowledge. The dataset consists of factual ques-
tions, many of which require specific knowledge of popular culture, history, and general world facts.
In total the size of the dataset is 1,399 question-answer pairs.

B STANDARD PROMPTING METHODS

In this section we discuss various standard prompting methods experimented in Sec. 5.1 (cf. Table 2)
along with the specific prompts. For all the models, we set temperature=0 and as all the RAG
methods discussed below use the query to retrieve top-k documents, all the methods use the same
set of retrieved documents.

Note that for the Llama2 model, we wrap the prompts with the required system tags:
<s>,[INST],<<SYS>>,<</SYS>>.

Vanilla-LLM We experiment with three LLM models without any retrievals to answer the queries
using its parametric knowledge: GPT-3.5turbo, Llama2-chat13b, and Llama3.1-instruct8b. Below is
the prompt that we use:
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Be precise and give answer to the query. Response should be a
valid JSON, that can be passed to json.loads directly, with a key
as Response which only has 2-3 words. Do not use complete

sentences or punctuation. In JSON, put every value as a string
always, not float.

Example:

Query: What is the capital of France?
{"Response": "Paris"}
Query: How do you make coffee?
{"Response": "Brew ground beans"}

Vanilla-RAG We experiment with the standard RAG method, i.e. retrieving top-k relevant doc-
uments for each query and providing them as context to the LLM. For our experiments, we use
Contriever (Izacard et al., 2022) as the retriever with k=5. Similar to Vanilla-LLM, we experiment
with 3 models: GPT-3.5turbo, Llama2-chat13b, and Llama3.1-instruct8b. Below is the prompt that we
use:

You are a concise answering assistant. Use the Retrievals while
generating the answer and keep the answer grounded in the
retrievals. Generate a JSON with a single key "Response" and a
value that is a short phrase or a few words. In JSON, put every
value as a string always, not float.
Note: Generate only JSON and no explanation or repeating the
query or retrievals.

Example:

Query: Who was the PM of India when India performed its first
nuclear test?
Retrievals: [["Indira Gandhi was the PM of India in 1974"], ["
Indira Gandhi was the first woman PM of India."]]
Generation: {

"Response": "Indira Gandhi"
}

Query: What is the capital of France?
Retrievals: [["Paris is the capital of France."]]
Generation: {

"Response": "Paris"
}

CoT-RAG We combine chain-of-thought (CoT) prompting with RAG, using Contriever as the
retriever with k=5. We experiment with the three models: GPT-3.5turbo, Llama2-chat13b, and
Llama3.1-instruct8b. Below is the prompt that we use:

You are a highly intelligent assistant skilled at solving
problems by reasoning step-by-step. For each query, explain your
reasoning clearly and logically in multiple steps, and then

provide the final answer (Response). Use retrievals and keep your
generation grounded in the retrievals. Produce a list of

reasoning steps along with the Answer (Response) (precise and max
3-4 words).

Note: Generate only reasoning steps and response. no explanation
or repeating the query or retrievals. Strictly follow the below
template and only return the JSON with no explanation.

Example:

Query: What is the sum of 15 and 27?
Retrievals: []
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Generation: {
"Reasoning_steps" : ["The first number is 15", "The
second number is 27", "Adding these gives 15 + 27 = 42"],
"Response": "42"

}

Query: Who was the PM of India when India performed its first
nuclear test?
Retrievals:[["Indira Gandhi was the PM of India in 1974"], ["
Indira Gandhi was the first woman PM of India."]]
Generation:{

"Reasoning_steps" : ["India performed its first nuclear
test in 1974", "Indira Gandhi was the PM of India in
1974."],
"Response": "Indira Gandhi"

}

QD-RAG We experiment with query decomposition (QD) based RAG, where the original query is
first broken down into simpler sub-queries. We use Contriever as the retriever with k=5 and evaluate
three models: GPT-3.5turbo, Llama2-chat13b, and Llama3.1-instruct8b. Below is the prompt used for
query decomposition:

You are a helpful assistant that breaks complex queries into
simpler ones that are easy to answer. Therefore, your job is to
simplify complex queries into multiple queries that can be
answered in isolation to eachother. If the query is simple, then
keep it as it is.
NOTE: Always return a python list of subqueries that be passed to
eval() directly.

Examples:

Query: Did Microsoft or Google make more money last year?
Subqueries: [‘How much profit did Microsoft make last year?’, ‘
How much profit did Google make last year?’]

Query: What is the capital of France?
Subqueries: [‘What is the capital of France?’]

Query: Who has the highest score in the last two ODI cricket
world cups?
Subqueries: [‘Who has the highest score in the last ODI cricket
world cup?’, ‘Who has the highest score in the second last ODI
cricket world cup?’, ‘Who scored the highest score among these
two?’]

After decomposing the query into sub-queries, we solve each sub-query sequentially. The answers
to previous sub-queries are provided as “Known answers” to help maintain consistency and build
upon intermediate findings. Below is the prompt used for answering each sub-query:

You are a concise answering assistant. Use the Retrievals while
generating the answer and keep the answer grounded in the
retrievals. If Known answers are given, use them while generating
the response. Generate a JSON with a single key "Response" and a
value that is a short phrase or a few words. In JSON, put every

value as a string always, not float.
Strictly follow the format below, and provide only the "
Generation" part.

Example:

Query: Who was the PM of India when India performed its first
nuclear test?
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Retrievals: [["Indira Gandhi was the PM of India in 1974"], ["
Indira Gandhi was the first woman PM of India."]]
Known answers: Q=When did India perform the first nuclear test?
A=India conducted its first nuclear test on May 18, 1974, at the
Pokhran Test Range in Rajasthan, India.
Generation: {

"Response": "Indira Gandhi was the PM of India when India
performed its first nuclear test in 1974."

}

Query: What type of literature did John Keble write?
Retrievals: [["John Keble (1792-1866) was an English clergyman,
poet, and theologian, best known for his contributions to
religious poetry"], ["Keble wrote essays and sermons emphasizing
the importance of tradition, the authority of the Church, and the
significance of the sacraments."]]

Generation: {
"Response": "Religious and devotional poetry"

}

C STATE-OF-THE-ART RAG METHODS

In this section we discuss various state-of-the-art RAG methods experimented in Sec. 5.1 (cf. Ta-
ble 3).

Self-RAG Asai et al. (2023) proposed Self-RAG, wherein the base Llama2 models are trained to
learn a set of special reflection tokens. The reflection tokens are then used at the time of inference
to judge the requirement for retrievals, relevance of the retrieved documents and the accuracy of the
output. We tested Self-RAG7b and Self-RAG13b on both single and multi-hop datasets. As a retriever,
we use contriever and set k=5. The temperature for both the models was set to 0 to maintain non-
stochasticity. We use the official codebase released by the authors for all the experiments.

RQ-RAG Chan et al. (2024) proposed RQ-RAG, a framework where the base Llama2 model
is trained to enable it to dynamically refine search queries through rewriting, decomposing, and
clarifying ambiguities. Further, control tokens are used to direct the generation process. In addition,
the authors use three different sampling methods which includes selection based on perplexity (PPL),
confidence, and an ensemble approach, in order to select the final answer. In our experiments, total
of k=5 documents are retrieved at each depth for any given query and the maximum depth is set to
2. The ensemble answer is used in all the experiments as that gave the best results. Similar to Self-
RAG, temperature was set to 0 to remove any stochasticity. We use the official codebase released by
the authors for all the experiments.

ReAct ReAct (Yao et al., 2023) combines reasoning and acting with language models to solve
diverse language reasoning and decision-making tasks. The model uses an interleaved sequence of
Thought, Action, and Observation steps to answer questions. For the experiment, we use Contreiver
as a retriever, and the actions are limited to two options: ‘search’ and ‘finish’. Therefore, the prompt
for the models were changed accordingly. We experimented using both Llama3.1-instruct8b and
GPT-3.5turbo models, with the temperature set to 0 in both cases. We used only one retrieval (k=1)
per thought as setting k=5 documents per thought gave poor results due to exploding contexts. The
prompt used is as follows:

You are a question answering agent, you need to solve the given
question with interleaving Thought, Action, Observation steps.
You need to do this one step at a time, given some previous steps
. Thought can reason about the current situation, and Action can
be of two types:
Search[entity], which searches and returns the top 1 relevant
article.
Finish[answer], which returns the answer and finishes the task.
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Action can be only of the above two forms. They need to either
include Search or Finish with the entity or answer enclosed in
the bracket respectively.

Here are some examples:

Question: Musician and satirist Allie Goertz wrote a song about
the "The Simpsons" character Milhouse, who Matt Groening named
after who?

Thought 1: I only need to search Milhouse and find who it is
named after.
Action 1: Search[Who was Milhouse named after?]
Observation 1: [Lisa kisses Milhouse. Lisa told Milhouse he
should not give up searching for other girls and that life has
unexpected things to offer. She told him he is cute in the
moonlight, which caused him to fall off a cliff nearly to his
death, but a bald eagle caught him, which left him saying "
everything is coming up Milhouse!" Milhouse was designed by Matt
Groening for a "Butterfinger" commercial, and it was decided to
use the character in the series. Milhouse was named after U.S.
President Richard Nixon, whose middle name was Milhous. The name
was the most "unfortunate name"]

Thought 2: Milhouse was named after U.S. president Richard Nixon,
so the answer is Richard Nixon.

Action 2: Finish[Richard Nixon]

D PLAN∗RAG

We present the prompts and details of Plan∗RAG, including its reasoning plan, tag replacement, and
answer generation LM. For all the models, we set temperature=0. Note that for the Llama2 model,
we wrap the prompts with the required system tags: <s> [INST] <<SYS>> and <</SYS>>.

D.1 REASONING PLAN

The reasoning plans, as discussed in Sec. 4.2, are created by prompting the language model with the
query and a set of contextual examples. The prompt guides the LLM to generate a minimal DAG
where each sub-query’s answer depends only on its parent nodes. We employ the special tag ⟨AI.J⟩
in sub-queries to explicitly denote dependencies on parent node answers. The prompt used for the
DAG generation is:

You are a reasoning DAG generator expert. The goal is to make a
reasoning DAG with minimum nodes. Given a query, if it is complex
and requires a reasoning plan, split it into smaller,

independent, and individual subqueries. The query and subqueries
are used to construct a rooted DAG so make sure there are NO
cycles and all nodes are connected, there is only one leaf node
with a single root and one sink. DAG incorporates Markov property
i.e. you only need the answer of the parent to answer the

subquery. The main query should be the parent node of the initial
set of subatomic queries such that the DAG starts with it.

Return a Python list of tuples of parent query and the subatomic
query which can be directly given to eval().

Strictly follow the below template for output.

For the subquery generation, input a tag <AI.J> where the answer
of the parent query should come to make the query complete.

NOTE: Make the DAG connected and for simple queries return the
original query only without any reasoning DAG.
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Example:

Query: Who is the current PM of India?
DAG: "Q: Who is the current PM of India?"

Query:What is the tallest mountain in the world and how tall is
it?
DAG: [
("Q: What is the tallest mountain in the world and how tall is it
?", "Q1.1: What is the tallest mountain in the world?"),
("Q1.1: What is the tallest mountain in the world?", "Q2.1: How
tall is <A1.1>?")
]

Query: What percentage of the worlds population lives in urban
areas?
DAG: [
("Q: What percentage of the worlds population lives in urban
areas?", "Q1.1: What is the total world population?"),
("Q: What percentage of the worlds population lives in urban
areas?", "Q1.2: What is the total population living in urban
areas worldwide?"),
("Q1.1: What is the total world population?", "Q2.1: Calculate
the percentage living in urban areas worldwide when total
population is <A1.1> and population living in urban areas is <A1
.2>?"),
("Q1.2: What is the total population living in urban areas
worldwide?", "Q2.1: Calculate the percentage living in urban
areas worldwide when total population is <A1.1> and population
living in urban areas is <A1.2>?")
]

D.2 DYNAMIC SUBQUERY GENERATION

The interdependence of child nodes on their parents is captured through special ⟨AI.J⟩ tags. During
sub-query answer generation, we prompt the LLM to replace these tags with their corresponding
parent answers to create coherent sub-query question. Below is the prompt used for tag replacement:

You are provided a question with tags where the corresponding tag
answers need to be replaced. Replace tags with answers of the

previous question in such a way that the final question is
coherent and logical.
Just replace all parts of the answers in the main question. Do
not reason or answer the question. Your role is just to replace
tags with all parts of the answer.

NOTE: Only output the question with no explanation or any other
details.

Example:

Query: Q2.1: Who was the president of India when the captain of
the Indian cricket team was <A1.1> and vice-captain was <A1.2> in
2018?

Q1.1: Who was the captain of India cricket team in 2018?
A1.1: The captain of Indian cricket team in 2018 was M.S.Dhoni.
Q1.2: Who was the vice-captain of India cricket team in 2018?
A1.2: The vice-captain of Indian cricket team in 2018 was Virat
Kohli.
Output: Q2.1: Who was the president of India when the captain of
the Indian cricket team was M.S.Dhoni and vice-captain was Virat
Kohli?
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D.3 GENERATOR LLM

Plan∗RAG involves traversing the reasoning plan to generate answers for each sub-query and ulti-
mately resolve the main query. The following prompt is used for each answer generation:

You are a concise answering assistant. If relevant and provided,
use the Retrievals while generating the answer or use your own
knowledge. If Known answers are given, use them while generating
the response. Generate a JSON with a single key "Response" and a
value that is a short phrase or a few words. In JSON, put every
value as a string always, not float. Strictly follow the format
below, and provide only the "Generation" part.

Example:

Query: Who was the PM of India when India performed its first
nuclear test?
Retrievals: [["Indira Gandhi was the PM of India in 1974"], ["
Indira Gandhi was the first woman PM of India."]]
Known answers: Q=When did India perform the first nuclear test? A
=India conducted its first nuclear test on May 18, 1974, at the
Pokhran Test Range in Rajasthan, India.
Generation: {

"Response": "Indira Gandhi was the PM of India when India
performed its first nuclear test in 1974."

}

Query: What type of literature did John Keble write?
Retrievals: [["John Keble (1792-1866) was an English clergyman,
poet, and theologian, best known for his contributions to
religious poetry"], ["Keble wrote essays and sermons emphasizing
the importance of tradition, the authority of the Church, and the
significance of the sacraments."]]

Generation: {
"Response": "Religious and devotional poetry"

}

E EXPERIMENTS

This section presents comprehensive details of our experimental evaluations. We begin with an anal-
ysis of a HotpotQA example query (Fig. 2), demonstrating comparative method outputs in App. E.1.
We then evaluate performance on multi-hop and single-hop datasets in App. E.2, presenting results
in Table 2 and Table 3. Following this, we analyze Plan∗RAG’s retrieval effectiveness in App. E.3
and information gain results in App. E.4. Finally, we describe the reasoning plan generation experi-
ments using a finetuned Llama3.1-instruct8b model in App. E.5.

E.1 HOTPOTQA EXAMPLE QUERY

We analyze a query from HotpotQA to demonstrate how different methods approach multi-hop
reasoning:

Query: “Rumble Fish was a novel by the author of the coming-of-age novel published in what
year by Viking Press?”

Ground Truth: 1967

As discussed in Sec. 3, we compare various methods using Llama3.1-instruct8b with temperature=0
and Contriever as the retriever (k=5). Below are the outputs for each method:

Vanilla-LLM generates S.E. Hinton 1975.

Vanilla-RAG generates 1975.
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Chain-of-Thought (CoT) - RAG produces the following reasoning chain:
S.E. Hinton wrote Rumble Fish → Rumble Fish was published in 1975 → The author of The Out-
siders also published in 1975
Final generation: 1975

ReAct generates the following sequence:
Thought 1: I need to find the author of the coming-of-age novel, then find the year it was published
by Viking Press.
Action 1: Search[Author of the coming-of-age novel published by Viking Press]
Thought 2: The author of the coming-of-age novel is S.D. Smith, but I am not sure if he published
it with Viking Press.
Action 2: Search[Coming-of-age novel by S.D. Smith published by Viking Press]
Thought 3: I found that S.E. Hinton published Rumble Fish, and it was published by Viking Press
in 1975.
Action 3: Finish[1975]
Final generation: 1975

Query Decomposition (QD) - RAG decomposes the query as follows, we show both the query
and the generation: Q1: What is the author of the coming-of-age novel published by Viking Press?
A1: S.E. Hinton
Q2: In what year was the coming-of-age novel published by Viking Press?
A2: 1975
Q3: What is the title of the novel written by the author of the coming-of-age novel?
A3: The Outsiders
Final generation: 1975

Self-RAG using the fine-tuned Llama213b model generates 1975.

Plan∗RAG generates the following reasoning plan:
Q1.1: Who is the author of Rumble Fish? → Q2.1: What is the coming-of-age novel by ⟨A1.1⟩? →
Q3.1: In what year was ⟨A2.1⟩ published by Viking Press?

During the generation the subquery and generation are as follows:
Q1.1: Who is the author of Rumble Fish?
A1.1: S. E. Hinton
Q2.1: What is the coming-of-age novel by S. E. Hinton?
A2.1: The Outsiders
Q3.1: In what year was The Outsiders published by Viking Press?
A3.1: 1967
Final generation: 1967

Therefore, Plan∗RAG is the only method that arrives at the correct answer of 1967.

E.2 PERFORMANCE EXPERIMENT

Table 2 and Table 3 demonstrate the performance limitations of traditional prompting RAG methods
and recently proposed advanced RAG approaches, while highlighting the superior performance of
the proposed method (Plan∗RAG).

For Table 2, all methods use same set of retrievals obtained via Contriever with k=5 on the main
query. The prompts employed by each model are detailed in App. B. To eliminate stochasticity, we
set temperature=0 across all models. For Table 3, we evaluate against recently proposed advanced
RAG methods: Self-RAG (Asai et al., 2023), RQ-RAG (Chan et al., 2024), and ReAct (Yao et al.,
2023). We utilize the official implementations for Self-RAG and RQ-RAG, while adapting ReAct’s
prompt for the RAG framework (detailed in App. C).

For comparison with state-of-the-art methods, we employ Plan∗RAG SubQ, which retrieves a fresh
set of documents for each sub-query, maintaining consistency with the experimental setup of other
state-of-the-art approaches.

For both experiments, we employ accuracy contains as the evaluation metric. This metric represents
a relaxed version of the exact-match score, considering a prediction correct when the true answer ap-
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pears as a substring within the prediction. This approach accounts for variations in answer phrasing
across different language models.

E.3 RETRIEVAL EFFECTIVENESS OF PLAN∗RAG

Table 6: Information Gain (IG): IG at different depths
of the reasoning DAG, demonstrating systematic infor-
mation accumulation across reasoning steps on Hot-
potQA, validating the structural coherence of the rea-
soning DAG.

Depth 0 1 2 3 4 5 6

IG 7.23 8.85 8.91 9.02 9.47 9.75 10.0

In this experiment, we evaluate the ef-
fectiveness of Plan∗RAG SubQ’s reason-
ing plan nodes, which generate targeted
subatomic queries leading to improved re-
trievals. Using a random sample of 1000
queries from the HotpotQA distractor
dataset, which provides golden sentences
for evaluation, we assess retrieval perfor-
mance against ReAct and QD-RAGSubQ.
As shown in Table 4, Plan∗RAG SubQ
demonstrates superior performance across
all threee metrics: Precision, Recall, and Accuracy.

To account for potential fragmentation of golden sentences during embedding generation, we seg-
ment the golden sentences into chunks of size 50. A retrieval is considered successful if any chunk
of the golden sentence is present in the retrieval.

E.4 INFORMATION GAIN (IG)

We evaluate the effectiveness of Plan∗RAG’s reasoning plan by analyzing the cumulative infor-
mation gain (IG) across DAG-depth. A valid reasoning plan should demonstrate increasing IG
with depth, as each subquery contributes additional relevant information toward answering the main
query. Conversely, stagnant or decreasing IG would indicate subqueries at that depth fail to con-
tribute meaningful information.

Using the HotpotQA dataset (7,405 queries), we employ GPT-3.5turbo to compute and return IG
scores at each depth of the reasoning DAG. We showcase the average IG score at each depth in
Table 6. The evaluation prompt is

Suppose you are an expert in quantifying information gain. Given
a main query and a set of subqueries quantify how much knowledge
is gained by this whole set of subqueries. Range of information
gain: 1-10. 1 being the least and 10 being the most.
The special tag <AI.J> is used to denote the place where the
answer to QI.J will be placed.
NOTE: Only output the Information Gain number that can be passed
to eval() directly. No explanations or anyother tag. Strictly
follow the below template.

Example:

Main Query: What is the DoB of the current President of Finland?
Subqueries: [Q1.1: Who is the current President of Finland?]
Information Gain: 5

Main Query: What is the DoB of the current President of Finland?
Subqueries: [Q1.1: Who is the current President of Finland?, Q2
.1: When was <A1.1> born?]
Information Gain: 10

Main Query: What is the DoB of the current President of Finland?
Subqueries: [Q1.1: What is the capital of Finland?]
Information Gain: 0
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E.5 REASONING PLAN GENERATION

While our primary experiments use GPT-4o to generate the reasoning plan, we demonstrate that
Plan∗RAG’s performance is not dependent on the large language models. For this, we finetune
the Llama3.1-instruct8b model with LoRA adapters on a small subset of HotpotQA-train dataset
(3,700 query-plan pairs), using plans generated by GPT-4 as training data. The results show that a
relatively small set of training data is sufficient to finetune a language model to generate structure
output required to construct the DAG.

The finetuning process employs the Parameter-Efficient Fine-Tuning (PEFT) library with the fol-
lowing hyperparameters: 5,000 training steps, LoRA rank of 8, LoRA alpha of 16, batch size of 4,
and gradient accumulation steps of 2. Table 5 demonstrates the competitive accuracy of the fine-
tuned model compared to other methods on a subset of HotpotQA-fullwiki dataset, confirming that
Plan∗RAG’s enhanced performance is not dependent on a large language model.
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