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Abstract

Test time adaptation (TTA) aims to adapt deep neural
networks when receiving out of distribution test domain
samples. In this setting, the model can only access online
unlabeled test samples and pre-trained models on the train-
ing domains. We first address TTA as a feature revision
problem due to the domain gap between source domains
and target domains. After that, we follow the two measure-
ments alignment and uniformity to discuss the test time fea-
ture revision. For test time feature uniformity, we propose
a test time self-distillation strategy to guarantee the consis-
tency of uniformity between representations of the current
batch and all the previous batches. For test time feature
alignment, we propose a memorized spatial local cluster-
ing strategy to align the representations among the neigh-
borhood samples for the upcoming batch. To deal with the
common noisy label problem, we propound the entropy and
consistency filters to select and drop the possible noisy la-
bels. To prove the scalability and efficacy of our method, we
conduct experiments on four domain generalization bench-
marks and four medical image segmentation tasks with var-
ious backbones. Experiment results show that our method
not only improves baseline stably but also outperforms ex-
isting state-of-the-art test time adaptation methods. Code is
available at https://github.com/SakurajimaMaiii/TSD.

1. Introduction
Deep learning has achieved great success in computer

vision tasks when training and test data are sampled from
the same distribution [17, 28, 39]. However, in real-world
applications, performance degradation usually occurs when
training (source) data and test (target) data are collected
from different distributions, i.e. domain shift. In practice,
test samples may encounter different types of variations
or corruptions. Deep learning models will be sensitive to
these variations or corruptions, which can cause perfor-
mance degradation.

To tackle this challenging but practical problem, various
works have been proposed to adapt the model at test time [5,
8,22,38,45,57,66,67,76]. Test time training (TTT) [38,57]
adapts model using self-supervised tasks, such as rotation
classification [15] during both training and test phases. This
paradigm relies on additional model modifications in both
training and test phases, which is not feasible and scalable
in the real world.

Similar to TTT, test time adaptation [66] (TTA) also
adapts the model i.e., updates the parameters in the test
phase. But TTA does not require any specific modifications
in training and requires only the pre-trained source model
and unlabeled target data during the test phase, which is
more practical and generalizable. In TTA, the model could
be adapted with only online unlabeled data. Hence, the
model trained on source data is incompatible with the target
data due to the possible domain gap between source data
and target data.

To deal with the above-mentioned problem, we address
TTA as a representation revision problem in this paper.
In the test phase of TTA, the accessed model has already
learned the feature representations specialized to source do-
mains and may generate inaccurate representations for the
target domain due to the large domain gap. It is necessary
to rectify the feature representations for the target domain.
To achieve better representations for the target domain, we
utilize the commonly used measurements for representation
quality that can be summarized to feature alignment and
uniformity [68, 73]. Alignment refers that the similar im-
ages should have the similar representations, while unifor-
mity means that images of different classes should be dis-
tributed as uniform as possible in the latent space. Hence,
we propose to address the TTA problem from the above-
mentioned properties.

Most of the previous works about TTA can be in-
ducted from the proposed representation revision perspec-
tive. Some methods adapt the source model by conduct-
ing a feature alignment process, such as feature matching
[27, 38] and predictions adjustment [5]. One of the repre-
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sentative methods is LAME [5], which encourages neigh-
borhood samples in the feature space to have similar pre-
dictions using Laplacian adjusted maximum-likelihood es-
timation. Moreover, other methods aim to make target
feature more uniform in feature space, including entropy
minimization [45, 66, 76], prototype adjustment [22], infor-
mation maximization [36] and batch normalization statis-
tics alignment [35, 44, 53]. One representative method is
T3A [22], which adjusts prototypes (class-wise centroids)
to have a more uniform representation by building a sup-
port set. However, none of the method address the TTA
problem from the representation alignment and uniformity
simultaneously. In this paper, we identify this limitation and
propose a novel method that rectifies feature representation
from both two properties. We formulate the two properties
in TTA as test time feature uniformity and test time feature
alignment.

Test Time Feature Uniformity. Following the feature
uniformity perspective, we hope that representations of test
images from different classes should be distributed as uni-
form as possible. However, only limited test samples can be
accessed in an online manner in the TTA setting.

To better deal with all of the samples in the target do-
main, we propose to introduce historical temporal informa-
tion for every arriving test sample. A memory bank is built
to store feature representations and logits for all arriving
samples to maintain the useful information from the previ-
ous data. We then calculate the pseudo-prototypes for every
class by using the logits and features in the memory bank.
After that, to guarantee the uniformity for the current batch
of samples, the prediction distribution of prototype-based
classification and model prediction (outputs of linear clas-
sifier) should be similar, i.e., the feature distribution of the
current images of one class should be consistent with the
feature distribution of all the previous images of the same
class. This can reduce the bias of misclassified outlier sam-
ples to form a more uniform latent space.

Motivated by this, we minimize the distance between
the outputs of linear and prototype-based classifiers. This
pattern is similar to self-distillation [25, 75] that transfers
knowledge between different layers of the same network
architecture. However, unlike typical self-distillation, our
method does not require any ground truth supervision. We
refer to this method as Test Time Self-Distillation (TSD).

Test Time Feature Alignment. Feature alignment en-
courages the images from the same class to have similar fea-
ture representations in the latent space. As for TTA, pseudo
labels generated by the source model may be noisy due to
the domain gap. Thus, instead of aligning all the positive
pairs, we propose a K-nearest feature alignment to encour-
age features from the same class to be closed or features
from different classes to be far away from each other. This
can reduce the negative impact imposed by the noisy la-

bels and maintain the alignment of images with the same
semantics. Specifically, we retrieve K-nearest features in
the memory bank for the upcoming images and add consis-
tency regularization between the representations and logits
of the images. We refer to this as Memorized Spatial Local
Clustering (MSLC). The ablation of hyperparameter K is
shown in Table 5 and Fig. 3.

Entropy Filter and Consistency Filter. During the
adaption, we use stored pseudo features and logits to com-
pute the pseudo-prototypes. However, the noisy label prob-
lem cannot be completely alleviated despite the proposed
efforts. To further reduce the impact, we adopt both entropy
and consistency filters to filter noisy labels to boost perfor-
mance. As for the entropy filter, we filter noisy features with
high entropy when we compute prototypes because unreli-
able samples usually produce high entropy.

In addition, the predictions of prototype-based and lin-
ear classifiers of the network for reliable samples should be
consistent ideally. We use this property to filter unreliable
samples and back-propagate the gradient using only reliable
samples. We refer to this filter as the consistency filter. The
ablation study on the two proposed filters is presented in
Table 5.

Finally, we demonstrate the effectiveness of our pro-
posed approach on commonly used domain generalization
benchmarks, including PACS [32], VLCS [60], OfficeHome
[64] and DomainNet [49]. Furthermore, to prove the effi-
cacy of our method, we conduct more experiments on four
cross-domain medical image segmentation benchmarks, in-
cluding prostate segmentation [1, 37], cardiac structure
segmentation [4, 78, 79] and optic cup/disc segmentation
[13, 47, 55]. Our method achieves the state-of-the-art per-
formance on the above benchmarks.

We summarize our contributions as follows:

• We propose a new perspective for test time adapta-
tion from the view of feature alignment and unifor-
mity. The proposed test time feature uniformity en-
courages the representations of the current batch of
samples along with the uniformity of all the previous
samples. The test time feature alignment manipulates
the representation of the test sample according to its
neighbors in the latent space to align the representa-
tions based on the pseudo label.

• Specifically, to meet the online setting and noisy la-
bel problem in TTA, we propose two complementary
strategies: unsupervised self-distillation for test time
feature uniformity and memorized spatial local cluster-
ing for test time feature alignment. We also propound
the entropy filter and consistency filter to further miti-
gate the effect of the noisy labels.

• The experiments demonstrate that our proposed
method outperforms existing test time adaptation ap-
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proaches on both the domain generalization bench-
marks and medical image segmentation benchmarks.

2. Related Work
2.1. Domain Generalization

Domain generalization (DG) aims to learn knowledge
from multi-source domains and generalize to the unseen tar-
get domain. A primary strategy of DG is domain-invariant
feature learning which aims to reduce domain gaps, in-
cluding aligning distributions among multiple domains with
contrastive learning [24, 43, 70, 72], learning useful repre-
sentations with self supervise learning [6], matching statis-
tics of feature distributions across domains [56,61], domain
adversarial learning [14,33] and causality inference [40,41].
Meta-learning based methods [2, 12, 31] simulate domain
shift by dividing meta-train and meta-test domains from the
original source domains. Data augmentation-based meth-
ods effectively solve the DG problem by diversifying train-
ing data [19, 34, 46, 65, 71, 74, 77].

Unlike the DG paradigm that focuses on training a gener-
alizable model during the training phase with labeled source
data, test time adaptation aims to adapt a pre-trained model
in the test phase by using the online unlabeled target data.

2.2. Test Time Adaptation

Our work is mostly related to test time adaptation [5, 8,
22, 45, 66] or test time training [38, 57]. Test Time Train-
ing (TTT) [38, 57] adapts the model during the test phase
via the self-supervise task, such as rotation classification
[15]. However, TTT needs to optimize the source model
by jointly training supervised loss and self-supervised loss,
which may not be feasible in the real world. Different from
this, test time adaptation [66] aims to adapt the model dur-
ing the test phase without changing the training process.
Tent [66] minimizes entropy to update the trainable pa-
rameters in Batch Normalization [21] layer. SHOT [36]
combines information maximization and pseudo labeling.
There are some works [45,67] combing test time adaptation
and continual learning to maintain the performance on the
source domain. LAME [5] adapts the output of the model
rather than parameters with a laplacian adjusted maximum-
likelihood estimation. There are also some works using
test time Batch Normalization statistics [35, 44, 53], self-
training [8] and feature alignment [27,38]. The above meth-
ods could be viewed as either feature uniformity or feature
alignment as discussed in the Sec. 1, while our method ben-
efits from both properties.

3. Method
Fig. 1 illustrates the overall pipeline of our method. We

describe the details of the problem settings and our method
in this section.

3.1. Preliminaries

In test time adaptation (TTA), we can only achieve tar-
get domain unlabeled images in an online manner and pre-
trained model on the source domain. The source model is
trained with standard empirical risk minimization on source
domains, e.g. cross entropy loss for the image classification
task. Given the model trained on Ds, we aim to adapt the
model using unlabeled target data {xi} ∈ Dt, i ∈ {1...N},
where xi denotes the ith image of target domain Dt and N
denotes the number of target images, Ds denotes the source
domain. During testing, we initialize the model g = f ◦ h
with source model parameters trained on source domain Ds,
where f denotes backbone and h denotes linear classifica-
tion head. The output of model g for image xi is denoted as
pi = g(xi) ∈ RC where C is the number of class.

3.2. Test Time Self-Distillation

During adaption, given a batch of unlabeled test samples,
we can generate image embeddings zi = f(xi), logits pi =
h(zi) and pseudo labels ŷi = argmax pi via the pre-trained
model.

We then maintain a memory bank B = {(zi, pi)} to store
image embeddings zi and logits pi. Following T3A [22],
the memory bank is initialized with the weights of the lin-
ear classifier. When the target sample xi comes, for every
image, we add the image embedding zi and logits pi into
the memory bank. To build up the relations between the
current samples and all of the previous samples, the pseudo-
prototypes shall be generated for each class. The prototype
of class k could be formulated as

ck =

∑
i zi1[ŷi = k]∑
i 1[ŷi = k]

, (1)

where 1(·) is an indicator function, outputting value 1 if
the argument is true or 0 otherwise. However, some pseudo
labels may be assigned to the wrong class, leading to incor-
rect prototype computation. We use Shannon entropy [54]
filter to filter noisy labels. For prediction pi, its entropy
could be computed as H (pi) = −

∑
σ(pi) log σ(pi) where

σ denotes the softmax operation. We aim to filter unreliable
features or predictions with high entropy because lower en-
tropy usually means higher accuracy [66]. Specifically, for
every class, image embeddings with the top-M highest en-
tropy in the memory bank would be ignored. After that, we
use filtered embeddings to calculate prototypes as Eq. 1 and
define prototype-based classification output as the softmax
over the feature similarity to prototypes for class k:

yki =
exp (sim(zi, ck))∑C

k′=1 exp (sim(zi, ck′))
, (2)

where sim(zi, ck) denotes cosine similarity between zi and
ck.
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Figure 1. Overview of our proposed method. Blue lines denote forward and backward and black lines denote only forward (i.e. without
gradient backpropagation). Different colours of features, logits and prototypes mean different classes. MSLC: Memorized Spatial Local
Clustering. TSD: Test Time Self-Distillation.

The prototype-based classification results yi and outputs
pi of the network g should share a similar distribution for
the same input. Thus, the loss to maintain uniformity is
proposed as

Li(pi, yi) = −σ(pi) log yi. (3)

Note that pi is a soft pseudo label rather than a hard pseudo
label. The reason for using a soft label is that a soft label
usually provides more information [20]. By using the pro-
posed test time self-distillation, the network could map the
uniformity for the current samples to improve the quality of
representations.

Although we use an entropy filter to drop noisy labels
when computing prototypes, there are still some mistake
predictions inevitable. We propose that, for a reliable sam-
ple, the outputs of the linear fully connected layer and
prototype-based classifier should be similar. Hence, we
adopt the consistency filter to identify the mistake predic-
tions. Specially, if the linear classifier and prototype-based
classifier produce the same predictions, i.e. the same result
after executing argmax to the logits, we assume that this
sample is reliable. This strategy could be implemented us-
ing a filter mask for image xi as follows

Mi = 1[argmax pi = argmax yi]. (4)

By conducting a consistency filter, we further filter unre-
liable samples and the unsupervised self-distillation loss
could be formulated as follows

Ltsd =

∑
i Li ∗Mi∑

i Mi
. (5)

3.3. Memorized Spatial Local Clustering

As mentioned before, features belonging to the same
class should be aligned in the latent space. However, this

situation may differ in TTA due to the domain gap between
the target and source domains. We encourage K-nearest
neighborhood features instead of all the features to be close
to reducing the noisy label impact. A simple strategy is
to add consistency regularization within a batch of samples.
However, historical temporal information is ignored and the
alignment is less effective. Moreover, there is a trivial so-
lution that the model can easily map all images to a certain
class if we use only one batch sample for alignment [3].

To handle these problems, we concatenate spatial local
clustering with the memory bank. We begin from retrieving
K-nearest features in the memory bank for image x. Based
on our assumption, the logits of image x should be aligned
with the logits of its nearest neighbors in the latent space. To
achieve this, we align the two varieties of logits according
to the distance between the image embeddings of image x
and its neighbors. The formulation is presented as follows

Lmslc =
1

K

K∑
j=1

sim(z, zj)(σ(p)− σ(pj))
2, (6)

where sim(z, zj) denotes cosine similarity between z and
zj . {zj}Kj=1 denotes the K-nearest image embeddings of
z in the memory bank B and pj denotes the corresponding
logits. If zj and z are close in feature space, i.e. sim(z, zj) is
large, this objective function will push pj and p to get close.
We detach the gradient of sim(z, zj), i.e. sim(z, zj) would
be viewed as constant, to avoid the trivial solution that the
model will output a constant result regardless of different
samples.

3.4. Training Objective Function

Combing Eq. 5 and Eq. 6, we formulate the final objec-
tive function as

L = Ltsd + λLmslc, (7)
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where λ is the trade-off parameter to balance different loss
functions. In our implementation, we use cosine similarity
as the similarity metric. Specifically, we define sim(x, y) =
x⊤y/∥x∥∥y∥.

During testing phase, the adaptation is performed in an
online manner. Specifically, when receiving image xT at
time point T , the model state is initialized with the parame-
ters update from the last image xT−1. The model produces
the prediction pT = g(xT ) after receiving new samples xT

and updates the model using Eq. 7 with only one step gra-
dient descent. It is noticed that the adaption could continue
as long as there exists test data.

4. Experiments

4.1. Experimental Setup

Datasets. PACS [32] contains 9,991 examples and 7
classes that are collected from 4 domains: art, cartoons,
photos, and sketches. OfficeHome [64] is consisted of 4 do-
mains: art, clipart, product, and real, which includes 15,588
images and 65 classes. VLCS [60] comprises four domains:
Caltech101, LabelMe, SUN09 and VOC2007 and includes
10,729 images and 5 classes. DomainNet [49], a large-
scale dataset has six domains d ∈{clipart, infograph, paint-
ing, quickdraw, real, sketch} with 586,575 images and 345
classes.

Models. In the main experiments, we evaluated different
methods on ResNet-18/50 [17] equipped with Batch Nor-
malization [21], which is widely used in domain adaptation
and generalization literature. Furthermore, we tested our
algorithm on different backbones, including Vision Trans-
former (ViT-B/16) [11], ResNeXt-50 (32×4d) [69], Effi-
cientNet (B4) [58] and MLP-Mixer (Mixer-L16) [59].

Implementation. For source training, we choose one
domain as the target domain and the other domains as
the source domains. We split all images from the source
domains to 80%/20% for training and validation. We
use the Adam optimizer [26] with 5e−5 as the learning
rate. All models are initialized with ImageNet-1K [51]
pre-trained weights except for ViT-B/16 and MLP-Mixer
when we use ImageNet-21K pre-trained weights. We use
torchvision implementations of all models except for
ViT-B/16 and MLP-Mixer; instead, we use the implementa-
tions in the timm library.

For test time adaptation, we use the Adam optimizer [26]
and set the batch size as 128. We empirically set the trade-
off parameter λ = 0.1 (cf . Eq. 7). Unlike [45, 66], all
the trainable layers are updated and no special selection is
required in our method. We use PyTorch [48] for all im-
plementations. We report the accuracy of the whole target
domain for evaluation. For all experiments, we report the
average of three repetitions with different weight initializa-
tion, random seed and data split. Please refer to our supple-

Table 1. Comparison of our method and existing test time adapta-
tion methods with ResNet18 backbone. We highlight the best and
the second results.

Method PACS OfficeHome VLCS DomainNet Avg.

ERM [63] 82.07 63.12 72.75 38.95 64.22
BN [53] 82.82 62.30 64.31 37.80 61.81
Tent [66] 84.92 63.75 67.36 38.95 63.75
PL [30] 84.64 60.22 68.93 35.23 62.26
SHOT-IM [36] 82.55 63.42 64.90 39.50 62.59
T3A [22] 83.50 64.25 73.03 39.61 65.10
ETA [45] 82.70 62.46 64.35 39.43 62.24
LAME [5] 84.58 62.20 72.88 37.49 64.29
Ours 87.32 64.83 73.61 40.19 66.49

Table 2. Comparison of our method and existing test time adapta-
tion methods with ResNet50 backbone. We highlight the best and
the second results.

Method PACS OfficeHome VLCS DomainNet Avg.

ERM [63] 84.59 67.37 74.01 45.20 67.74
BN [53] 85.03 66.10 64.78 43.38 64.82
Tent [66] 87.48 67.96 69.20 44.71 67.34
PL [30] 85.23 67.13 68.52 41.18 65.52
SHOT-IM [36] 85.50 67.39 65.23 46.30 66.11
T3A [22] 86.04 68.29 73.98 46.16 68.62
ETA [45] 85.04 66.21 64.79 46.13 65.54
LAME [5] 86.62 66.19 73.94 43.20 67.49
Ours 89.41 68.67 74.52 47.73 70.08

mentary material for more details, including detailed results
and error bars.

Hyperparameter search and model selection. We use
training domain validation [16] for source model training.
We select the model with the highest accuracy on the valida-
tion set. For hyperparameter search, we search learning rate
lr in {1e−3, 1e−4, 1e−5, 1e−6}, the hyperparameter for fea-
ture filter M ∈ {1, 5, 20, 50, 100,NA} where NA denotes
no entropy filter. We emphasize that all hyperparameters
in the TTA setting should be selected before accessing test
samples. We do hyperparameter search on training domain
validation set.

Baselines. We compared our method with Empiri-
cal Risk Minimization (ERM) [63], Tent [66], T3A [22],
SHOT-IM [36], ETA [45], Test Time Batch Normalization
(BN) [53], Laplacian Adjusted Maximumlikelihood Esti-
mation (LAME) [5] and PseudoLabeling (PL) [30]. We use
the implementation from the released code of T3A library1,
except for LAME and ETA, we use the source code of au-
thors.

4.2. Comparative Study

Comparison with TTA methods. Table 1 and Ta-
ble 2 present the results on ResNet-18/50 of four different
datasets. From Table 1 and 2, we can see that our method

1https://github.com/matsuolab/T3A
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Table 3. Compare with domain generalization methods on PACS
dataset with ResNet50. †: numbers are from the original literature.
‡ denotes our implementation results. We highlight the best and
the second results in each column.

Method A C P S Avg.

ERM [63] 82.5 80.8 94.1 81.0 84.6
DNA† [10] 89.8 83.4 97.7 82.6 88.4
PCL† [70] 90.2 83.9 98.1 82.6 88.7
SWAD‡ [7] 89.3 83.2 96.9 83.4 88.2
Ours 87.7 88.8 96.2 85.0 89.4
SWAD + Ours 92.2 89.2 97.1 85.6 91.0

generally achieves the state-of-the-art performance. Specif-
ically, the proposed method improves the ERM [63] base-
line with 4.8%, 1.3%, 0.5%, 2.53% for each dataset, respec-
tively. Other test time adaptation methods do not improve
the baseline as stably as ours.

We also visualized the change in accuracy of different
methods throughout the adaption process which is shown in
Fig. 2. The “Batch Numbers” in Fig. 2 indicates how many
batches of images that the model has been updated with. We
can see that our method could adapt the data much faster
and achieve higher accuracy on the target domain.

Comparison with DG/SFDA methods. The above ex-
periments mainly focus on test time adaptation that aims
to adapt the model during test phase. It is natural to ask:
how about our method compared with domain generaliza-
tion or source free domain adaptation methods? To answer
this question, we first compared our method with some re-
cent domain generalization or source free domain adapta-
tion methods, such as SWAD [7], PCL [70], DNA [10], and
F-mix [29]2 on PACS and DomainNet dataset. From Table
3, we can see that our method outperforms the state-of-the-
art methods in domain generalization. Furthermore, com-
bining SWAD [7], we achieve the impressive 91% accuracy
with ResNet50 backbone.

We also report the result of the challenging Domain-
Net dataset. The results are listed in Table 4. It can be
seen that our method outperforms the state-of-the-art meth-
ods of domain generalization, such as SWAD [7] and DNA
[10]. Also, our method could significantly improve SWAD
[7], which outperforms the current state-of-the-art SFDA
method [29]. Note that online test time adaptation is more
flexible in the real world because SFDA adapts the test data
in an offline manner which requires more training loops and
resources than TTA.

To summarize, our model can outperform all the domain
generalization and test time adaptation methods on various
datasets.

2“F-mix” denotes feature-mixup in [29].

2 4 6 8 10 12 14
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Figure 2. Accuracy visualizations of different methods during
the adaptation process on the PACS dataset (target domain: art).
The “Batch Numbers” indicates how many batches of images the
model has been updated with.

Table 4. Compare with domain generalization methods and
source free domain adaptation methods on DomainNet dataset
with ResNet50. †: numbers are from the original literature. ‡ de-
notes our implement results. We highlight the best and the second
results in each column.

Method clip info paint quick real sketch Avg.

Domain generalization methods
ERM [63] 64.8 22.1 51.8 13.8 64.7 54.0 45.2
PCL† [70] 67.9 24.3 55.3 15.7 66.6 56.4 47.7
DNA† [10] 66.1 23.0 54.6 16.7 65.8 56.8 47.2
SWAD‡ [7] 66.1 22.4 53.6 16.3 65.5 56.2 46.7

Source free domain adaptation methods
F-mix† [29] 75.4 24.6 57.8 23.6 65.8 58.5 51.0

Ours 66.1 24.1 52.8 18.2 68.5 56.7 47.7
SWAD + Ours 69.2 28.4 58.2 26.2 68.1 59.6 51.6

4.3. Ablation Study

In this section, we mainly conduct various ablation stud-
ies on the PACS dataset with ResNet50 backbone.

Effectiveness of key components. Table 5 shows the
contribution of each term mentioned in our method. Com-
pared with the ERM baseline, self-distillation improves the
baseline 3.2%. This shows that our method could efficiently
capture historical temporal features to maintain uniformity.
The entropy filter and consistency filter improve the per-
formance with 0.6% and 0.5%, respectively, which sug-
gests that they mitigate the problem of noise pseudo la-
bels. Finally, our proposed memorized spatial local clus-
tering brings a 0.5% gain which suggests that the module
also helps with the revision of representations.

Sensitivity to hyperparameter. Our method has three
hyperparameters: top-M features for entropy filtering to
compute prototypes, the number of nearest neighbors K
in memorized spatial local clustering and the trade-off pa-
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Table 5. Ablation Study. SD means self-training using self-
distillation (cf . Eq 3) without any filter. EF and CF mean entropy
filter and consistency filter. MSLC means memorized spatial local
clustering loss (cf . Eq. 6).

# SD EF CF MSLC Acc(% ↑)

0 84.59
1 ✓ 87.80 (+3.21)
2 ✓ ✓ 88.40 (+3.81)
3 ✓ ✓ ✓ 88.92 (+4.33)
4 ✓ ✓ ✓ ✓ 89.41 (+4.82)

1 3 5 10 15 20
K

86

87

88

89

90

Ac
cu

ra
cy

(%
)

1 5 20 50 100 NA
M

0.0 0.1 0.2 0.3 0.4 0.5

Figure 3. Sensitivity analysis about the number of nearest neigh-
bors K in memorized spatial local clustering, entropy filter hyper-
parameter M and trade-off parameter λ (cf . Eq. 7).

rameter λ in Eq. 7. Fig. 3 presents the ablation study on
hyperparameters. First, for the number of nearest neigh-
bors K, when K ∈ {1, 3, 5} achieves good performance.
However, though it stills improves the ERM baseline, K ∈
{10, 15, 20} leads to performance degradation. We conjec-
ture that using too many neighbors may increase the prob-
ability of introducing misclassified features. Second, for
the entropy filter hyperparameter M , we found that the pro-
posed method is robust to the choice of M . The perfor-
mance improves stably with the M increasing from 1 to
100. If we mute the entropy filter, our method still achieves
a competitive performance. Third, for trade-off parameter
λ, λ ∈ [0.1, 0.5] achieves good performance and λ = 0.1
achieves the best performance.

4.4. Analysis

Scalability on different models. We validated our
method on various backbones to verify that our method does
not rely on any specific network structure design. Table 6
shows that the proposed method generally improves base-
line performance regardless of different backbones. For ex-
ample, for ViT-B/16, the proposed method improves ERM
[63] 3.1%, 2.7%, 1.2% for different datasets, respectively.
This show that our method is “ plug and play ” for different
deep neural networks which is important for applications in
the real world.

Qualitative analysis by tSNE. We provide tSNE [62]
visualizations of the ERM baseline and our method, as
shown in Fig. 4. The learned features of the ERM base-

Table 6. Results with different backbones. Bold type indicates
performance improvement compared with baseline. All baseline
models are trained in a standard ERM manner.

Backbones PACS OfficeHome VLCS

ResNet18 [17] 82.07 63.12 72.75
+Ours 87.32 64.83 73.61
ResNet50 [17] 84.59 67.37 74.01
+Ours 89.41 68.67 74.52
ResNeXt-50 [69] 86.67 72.66 78.50
+Ours 91.33 74.18 79.38
ViT-B/16 [11] 87.13 79.06 78.70
+Ours 90.20 81.80 79.90
EfficientNet-B4 [58] 85.11 74.65 77.14
+Ours 85.41 72.24 79.42
Mixer-L16 [59] 84.59 71.36 76.53
+Ours 88.47 74.82 79.75

(a) ERM (b) Our method

Figure 4. tSNE [62] visualization of learned feature embeddings.
(a) ERM baseline without adaptation. (b) After adaptation with
our method. Different colours denote different classes.

line on the target domain are not well separated due to the
large domain gap, as shown in Fig. 4a. After adaptation to
the target domain, our method could generate more uniform
and alignment features, as shown in Fig. 4b.

Efficiency analysis. Our method adapts a pre-trained
model and needs to maintain a memory bank, which may
lead to extra computational costs. The usage of GPU mem-
ory is mainly influenced by the batch size at test time. We
present computational complexity analysis in Fig. 5. The
default batch size of our method is 128 and the reported
accuracy is 89.4% with an almost 14 GB GPU memory
cost. While our method still achieves good performance
(89.1% accuracy) when we set the batch size to 64, the GPU
memory cost decreases to 7.85 GB and the running time is
the fastest for all. When we apply our method to the real
world applications, there is a trade-off between accuracy,
GPU memory, and running time and we need to balance the
choices due to different requirements.

Another strategy for reducing computational complexity
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Figure 5. Computational complexity with different batch sizes at
test time adaptation. From left to right: accuracy, GPU memory
and running time on four domains of PACS [32] dataset.

is that we only update affine (i.e., scale and shift) parame-
ters when we adapt the model, like [66]. We conducted the
experiments of updating affine parameters in batch normal-
ization layers, and the result is 89% accuracy on the PACS
dataset. Compared with 89.4% which is achieved by up-
dating all parameters, the accuracy only decreases by 0.4%
and the GPU memory cost drops by 2 GB. This shows that,
with our method, only adapting affine parameters in batch
normalization layers can achieve competitive performance
with a salience GPU memory decrease.

4.5. Scalability to Medical Image Segmentation

Furthermore, we evaluated our algorithm on several
medical image segmentation datasets. We conduct the ex-
periments on three tasks: 1) prostate segmentation. We
choose Promise12 [37] dataset, including 50 cases as source
data and the MSD05 dataset (32 cases) from Medical Seg-
mentation Decathlon [1] as test data. 2) cardiac structure
segmentation. We choose ACDC [4] dataset (200 cases)
as source data and LGE images (45 cases) from Multi-
sequence Cardiac MR Segmentation Challenge [78, 79] as
test data. The task is to segment the left ventricular blood
pool, right ventricular blood pool, and myocardium. 3) op-
tic disc and cup segmentation. We choose the training set
of REFUGE challenge (400 images) [47] as the source do-
main, and RIM-ONE-r3 (159 images) [13] and Drishti-GS
(101 images) [55] as two different target domains. We aim
to segment the optic disc and optic cup. For RIM-ONE-
r3 and Drishti-GS, we split them into 99/60 and 51/50 for
training and test. For other datasets, we randomly split them
to 80% for training and 20% for the test.

Implementation. We adopt DeepLabv3+ [9] with Mo-
bileNetV2 [52] backbone as segmentation models. In train-
ing and test phases, we use Adam [26] optimizer with fixed
learning rate as 1e−4 without specific choice. We enlarge
K (cf . Eq. 6) from 3 to 64 in the segmentation task. We use
Dice Score [42] as the evaluation metric and we reported
the average results of all the target structures in Table 7.

Results. We utilize ERM [63] and Tent [66] as the com-
parison methods. Table 7 shows that our method generally
improves the baseline on different tasks. Specifically, we
improve ERM baseline 3.9%, 4.44%, 3.57%, and 12.72%

Table 7. Results on medical image segmentation. We highlight the
best result for each column.

Source MSD05 ACDC REFUGE

Target Promise12 LGE DrishtiGS RIM-ONE-r3

ERM [63] 83.00 82.34 81.05 68.17
Tent [66] 85.64 81.11 83.96 77.87
Ours 86.90 86.78 84.62 80.89

for the four tasks. Experiments prove that our method can
also work well in image segmentation tasks.

5. Limitations
Our work has some limitations. First, even though we

have already validated our method on several classification
and segmentation tasks, we have not extended our method
to low-level tasks, such as image dehazing, denoising, and
super-resolution tasks. As for low-level tasks, there is no
conception of semantic prototype or entropy which can lead
to the failure of our method. The second limitation is hy-
perparameter search. In this paper, we do hyperparameter
search on the training domain validation set. However, the
best choice on the training domains does not mean the best
performance on the test domain [50]. We may need to try
more strategies to conduct experiments in the TTA setting
like test domain validation.

6. Conclusion
In this work, we focus on the test time adaptation and

propose a new perspective that test time adaptation could
be viewed as a feature revision problem. Furthermore, fea-
ture revision includes two parts: test time feature uniformity
and test time feature alignment. As for the feature unifor-
mity perspective, we propose Test Time Self-Distillation to
make the target feature as uniform as possible in the adap-
tion. To align features from the same class, we propose
Memorized Spatial Local Clustering to encourage that the
distance between feature representations in the latent space
should align with the pseudo logits. A mass of experiments
proves that our method not only generally improves the
ERM baseline but also outperforms existing TTA or SFDA
methods on four domain generalization benchmarks. Fur-
thermore, our method could be adopted to different back-
bones. To broaden our model for real world applications,
we then validate our method on four cross-domain medical
image segmentation tasks. Experiment results show that our
method is effect, flexible and scalable.
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This supplementary material provides more details about
our implementation (Sec. A), additional experiments on
three corruption datasets (Sec. B), some discussion (Sec. C),
running time analysis (Sec. D) and detailed results (Sec. E).

A. Other Implement Details
We run our experiments mainly on a single RTX-A6000

or RTX-2080Ti GPU, depending on the need for GPU mem-
ory. For source training, we set the batch size as 32 for each
source domain and the learning rate as 5e−5. We set dropout
probability and weight decay to zero. We train source model
5k iterations except for DomainNet. We tripled it from 5k to
15k following [7]. All images are resized to 224×224 and
data augmentation is used in source domain training, which
includes randomly cropping, flipping horizontally, jittering
colour, and changing the intensity.

For implementations of different test time adaptation
methods, we use publicly released code of T3A [22]3, ex-
cept for LAME 4 [5] and ETA5 [45] we use source code of
authors. For PL [30], we set confidence as 0.9. We resize
all images to 224×224 and no data augmentation is used
during the test time adaptation process.

For different backbones, we use torchvision imple-
mentation 6 except for ViT-B/16 and MLP-mixer, we use
implementation from timm library7. For all experiments,
we use three random seeds {0,1,2} and report the average
results in the main text.

B. Experiments on Corruption Benchmark
We conduct experiments on three corruption

datasets [18], including CIFAR-10/100-C and ImageNet-C.
The results are listed in Table 9. From the Table 9, it is
noticed that our method still achieves the state-of-the-art
performance on three corruption datasets.

C. Discussion
Performance on VLCS. All compared methods shown
poor performance on VLCS dataset. We notice that the label
distribution is severely different among domains in VLCS
compared to other datasets (e.g. PACS and OfficeHome),
which is probably why fewer methods show performance
gain in VLCS compared to other datasets. We calculated
the label distribution of VLCS dataset, as shown in Table
8. Since the label distribution is not considered for existing
methods, the adaptation may fail.
Related Work. There are some papers considering near-
est neighbor information in the test time adaptation setting.

3https://github.com/matsuolab/T3A
4https://github.com/fiveai/LAME
5https://github.com/mr-eggplant/EATA
6https://github.com/pytorch/vision
7https://github.com/rwightman/pytorch-image-models

Table 8. Label distribution on VLCS dataset.

0 1 2 3 4

Caltech101 237 123 118 67 870
LabelMe 80 1209 88 42 1237
SUN09 20 932 1036 30 1264
VOC2007 330 699 428 420 1499

Table 9. Accuracy on CIFAR-10/100-C and ImageNet-C. We use
ResNet26 for CIFAR-10/100-C, and ResNet50 for ImageNet-C.

CIFAR-10-C CIFAR-100-C ImageNet-C

ERM [63] 70.7 41.4 18.0
BN [53] 77.4 48.0 33.5
Tent [66] 80.7 51.7 42.7
PL [30] 80.2 49.8 38.4
SHOT-IM [36] 80.7 52.1 43.1
T3A [22] 77.4 44.6 36.5
ETA [45] 80.6 52.4 48.1
LAME [5] 79.4 50.6 47.6
Ours 81.7 52.6 48.0

TAST [23], a concurrent work published in ICLR 2023,
considers nearest neighbor information to refine pseudo-
labels. AdaContrast [8] uses a soft voting strategy among
the nearest neighbors in the feature space to refine pseudo-
labels. Both of them use nearest neighbor information to
refine pseudo-labels. Different from them, our Memorized
Spatial Local Clustering aims to cluster features with the
same pseudo-label.

D. Running Time Analysis
We provide the running time of different methods for ref-

erence. Running time is tested using RTX-A6000 GPU and
AMD-EPYC-7542 32 Core Processor. The results are listed
in Table 10 using ResNet50 [17] backbone.

E. Full Results
We provide full results of different methods on ResNet-

18/50, including results for each domain and error bars
across three random seeds. See Table 11-18.
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Table 10. Running time analysis of different methods on four datasets. The units used in the table are seconds. “GD” denotes whether the
method requires gradient-based optimization.

GD PACS [32] VLCS [60] OfficeHome [64] DomainNet [49]

ERM [63] % 17 17 56 736
BN [53] % 18 18 56 745
Tent [66] ! 32 33 67 1094
PL [30] ! 33 34 69 1339
SHOT-IM [36] ! 37 39 72 1339
T3A [22] % 19 19 57 829
ETA [45] ! 21 22 66 1094
LAME [5] % 18 19 56 750
Ours ! 35 37 71 1644

Table 11. Full results on PACS with ResNet18.

A C P S Avg

ERM 80.56±0.45 77.36±0.85 93.01±0.17 77.35±2.90 82.07±0.49
BN 81.60±0.16 82.00±0.51 92.85±0.24 74.86±1.10 82.82±0.34
Tent 83.43±0.53 83.02±0.74 93.88±0.38 79.35±1.15 84.92±0.32
PL 84.93±1.32 83.27±1.78 92.62±1.37 77.72±3.66 84.64±1.13
SHOT-IM 84.61±1.06 82.36±1.88 93.60±0.38 69.64±3.40 82.55±1.07
T3A 83.00±0.76 79.56±0.44 94.48±0.34 76.95±2.94 83.50±0.67
ETA 81.33±0.30 81.89±0.55 92.82±0.53 74.77±0.91 82.70±0.31
LAME 83.05±0.53 83.06±0.51 94.30±0.29 77.91±0.80 84.58±0.23
Ours 86.50±0.75 86.38±0.82 94.57±0.32 81.84±0.94 87.32±0.39

Table 12. Full results on OfficeHome with ResNet18.

A C P R Avg

ERM 55.49±0.61 51.41±0.46 71.92±0.47 73.67±0.18 63.12±0.26
BN 54.36±1.00 51.14±0.25 71.20±0.44 72.52±0.37 62.30±0.25
Tent 55.85±0.91 53.38±0.29 72.50±0.65 73.26±0.37 63.75±0.23
PL 54.64±0.96 48.36±1.58 68.83±1.08 69.05±0.58 60.22±0.37
SHOT-IM 55.45±1.08 52.32±0.99 73.23±0.76 72.67±0.37 63.42±0.52
T3A 56.18±0.48 52.90±0.67 73.44±0.48 74.48±0.19 64.25±0.22
ETA 54.88±0.33 51.05±0.21 71.18±0.44 72.72±0.30 62.46±0.14
LAME 54.84±0.86 50.90±0.26 70.85±0.30 72.19±0.30 62.20±0.21
Ours 57.87±0.81 53.40±0.27 74.20±0.38 73.86±0.22 64.83±0.46
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Table 13. Full results on VLCS with ResNet18.

C L S V Avg

ERM 92.44±0.78 62.72±0.69 69.26±2.01 66.58±1.43 72.75±0.29
BN 76.23±1.99 57.84±0.80 58.04±0.73 65.12±0.35 64.31±0.47
Tent 82.65±1.34 60.02±1.04 60.49±0.84 66.28±0.46 67.36±0.43
PL 86.64±3.45 61.66±1.47 61.78±2.66 65.64±1.53 68.93±1.07
SHOT-IM 76.65±2.94 57.34±1.26 59.13±0.85 66.46±0.55 64.90±0.70
T3A 96.76±1.22 63.80±0.39 64.98±0.45 66.55±0.38 73.03±0.35
ETA 76.1±1.90 57.89±0.87 58.12±0.73 65.31±0.23 64.35±0.40
LAME 94.7±0.21 62.69±0.25 67.58±0.12 66.55±0.45 72.88±0.13
Ours 97.2±1.15 64.50±0.28 65.42±0.34 67.32±0.38 73.61± 0.42

Table 14. Full results on DomainNet with ResNet18.

clipart infograph painting quickdraw real sketch Avg

ERM 55.86±0.15 16.85±0.06 44.80±0.20 12.49±0.38 56.74±0.04 46.96±0.12 38.95±0.08
BN 55.90±0.09 12.07±0.15 43.58±0.06 11.63±0.15 56.47±0.09 47.16±0.15 37.80±0.06
Tent 56.67±0.14 13.58±0.19 45.02±0.13 11.52±0.33 57.25±0.05 48.59±0.16 38.77±0.10
PL 55.99±0.12 14.44±0.27 44.29±0.52 4.34±0.46 45.22±1.31 47.09±0.13 35.23±0.32
SHOT-IM 56.73±0.18 14.02±0.22 44.61±0.06 16.13±0.24 57.51±0.13 48.20±0.17 39.53±0.09
T3A 55.82±0.18 16.71±0.20 43.43±0.18 17.86±0.26 57.58±0.06 46.28±0.08 39.61±0.04
ETA 56.46±0.11 14.67±0.12 45.20±0.10 14.13±0.18 57.70±0.05 48.44±0.14 39.43±0.04
LAME 55.42±0.09 12.09±0.16 43.35±0.08 11.52±0.16 55.69±0.09 46.86±0.17 37.49±0.07
Ours 56.79±0.12 18.42±0.14 46.71±0.12 13.45±0.22 57.65±0.12 48.12±0.24 40.19±0.08

Table 15. Full results on PACS with ResNet50.

A C P S Avg

ERM 82.50±1.83 80.80±0.33 94.05±0.30 80.99±1.29 84.59±0.40
BN 83.27±0.47 84.91±0.43 94.03±0.31 77.92±1.23 85.03±0.20
Tent 85.28±1.07 86.75±0.92 94.94±0.83 82.96±1.20 87.48±0.52
PL 83.96±1.63 84.15±2.91 93.82±1.74 78.99±2.64 85.23±1.70
SHOT-IM 84.31±0.63 85.74±0.56 94.04±0.67 77.91±0.94 85.50±0.31
T3A 84.07±0.68 82.37±0.92 95.02±0.27 82.72±1.06 86.04±0.24
ETA 83.27±0.47 84.91±0.43 94.03±0.31 77.92±1.24 85.04±0.20
LAME 84.97±0.77 85.50±0.55 95.04±0.23 80.97±1.09 86.62±0.22
Ours 87.68±0.84 88.78±0.63 96.17±0.37 85.01±1.52 89.41±0.51

Table 16. Full results on OfficeHome with ResNet50.

A C P R Avg

ERM 60.71±0.88 55.74±0.79 76.18±0.65 76.83±0.41 67.37±0.06
BN 58.23±0.76 55.62±0.68 75.08±0.60 75.47±0.35 66.10±0.20
Tent 60.55±0.93 58.73±0.85 76.48±0.53 76.07±0.59 67.96±0.24
PL 59.14±0.93 57.29±0.62 76.24±0.69 75.85±0.28 67.13±0.17
SHOT-IM 59.20±0.76 57.54±0.58 76.53±0.44 76.27±0.37 67.39±0.16
T3A 61.23±1.00 56.69±1.11 77.95±0.43 77.31±0.22 68.29±0.21
ETA 58.38±0.80 55.78±0.69 75.17±0.56 75.53±0.34 66.21±0.19
LAME 58.67±0.70 55.58±0.53 75.09±0.65 75.40±0.31 66.19±0.20
Ours 62.32±0.52 57.45±0.71 77.48±0.45 77.45±0.38 68.67±0.14
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Table 17. Full results on VLCS with ResNet50.

C L S V Avg

ERM 94.91±0.32 65.20±2.35 66.52±1.65 69.41±3.38 74.01±1.32
BN 75.26±1.15 56.85±0.53 60.87±0.68 66.16±0.59 64.78±0.34
Tent 84.75±2.25 60.70±1.26 64.94±1.40 66.42±0.89 69.20±0.83
PL 86.75±4.25 61.19±2.22 63.36±3.33 62.77±2.84 68.52±1.79
SHOT-IM 76.54±1.27 55.90±1.20 61.26±0.71 67.24±0.86 65.23±0.32
T3A 97.06±0.30 63.96±0.89 67.14±0.52 67.75±0.31 73.98±0.32
ETA 75.27±1.13 56.85±0.52 60.89±0.67 66.16±0.58 64.79±0.34
LAME 96.25±0.55 61.39±0.40 70.25±0.67 67.89±0.38 73.94±0.14
Ours 97.40±0.41 64.89±0.64 68.05±0.45 68.12±0.43 74.52±0.27

Table 18. Full results on DomainNet with ResNet50.

clipart infograph painting quickdraw real sketch Avg

ERM 64.76±0.06 22.11±0.11 51.77±0.18 13.84±0.14 64.66±0.21 54.04±0.27 45.20±0.09
BN 64.46±0.09 15.62±0.05 50.64±0.08 11.84±0.05 63.86±0.11 53.86±0.19 43.38±0.03
Tent 65.78±0.08 18.18±0.02 52.96±0.01 10.77±0.11 64.85±0.09 55.71±0.09 44.71±0.03
PL 64.96±0.05 19.00±0.03 50.30±0.27 4.21±0.68 54.40±0.55 54.20±0.15 41.18±0.13
SHOT-IM 65.62±0.05 18.73±0.21 52.41±0.08 19.01±0.24 66.47±0.12 55.54±0.08 46.30±0.07
T3A 64.77±0.05 22.10±0.09 50.89±0.15 19.41±0.18 65.85±0.06 53.96±0.17 46.16±0.03
ETA 65.11±0.09 19.37±0.19 52.69±0.11 18.24±0.33 65.92±0.10 55.48±0.16 46.13±0.08
LAME 64.18±0.12 15.64±0.07 50.54±0.04 11.77±0.05 63.46±0.08 53.65±0.18 43.20±0.03
Ours 66.12±0.08 24.12±0.12 52.82±0.10 18.17±0.08 68.45±0.12 56.72±0.12 47.73±0.05
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