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Abstract

Supervised learning traditionally depends on001
labeled data, collected and organized for spe-002
cific tasks. Producing these datasets has gen-003
erally been time-consuming, costly and error-004
prone. The emergence of large language mod-005
els (LLMs) demonstrate a remarkable ability to006
produce well-formatted data, which could po-007
tentially revolutionize the dataset construction008
process. In this paper, we propose an LLM-009
based data transformation pipeline to gener-010
ate multiple-choice question-answer (MCQA)011
data from raw sources such as textbooks. Fur-012
thermore, we extend this process by propos-013
ing a pseudo-open-book reasoning approach,014
wherein student LLMs are trained to first recre-015
ate the original textbook excerpts used to gen-016
erate the questions, before answering them. We017
evaluate our methods using the Llama2 13B018
model on domain-specific subsections from the019
MMLU testing set, and observe an improve-020
ment of up to 18.8% in testing accuracy, in-021
creasing from 45.8% to 64.6%, without access-022
ing the corresponding MMLU training set.023

1 Introduction024

At the time of writing, an enormous amount of data025

is available online for most fields. These raw data026

come in various forms such as textbooks, spread-027

sheets, videos, forums, and so on. Domain experts028

can learn from these data sources and improve in029

their respective fields. However, it is generally dif-030

ficult to use these types of raw data directly to train031

machine learning models. Instead, training data032

are usually manually crafted with knowledge and033

constraints specific to each field and task, and there-034

fore differ among each other in format and usage.035

This manual process is usually time-consuming,036

costly, and error-prone. It is challenging to find a037

general-purpose dataset or data-generation method038

that is useful for every problem setting.039

The emergence of large language models040

(LLMs) demonstrates powerful generative capabili-041

Test MCQ

This biome contains trees that drop their leaves during the winter.
A: Desert B: Tundra C: Taiga D: Deciduous forests
Correct answer: D

Baseline Answer

Taiga is a biome that contains trees that drop their leaves during the
winter. Answer: C

Textbook Excerpt
Shade or deciduous trees are trees that shed their leaves for a part
of every year and remain bare until they grow new leaves each
spring. One of the spectacular things about shade trees is the wide
array of colors that their leaves display before they are shed.

Generated Training MCQA

What is the primary reason deciduous forests are characterized by
trees that lose their leaves during the winter months?
A: To grow new leaves better suited for sunlight absorption
B: To conserve water during the colder, drier season
C: To prepare for reproduction in the spring
D: To attract more wildlife for pollination
Solution: Deciduous forests trees lose their leaves during the winter
months to conserve water during the colder, drier season, the answer
is B.

Trained Answer
Deciduous forests is a biome that contains trees that drop their
leaves during the winter months to conserve water during the colder,
drier season.
Answer: D

Figure 1: Example flow

ties, and could potentially revolutionize the dataset 042

construction process. Compared to manual work, 043

the use of LLMs in data generation is much faster 044

and more cost-efficient. Additionally, generated 045

data tend to be more uniform, whereas human data 046

collectors and annotators may be influenced from 047

time to time by their mood, interest, and individual 048

differences, especially when multiple annotators 049

are employed. In this work, we propose an LLM- 050

based data transformation pipeline to generate for- 051

matted data in order to exploit these advantages. 052

One of the major challenges in creating a sin- 053

gle data transformation method effective across all 054

fields is that each field requires different thought 055

processes. For instance, math and physics of- 056

ten demand analytical and quantitative reasoning, 057

whereas law and history necessitate critical think- 058
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ing and interpretation. A dataset structured as059

<question, variables, formulas, computation, re-060

sult> might be ideal for mathematics but irrelevant061

for law. Consequently, it is less favorable to define062

a one-size-fits-all data format, then process raw063

data into this format. Instead, any general-purpose064

data preprocessing method should be sufficiently065

flexible to produce different formats tailored to the066

needs of the specific task. Interestingly, this notion067

brings us back to the utility of LLMs. Many stud-068

ies (Zhang et al., 2024a) (Zhang et al., 2023) have069

demonstrated their strong versatility in handling070

various input and output formats. Since pretrained071

LLMs have been exposed to large quantities of data072

in formats specific to each domain, the data they073

generate naturally aligns with the standard thought074

processes of those domains, and is not confined to075

a single format.076

Multiple-choice question answering (MCQA)077

has historically been a versatile form of assessment078

and has been used across various fields. Conve-079

niently, it also yields a consistent single-dimension080

performance metric, regardless of the field of ap-081

plication, making it straightforward to compare the082

same data transformation method across different083

fields. The abundant existing studies on MCQA084

have also left many valuable datasets for both train-085

ing and evaluation. These traits demonstrate that086

MCQA is a well-suited application for a general-087

purpose data transformation method, and therefore,088

it will be used throughout this work.089

For traditional MCQA exam construction, do-090

main experts and researchers presumably acquire091

task-specific knowledge from lectures, literature,092

and experience. Their primary goal when com-093

posing a question is typically to assess students’094

knowledge and understanding of specific knowl-095

edge points. During this process, background moti-096

vation is formulated into the question, while theory097

and methods form the solutions, both of which can098

be seen as forms of knowledge distillation. This ap-099

proach inspires us to adopt a similar strategy, where100

larger, more powerful instructor LLMs act as do-101

main experts to create MCQA data based on liter-102

ature. This data is then used to train lightweight,103

cost-effective student LLMs. Fig. 1 illustrates an104

example of the complete process. Additional exam-105

ples are included in the appendix, which we will106

reference later on as we detail our methods.107

Various methods have been proposed to improve108

LLM training and inference. Since our method is109

applied to the source data, we demonstrate through110

several examples that when these training and in- 111

ference methods are combined with our data trans- 112

formation, they continue to yield their respective 113

performance gains. Specifically, we work with 114

chain-of-thought (CoT) prompting, instruction tun- 115

ing, few-shot learning, retrieval-augmented gen- 116

eration (RAG), among others. Additionally, we 117

propose a novel form of CoT, which we refer to 118

as “pseudo-open-book examination.” When posed 119

with a question, the model first generates an inter- 120

mediate result in the form of a textbook excerpt, 121

which may have been originally used to produce the 122

question. Then, with the assistance of this excerpt, 123

it answers the question, thereby simulating an open- 124

book exam experience. As our training MCQA 125

datasets are constructed from textbook excerpts, it 126

is particularly convenient to train our student LLMs 127

to apply this reasoning process. Employing every 128

method, we achieve up to an 18.8% improvement 129

in domain-specific subsets of the MMLU dataset 130

(Hendrycks et al., 2020) with a trained Llama2 131

13B model (Touvron et al., 2023), increasing from 132

45.8% to 64.6%. 133

To summarize, our contribution in this work are 134

as follows: 135

• We propose a data transformation pipeline to 136

process raw textbook data into strictly format- 137

ted MCQA pairs with detailed solutions in ad- 138

dition to final answers. This pipeline extracts 139

knowledge from both the instructor LLM and 140

the raw data source into the result dataset. 141

• We propose a novel intermediate reasoning 142

step for MCQA where the model first attempts 143

to recover the original textbook excerpt used 144

to generate each question, then answers the 145

question given this information. 146

• We evaluate our methods on seven domain- 147

specific subsets of the MMLU testing set for 148

English MCQA, using GPT3.5 as the instruc- 149

tor LLM and Llama2 13B as the student LLM, 150

and observe an improvement of up to 18.8% 151

in test accuracy. All of our experiments are 152

conducted without accessing the training set 153

of MMLU to show generality. 154

2 Related Work 155

CoT Prompting. Recent LLMs demonstrate 156

emerging CoT reasoning capabilities by integrat- 157

ing a series of logical reasoning steps. It not only 158

enables LLMs to better understand input questions 159
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and their underlying complex logic, but also out-160

put step-by-step logical reasoning (Fu et al., 2023;161

Wang et al., 2023; Gu et al., 2023). Jin et al. exam-162

ines how the length of reasoning steps in prompts163

affects the performance of LLMs (Jin et al., 2024).164

They argue that longer reasoning steps, even with-165

out new information, improve LLMs’ reasoning166

abilities. In addition, the benefits of longer reason-167

ing steps vary by task complexity: simpler tasks168

need fewer steps, whereas complex tasks benefit169

more from extended reasoning sequences. Olapa-170

MCoT introduces SimRRHF algorithm and Incor-171

rect Data Relearning to enhance the learning of172

LLMs, resulting in a significant improvement, with173

a 36% increase in accuracy compared to LLaMA2-174

13B (Zhu et al., 2023).175

Instruction Fine-Tuning. Fine-tuning LLMs176

using instruction-following data has been demon-177

strated to be an effective approach for enhancing178

performance on downstream tasks. Li et al. pro-179

pose instruction backtranslation, a technique for180

creating high-quality instruction-following models181

by automatically generating instructions (Li et al.,182

2023). Wang et al. introduce Self-Instruct, a frame-183

work that enhances the instruction-following ca-184

pabilities of pre-trained LLMs by leveraging their185

own generated content (Wang et al., 2022). Liu et186

al. first analyze data across dimensions of complex-187

ity, quality, and diversity and then introduce DEITA188

(Data-Efficient Instruction Tuning for Alignment)189

to enhance data measurement. DEITA achieves190

comparable or superior performance to state-of-191

the-art alignment models while using only 6K SFT192

training data samples, which is more than 10 times193

less than the data employed by baseline models194

(Liu et al., 2023).195

LLM-based Data Augmentation As LLM re-196

search progresses, researchers began to use them197

for data generation and augmentation. Peng et al.198

create more data from existing data samples by199

breaking down each source sentence into attributes,200

manipulating a single attribute, then assembling201

them back into a sentence, all in the form of a CoT202

reasoning(Peng et al., 2023). Park et al. generate203

fresh data without existing data samples, instead204

they use combinations of grammatical components205

and assemble them into grammatically incorrect206

sentences to be used in error detection (Park et al.,207

2024). Zhang et al. takes existing data and rephrase208

them at either a word level, syntax level, or dis-209

course level, adding constraints in the process to210

ensure richness in the data (Zhang et al., 2024b).211

3 Methods 212

This section presents the detailed data transforma- 213

tion pipeline used in this work. The pipeline in- 214

cludes three stages: the distillation stage, the train- 215

ing stage, and the inference stage. Fig. 2 illustrates 216

the full flow. 217

3.1 Distillation Stage 218

The distillation stage is inspired to simulate the pro- 219

cess of an instructor creating an MCQA exam for 220

a course. The questions are composed from both 221

information within the course literature, as well 222

as the personal understanding and expertise the in- 223

structor gained over their study, both of which are 224

very valuable. In this work, this examiner position 225

is taken by an instructor LLM. The instructor LLM 226

is trained by large quantities of data, including text- 227

books which contain theory and exercise questions 228

in alternation, as well as answer keys where ques- 229

tion and answers are presented in adjacency. By 230

prompting the instructor LLM to generate ques- 231

tions with input textbook excerpts, we expect to 232

receive questions specifically focused on informa- 233

tion from the excerpts, as well as its solution. This 234

extracts domain-specific knowledge gained by the 235

instructor LLM into small, well-formatted datasets, 236

allowing them to be used for training or referenc- 237

ing. 238

As it turns out, the raw text extracted from liter- 239

ature would contain large amounts of misaligned 240

text such as credit, titles, page numbers, figure cap- 241

tions, special characters, and so on. Additionally, 242

while these standalone text interrupt the natural 243

flow of the main text body, they are usually short 244

enough to stay uninterrupted themselves. This 245

results in a unfavourable phenomenon where the 246

question generation model pays too much attention 247

to these text, and generate questions such as “which 248

of the following individuals authored this chapter”, 249

which does not seem helpful in domain knowledge 250

training for the student model. In order to resolve 251

this issue, we introduce an additional data cleaning 252

step ahead of the question generation step, as illus- 253

trated in Fig. 2(a), during which we specifically 254

instruct the LLM to exclude any information irrel- 255

evant to the domain. Detailed LLM conversations 256

and formatted data are shown in appendix section 257

A.1. 258
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Raw textbook data

(a) Data cleaning

(b) Question
generation

Instructor LLM

MCQA train set
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(d) literature-
question-answer text
completion training

(c) Question-literature
text completion

training

"Opener"
student LLM

"Answerer"
student LLM

Training stage Inference stage

MCQA test set

(e) Literature
recovery

(f) Answer
generation

Final score

Figure 2: Full Pipeline

3.2 Training Stage259

After obtaining a set of MCQA during the distilla-260

tion stage, the next phase would be to effectively261

train a student LLM with this data. In this work, our262

main training method is instruction tuning. We ei-263

ther compose text blocks from generated question-264

answer data points and train student models to com-265

plete these text sequences offline, or prepend them266

to the question during inference time in the form of267

few-shot learning. In addition, we also propose a268

pseudo-open-book flow for training and inference.269

The idea of an open-book exam, where the ex-270

aminee may bring a textbook or cheatsheets as sup-271

plementary material, is typically considered to be272

much easier than the alternative closed-book for-273

mat. In fact, in a real world exam scenario when274

no supplementary material is allowed, it is a rather275

common strategy for students to memorize a cheat-276

sheet last-minute before entering the exam, then277

quickly write down what they remember on their278

desk before their memory fade away, they would279

then refer to this information throughout the exam.280

With the strong generative capability of LLMs, it281

is possible to simulate an open-book exam experi-282

ence as an intermediate reasoning step, where the283

student model first attempts to recreate a relevant284

textbook excerpt based on the question, and then285

solve the question in the presence of the excerpt.286

As shown in many existing works such as (Wei287

et al., 2022), the use of CoT prompting is often very 288

helpful and would improve model performance sig- 289

nificantly. This textbook excerpt recovery step can 290

be seen as a form of CoT, and may introduce simi- 291

lar performance gains. 292

Specifically, we train two different student mod- 293

els which we refer to as the “opener” and the “an- 294

swerer”. The opener model is trained to recover 295

original literature segments from generated ques- 296

tions (named to “make the exam open-book”), as 297

seen in Fig. 2(c); while the answerer model is 298

trained to predict the answer given literature seg- 299

ments and corresponding questions, as seen in Fig. 300

2(d). Both models are trained with the idea of 301

instruction tuning, where we simply instruct the 302

model to perform respective tasks. Specifically, 303

we construct text blocks with both instructions and 304

outcome, and employ text-completion methods in 305

supervised fine-tuning (SFT). Detailed conversa- 306

tions are shown in appendix section A.2. 307

3.3 Inference Stage 308

Finally, after both student models have been 309

trained, we proceed to the inference stage. The 310

MCQA test set is first processed with the opener 311

model to recover the literature used to generate it, 312

as shown in Fig. 2(e). Realistically, the composi- 313

tion of test questions may be completely different 314

from our setting where an instructor reads some 315

literature and specifically create a question based 316
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on an excerpt. For example, some of the larger ap-317

plication questions may be completely open-ended,318

or span knowledge from multiple chapters. Never-319

theless, when we attempt to recreate this “history320

that never took place”, it can still be beneficial to321

our question answering.322

The training stage employs text completion SFT323

as the training method. However, many existing324

work show that large language models demonstrate325

powerful few-shot learning capabilities (Brown326

et al., 2020), it is often beneficial to simply prepend327

instruction-following examples in front of the ac-328

tual testing instruction. We therefore also experi-329

ment with directly connecting the distillation stage330

to the training stage by using formatted MCQA as331

few-shot examples. We will show later on that triv-332

ially selecting random training samples is already333

beneficial. However, for the same testing ques-334

tion, some training samples may be more helpful335

than others. We therefore employ the RAG strat-336

egy to select the most relevant samples from the337

training set based on a Hamming distance calcu-338

lated based on the number of occurrences of each339

unique word in each question. Specifically, the dis-340

tance between two questions a and b is defined as341 ∑n
i |Wa,i −Wb,i|, where n is the total number of342

unique words used in the entire experiment, Wa,i343

and Wb,i refer to the number of occurrences word344

i showed up in questions a and b respectively.345

4 Experiments346

4.1 Experiment Setup347

This section presents a series of experimental re-348

sults under various settings. We mainly used GPT-349

3.5 (Brown et al., 2020) (specifically, the gpt-350

3.5-turbo-0125 API by OpenAI) as the instructor351

model, and Llama-2 13B (Touvron et al., 2023)352

as the student model. All training and inference is353

performed on an Nvidia A100 GPU. Some hyperpa-354

rameters used in this experiment include: learning355

rate=10−5, LoRA r=8, alpha=16, dropout=0.05.356

The testing datasets include MCQAs from the357

MMLU (Hendrycks et al., 2020) test set for bi-358

ology, chemistry, world history, law, mathematics,359

physics, and psychology.360

4.2 Baseline361

The Llama-2 team released their official scores362

on MMLU as part of their paper, however these363

scores are mostly averaged over multiple subjects,364

as MMLU originally intends to assess multitask365

question answering abilities. For the purpose of this 366

paper, we are more interested in the effect of our 367

methods on each domain, as the training literature 368

focuses on a single subject area at a time. When 369

these subjects are taken individually, the zero-shot 370

accuracy scores we reproduced are as shown in 371

Table 1. We used CoT prompting for the baseline, 372

as otherwise the results would be much worse and 373

almost close to random. 374

It is worth noting that when the base Llama2 375

13B model is asked questions, it may not necessar- 376

ily select an option as intended. Appendix section 377

A.3 shows several examples of this issue, including 378

cases where the LLM: (1) does not output anything, 379

(2) outputs uninterpretable junk, (3) outputs too 380

much text and gets cut off by our output length 381

threshold, (4) does not select an option. We there- 382

fore add an “attempted” stat to reflect the format- 383

ting coverage. In order to normalize the impact of 384

unanswered questions, we calculated the correct- 385

ness percentage based on the number of questions 386

attempted rather than the total number of questions. 387

4.3 Main Results 388

Table 1 shows our main experimental results. 389

Specifically, 2000 generated questions were used 390

as the training set and retrieval pool for SFT and 391

RAG respectively. For SFT, we first used another 392

500 generated questions per subject area as vali- 393

dation set, and trained for up to 1000 steps of 5 394

samples per batch. We evaluated every 200 steps 395

on the validation set and picked the step with the 396

highest validation accuracy as the final model for 397

testing. For RAG, we obtain a word count for each 398

question body in the training pool and the testing 399

set, then match each test question to its closest 4 400

training questions by Hamming distance. The aver- 401

age stats are computed as mean percentages across 402

the subjects rather than totaling each specific count 403

first, as the number of questions that MMLU hap- 404

pen to include for each individual subject should 405

not be used as the weight during averaging. 406

Testing results show that coverage stats increase 407

significantly from 65.54% to 92.46% and 96.33% 408

for SFT and RAG respectively, demonstrating the 409

instruction tuning potential on LLMs. Between 410

the two main training methods, RAG also outper- 411

formed SFT in coverage stats in all subjects except 412

for chemistry, which shows that the LLM is more 413

likely to follow instructions when presented as few- 414

shot examples rather than trained offline. 415

Acccuracy stats increase by 6.72% for SFT and 416
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Subject Question count Baseline zero-shot SFT RAG

Attempted Correct Attempted Correct Attempted Correct

Biology 454 394 (86.78%) 185 (46.95%) 447 (98.45%) 257 (57.49%) 452 (99.55%) 258 (57.71%)

Chemistry 303 191 (63.03%) 62 (32.46%) 295 (97.35%) 105 (35.59%) 286 (94.38%) 107 (37.41%)

History 765 497 (64.96%) 262 (52.71%) 698 (91.24%) 417 (59.74%) 754 (98.56%) 472 (62.59%)

Law 1655 982 (59.33%) 325 (33.09%) 1390 (83.98%) 506 (36.4%) 1623 (98.06%) 605 (37.27%)

Mathematics 994 353 (47.19%) 123 (34.84%) 665 (88.90%) 260 (39.09%) 665 (88.90%) 212 (31.87%)

Physics 488 289 (59.22%) 90 (31.14%) 457 (93.64%) 177 (38.73%) 466 (95.49%) 175 (37.55%)

Psychology 1157 906 (78.30%) 415 (45.80%) 1084 (93.69%) 618 (57.01%) 1150 (99.39%) 743 (64.60%)

Averaged 65.54% 39.57% 92.46% 46.29% 96.33% 47.00%

Table 1: Main performance

Instructor model Instructor SFT RAG

Correct Attempted Correct Attempted Correct

GPT-4 96.12% 447 (98.45%) 275 (61.52%) 436 (96.03%) 255 (58.48%)

GPT-3.5 80.60% 447 (98.45%) 257 (57.49%) 447 (98.45%) 258 (57.71%)

Llama2 13B N/A 453 (99.78%) 229 (50.55%) 442 (97.36%) 224 (50.68%)

Table 2: Distillation stage impact

7.43% for RAG overall. For individual subjects,417

accuracy increases by up to 10.54% for SFT in biol-418

ogy and 18.8% for RAG in psychology. We notice419

that the performance gains are more significant in420

subjects with more verbal reasoning such as biol-421

ogy, history, and psychology, and less significant in422

subjects with more mathematical computation such423

as chemistry, math, and physics. This may be be-424

cause our data volume is still rather small with only425

thousands of examples, and therefore each number426

that show up in our training set would end up as an427

outlier in occurrence compared to others. Law is an428

exception to this observation, as it does not involve429

much computation but see low gains overall. This430

may be due to data-specific issues where the text431

used for training did not quite align with the testing432

questions. We observe a single case where testing433

accuracy drops in RAG with math, which may be434

due to a combination of reasons above, as well as435

data fluctuation. Overall, the experimental results436

are consistent to show that our data transformation437

method is effective to produce a training set for438

MCQA across various subject areas, fulfilling its439

original purpose.440

4.4 Accuracy Gain Breakdown 441

The quantitative results have been shown above, we 442

now look into individual questions and give a more 443

specific idea of where the performance gains came 444

from. Firstly, despite achieving a higher accuracy 445

overall, it is still very much possible for perfor- 446

mance to degrade on individual questions. Taking 447

the biology subsection as an example, comparing 448

baseline against SFT, the coverage improved from 449

394 to 447. Out of this increase, 5 questions were 450

attempted in the base run but not in the trained 451

run, and 58 questions were not attempted in for- 452

mer but are attempted in latter. Similarly, out of 453

the 389 questions attempted in both runs, 97 in- 454

correct answers were corrected, while 50 correct 455

answers are now mistaken. The following are a few 456

representative cases of each. 457

Degradation case 1: Over-focusing on a single 458

choice. Out of the cases where a question was ini- 459

tially answered correctly but answered incorrectly 460

after training, a common one is when the trained 461

model now focuses on a single choice, and the ques- 462

tion contains choices such as “C: both A and B are 463

correct”. The trained model happens to have more 464

knowledge on choice A than choice B, therefore 465

decides on answering A instead of C, making a 466

mistake. This case also happens in reverse as a 467
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correction case, where the baseline model focuses468

on a single correct choice. After training, it learns469

more about the other correct choice, and picks the470

correct composite choice.471

Degradation case 2: Two wrongs make a right.472

A somewhat amusing degradation case is where the473

baseline solutions include multiple mistakes, which474

combine to circle back to the right answer, such as475

“<choice A> is the best choice because of these rea-476

sons, therefore the answer is B”. The trained model477

presumably did not cover the knowledge to correct478

the reasoning behind thinking choice A is correct,479

but it is better at following instructions, namely con-480

necting letter choices to their content, and therefore481

gives choice A as the final answer where choice482

B is actually correct. Similar to above, this case483

also happens in reverse, where the baseline model484

initially had the correct reasoning, but decided to485

choose a letter choice that did not match the reason-486

ing. The instruction tuning aspect of the training487

process allows the trained model to correctly pick488

the right solution.489

Correction case 1: Blind picking. Out of the490

cases when a question was initially answered in-491

correctly but corrected after training, the baseline492

model sometimes pick a single solution without493

producing any reasoning to go with it, even when494

prompted to do so. After training, this situation hap-495

pens less and accuracy naturally improves. A simi-496

lar but fundamentally opposite situation is where497

the baseline model was originally trained to not498

answer questions it considers too difficult. The in-499

struction tuning step causes the baseline model to500

unlearn this ability, therefore answering more ques-501

tions and producing a better accuracy. This crosses502

into the realm of trust and safety, and we strongly503

encourage anyone that apply our methods to re-504

apply the initial safety and ethics -related training505

steps to recover these abilities for the student LLM.506

An interesting phenomenon is that the LLM507

tends to favor certain letter choices over others for508

unknown reasons, previous studies (Zheng et al.,509

2023) focused further on this issue. In our case, out510

of 389 questions attempted both before and after511

training, the pick rate of choices A through D are512

120, 83, 54, 132 respectively for baseline, and 101,513

93, 103, 92 after training. We can see that training514

helps smooth this distribution.515

Correction case 2: Finally, there are the orig-516

inally intended cases where the baseline model517

originally does not demonstrate knowledge in a518

particular area, and through training, gained such519
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Figure 3: Training set size impact

knowledge and is able to answer these questions 520

correctly. An example is used in Fig.1 above. 521

We now present a series of comparative analyses 522

to illustrate the impact of individual methods and 523

hyperparameters. In order to control cost, each 524

study is conducted independently, and only the 525

biology subject area is used. For each analysis, 526

unless otherwise stated, all settings are held the 527

same as the main experiments. 528

4.5 Distillation Stage Impact 529

During the distillation stage, we used GPT3.5 to 530

generate the training set from source literature, 531

therefore the quality of data may be influenced 532

by the capabilities of GPT3.5. Table 2 presents 533

the differences caused by replacing GPT3.5 with 534

either GPT4 (specifically, the gpt-4-turbo-0125- 535

preview API by OpenAI), or an Llama2 13B in- 536

stance used with RAG examples from the GPT3.5 537

results above. Despite the significant differences 538

in accuracy scores by the instructor model, there 539

is actually little difference in the resulting training 540

accuracy from the generated datasets by GPT3.5 vs 541

GPT4. On the other hand, the Llama2 13B instance 542

used for data transformation also yields improve- 543

ments over the baseline, although less significant 544

than the GPT instructors. These results shows the 545

self-instruction potential of the student model. 546

4.6 Training Stage Impact 547

During the training stage, we used a training set 548

size of 2000. Fig. 3 presents the impact on RAG 549

test accuracy and coverage from different training 550

set sizes from 5 to 5000. As we increase the train- 551

ing set size, we observe a slight increase in testing 552

accuracy by up to 2%, which appears small but may 553

contribute to a decent portion as the overall increase 554

from applying this method is about 10%. The cov- 555

erage stats mostly remained stable at around 99%, 556

with a single outlier around 96%. 557

For SFT, we previously took the highest valida- 558

tion accuracy as the optimal model, Fig. 4 presents 559

the full validation and testing accuracy scores in 560
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Figure 4: Training trajectory

CoT methods used Attempted Correct

None 427 (94.05%) 229 (53.62%)

Show solution 454 (100.0%) 254 (55.94%)

Recover textbook excerpt 454 (99.33%) 247 (54.77%)

Both 447 (98.45%) 258 (57.71%)

Table 3: Inference stage impact

addition to train and validation losses throughout561

the training steps. As we can see, validation loss562

and validation accuracy peak at 600 steps, but test-563

ing accuracy actually peaks at 1000 steps, therefore564

selecting model snapshot based on validation stats565

is not necessarily the best fit. This is most likely566

due to inherent differences in data distribution, as567

the validation and testing sets are not sourced from568

the same dataset. Nevertheless, it still serves as a569

reasonable guideline and helps the selection.570

For RAG, Fig. 5 explores the comparison be-571

tween number of fewshot examples. The use of572

closest examples by Hamming distance is also com-573

pared against randomized retrieval. As we can see,574

having more fewshot examples generally improves575

accuracy. This aligns with our SFT experiments to576

show that having more data improves the domain577

knowledge of the model but does not necessarily578

improve data format. On the other hand, the ran-579

dom selection performance is noticeably below re-580

trieval by closest Hamming distance, proving the581

value of the retrieval step. Interestingly, the number582

of fewshot examples for random selection does not583

appear to affect the resulting accuracy, this may584

be due to the model most learning formats from585

random samples.586
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Figure 5: Training trajectory

4.7 Inference Stage Impact 587

During inference stage, we employed two CoT 588

methods including textbook excerpt recovery and 589

standard “explain your solution” approach. Both 590

methods are used by default in the main results, 591

Table 3 presents the ablation study of these two 592

methods, using RAG with 4 few-shot samples. As 593

we see from the results, having no CoT at all yields 594

the minimum correctness, while having either in- 595

termediate reasoning step improves it marginally. 596

Having both CoT methods yield the optimal perfor- 597

mance, showing that these two methods generally 598

do not conflict with each other. It is somewhat 599

surprising to see that the results with no CoT still 600

yields reasonable results, as the baseline results 601

with no CoT is merely 27% in accuracy, resem- 602

bling almost random selection. 603

5 Conclusion 604

In this paper, we propose an LLM-based multi- 605

disciplinary data transformation method to trans- 606

form raw textbook data into well-formatted 607

question-answer pairs, and show that the trans- 608

formed data can be used to effectively improve 609

multiple-choice question-answering testing accu- 610

racy without having to consult with the training 611

set. In addition, we propose a novel chain-of- 612

thought pipeline by recovering textbook excerpts 613

from questions, further improving performance. 614

Using GPT3.5 as the instructor LLM for data trans- 615

formation and Llama2 13B as the student LLM, we 616

evaluate our methods on seven different domains in 617

the MMLU testing set, and achieve an accuracy im- 618

provement of up to 18.8% from 45.8% to 64.6%. 619
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Limitation620

Despite seeing performance improvements, the621

data transformation method of LLM-based MCQA622

generation has its own limitations. The most impor-623

tant one is that often times, a real-world question624

asked during an actual exam would test the exam-625

inee’s knowledge over multiple units at the same626

time. In the context of a textbook, this would easily627

span across different chapters, or even books. By628

limiting our prompt to a small excerpt for the LLM629

to generate questions, many questions we obtain630

would inevitably be factual. This may be strong631

enough to see performance gains over a dataset632

like MMLU, many questions in which happen to633

be factual. However in a different setting where634

we expect the student LLM to gain more complex635

expertise, it is likely that this method would need636

to be changed before it shows similar performance.637

Additionally, this method makes an assumption638

that the retrieved textbook used as data sources639

would align with the target testing set in distribu-640

tion. Traditionally, the training and testing set of641

a particular benchmark is often randomly split off642

of the same source dataset, and therefore naturally643

share the same distribution. This assumption is not644

always true depending on the particular field, for645

example law, where the legal, political, and eco-646

nomic changes could gradually shift in a particular647

direction over time, and the literature would be648

confined to their own time. In the extreme case of649

history, reading textbooks from a particular era or650

area would have little benefit on textbooks from651

a different setting. Nevertheless, one could still652

argue that both of these limitations only hinders653

performance and increases cost of initial literature654

retrieval. When the data source is selected carefully655

and excerpt length tuned properly, the transforma-656

tion method expects to yield performance benefits.657
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A Appendix740

A.1 Distillation Stage Conversation741

Fig. 6 presents a page from original literature, we742

extract all text and process it through the instructor743

LLM as shown in Fig. 7, and is transformed into744

a single paragraph as shown in Fig. 8. Next, Fig.745

9 presents the question generation prompts used,746

and Fig. 10 presents the actual question from the747

instructor LLM. The contents of Fig. 8 and 10 are748

then saved as a JSON file, as shown in Fig. 11.749

A.2 Training Stage Conversation750

Fig. 12 and Fig. 13 present the opener and answer751

training data format respectively. For testing we752

use the same format, only without text for opener,753

and solution / final answer for answerer.754

A.3 Baseline Errors755

Baseline error cases are shown in Fig. 14, 15, 16,756

and 17.757
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Access for free at https://openstax.org/  7 

Levels of Organization of Living Things 

Living things are highly organized and structured. The atom is the 
smallest and most fundamental unit of matter. It consists of a 
nucleus surrounded by electrons. Atoms form molecules. A 
molecule is a chemical structure consisting of at least two atoms 
held together by a chemical bond. Many biologically important 
molecules are macromolecules. A macromolecule is a large 
molecule that is typically formed by combining smaller molecules. 
For example, nucleotides are small molecules linked together to 
form the macromolecule, DNA (deoxyribonucleic acid) (Figure 
1.11). DNA contains the instructions necessary for cells and 
organisms to maintain homeostasis. 

 
Figure 1.11 A molecule, like this large DNA molecule, is composed 
of atoms. (credit: "Brian0918"/Wikimedia Commons) 
 

CONCEPTS IN ACTION- To see an animation of this DNA molecule, click here. 

Some cells contain collections of macromolecules surrounded by membranes; these are called 
organelles. Organelles are small structures that exist within cells and perform specialized 
functions. For example, in some cells, DNA is enclosed within a membrane-bound organelle 
called the nucleus (plural: nuclei). All living things are made of cells; the cell is the smallest 
fundamental unit found in living organisms. Cells exhibit all of the properties of life discussed 
above. Viruses are often not considered living because they are not made of cells, nor are they 
capable of reproducing on their own. To make new viruses, they must invade and take over a 
living cell. 

Some organisms consist of a single cell, while others are multicellular. In most multicellular 
organisms, cells combine to make tissues, which are groups of similar cells carrying out the 
same function. Organs are collections of tissues grouped based on a common function. Organs 
are present not only in animals but also in plants. An organ system is a higher level of 
organization that consists of functionally related organs. For example, vertebrate animals have 
many organ systems, such as the circulatory system that transports blood throughout the body; it 
includes organs such as the heart and blood vessels. Organisms are individual living entities. For 
example, each tree in a forest is an organism. Single-celled prokaryotes and single-celled 
eukaryotes are also considered organisms and are typically referred to as microorganisms. 

Figure 6: Original page from textbook

11



The following text is extracted directly out of a textbook PDF file, filter out any title, page
number, author information, figure caption, etc. leaving only the main text content. Then,
summarize the text into a simple paragraph. If no text is remaining after filtering, reply with "no
text".

7
Levels of Organization of Living Things
Living things are highly organized and structured. The atom is the
smallest and most fundamental unit of matter. It consists of a
nucleus surrounded by electrons. Atoms form molecules. A
molecule is a chemical structure consisting of at least two atoms
held together by a chemical bond. Many biologically important
molecules are macromolecules. A macromolecule is a large
molecule that is typically formed by combining smaller molecules.
For example, nucleotides are small molecules linked together to
form the macromolecule, DNA (deoxyribonucleic acid) (Figure
1.11). DNA contains the instructions necessary for cells and
organisms to maintain homeostasis.

Figure 1.11 A molecule, like this large DNA molecule, is composed
of atoms. (credit: "Brian0918"/Wikimedia Commons)

CONCEPTS IN ACTION- To see an animation of this DNA molecule, click here.

Some cells contain collections of macromolecules surrounded by membranes; these are called
organelles. Organelles are small structures that exist within cells and perform specialized
functions. For example, in some cells, DNA is enclosed within a membrane-bound organelle
called the nucleus (plural: nuclei). All living things are made of cells; the cell is the smallest
fundamental unit found in living organisms. Cells exhibit all of the properties of life discussed
above. Viruses are often not considered living because they are not made of cells, nor are they
capable of reproducing on their own. To make new viruses, they must invade and take over a
living cell.
Some organisms consist of a single cell, while others are multicellular. In most multicellular
organisms, cells combine to make tissues, which are groups of similar cells carrying out the
same function. Organs are collections of tissues grouped based on a common function. Organs
are present not only in animals but also in plants. An organ system is a higher level of
organization that consists of functionally related organs. For example, vertebrate animals have
many organ systems, such as the circulatory system that transports blood throughout the body;
it
includes organs such as the heart and blood vessels. Organisms are individual living entities.
For
example, each tree in a forest is an organism. Single-celled prokaryotes and single-celled
eukaryotes are also considered organisms

Figure 7: Distillation stage data cleaning prompt to instructor LLM
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The hierarchical organization of living
things, starting from the smallest unit, the
atom, and expanding to molecules,
macromolecules like DNA, cells, tissues,
organs, and organ systems. Atoms form
molecules held together by chemical bonds,
and these molecules can be simple or
complex macromolecules such as DNA,
which contains vital instructions for cellular
functions and homeostasis. Cells, the basic
units of life, may include organelles like
nuclei that house DNA. Organisms can be
unicellular or multicellular, with multicellular
organisms having complex structures
including tissues, organs, and organ
systems that perform specific functions. For
example, the circulatory system in
vertebrates includes the heart and blood
vessels.

Figure 8: Clean text generated by instructor LLM

Given the following text, create a multiple
choice question with 4 choices, including a
solution process and a final answer between A,
B, C, D.

Text:
The hierarchical organization of living things...

Format:
Question:
< a question >

Choices:
A: ...
B: ...
C: ...
D: ...

Solution:
< a step by step solution to the question >

Final Answer:
< A, B, C, D >

Figure 9: Question generation prompt to instructor LLM

Question:
Which of the following best represents the level of biological organization
that directly encompasses the structural and functional complexity found
between cells and organs?

Choices:
A: Molecules
B: Tissues
C: Organelles
D: Organ Systems

Solution:
To find the correct answer, let's analyze the biological hierarchy described
in the text:

1. Atoms: The simplest units, forming molecules.
2. Molecules and Macromolecules: Such as DNA, which are essential

for various functions at the cellular level.
3. Cells: Described as the basic units of life, which may contain

organelles like nuclei.
4. Tissues: These are groups of similar cells that work together to

perform a specific function.
5. Organs: Composed of different types of tissues that work together.
6. Organ Systems: A higher level of organization where different organs

work together to perform complex functions.

Given the question asks for the level between cells and organs, we look
for the answer that fits this description. Organelles are part of cells,
molecules are below cells, and organ systems are above organs. Tissues,
however, are groups of similar cells that together perform specific
functions and are the level of organization between individual cells and
complete organs.

Final Answer:
B: Tissues

Figure 10: Question generated by instructor LLM

{
  "text": "The hierarchical ...",
  "question": "Which of the ...",
  "choices": [
    "Molecules",
    "Tissues",
    "Organelles",
    "Organ Systems"
  ],
  "solution": "To find the..."
  "answer": "B"
}

Figure 11: MCQA JSON
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Given the following Question, generate Text
that the Question may have been generated
from.

Question: 
Which of the ...

Choices:
A: Molecules
B: Tissues
C: Organelles
D: Organ Systems

Text:
The hierarchical ... 

Figure 12: Training data format for the opener student
LLM

Read the following Text, then for the following
Question, explain your Solution, then give a
Final Answer between A, B, C, D.

Text:
The hierarchical ... 

Question: 
Which of the ...

Choices:
A: Molecules
B: Tissues
C: Organelles
D: Organ Systems

Solution: 
To find the ... 

Final Answer: B

Figure 13: Training data format for the answerer student
LLM

 For the following Question, explain your Solution,
then give a Final Answer between A, B, C, D.
Question:
Regarding meiosis and mitosis, one difference
between the two forms of cellular reproduction is that
in meiosis
Choices:
A: there is one round of cell division, whereas in
mitosis there are two rounds of cell division
B: separation of sister chromatids occurs during the
second division, whereas in mitosis separation of
sister chromatids occurs during the first division
C: chromosomes are replicated during interphase,
whereas in mitosis chromosomes are replicated
during prophase
D: spindle fibers form during prophase, whereas in
mitosis the spindle fibers form during metaphase
Solution:

(correct: B)

Figure 14: Baseline error case 1: no response

For the following Question, explain your Solution, then
give a Final Answer between A, B, C, D.
Question:
Which of the following must exist in a population before
natural selection can act upon that population?
Choices:
A: Genetic variation among individuals
B: Variation among individuals caused by environmental
factors
C: Sexual reproduction
D: B and C only
Solution:
:
:
:
:
:
tt
s
ttt
t
t
(correct: A)

Figure 15: Baseline error case 2: outputs junk
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For the following Question, explain your Solution, then give a
Final Answer between A, B, C, D.
Question:
A biologist studied a population of squirrels for 15 years. During
that time, the population was never fewer than 30 squirrels and
never more than 45. Her data showed that over half of the
squirrels born did not survive to reproduce, because of
competition for food and predation. In a single generation, 90% of
the squirrels that were born lived to reproduce, and the
population increased to 80. Which inference(s) about this
population might be true?
Choices:
A: The amount of available food may have increased.
B: The number of predators may have decreased.
C: The squirrels of subsequent generations should show greater
levels of genetic variation than previous generations, because
squirrels that would not have survived in the past will now
survive.
D: A, B, and C
Solution:
A) The amount of available food may have increased.
-This is a reasonable inference, as the population of squirrels
increased.
B) The number of predators may have decreased.
-This is also a reasonable inference, as the population of
squirrels increased.
C) The squirrels of subsequent generations should show greater
levels of genetic variation than previous generations, because
squirrels that would not have survived in the past will now
survive.
-This is not a reasonable inference, as the study did not
specifically examine the genetic variation of the squirrels.
-The study did not provide enough information to make this
inference.
-The study did not provide enough information to make this
inference.
-The study did not provide enough information to make this
inference.
-The study did not provide enough information to make this
inference.
-The study did not provide enough information to make this
inference.
-The study did not provide enough information to make this
inference.
-The study did not provide enough information to make this
inference.
-The study did not provide enough information to make this
inference.
-The study did not provide enough information to make this
inference.
-The study did not provide enough information to make this
inference.
-The study did not provide enough information to make this
inference.
(correct: D)

Figure 16: Baseline error case 3: output is repetitive /
too long

 For the following Question, explain your Solution, then
give a Final Answer between A, B, C, D.
Question:
The reaction A + B → C is catalyzed by enzyme K. If
the reaction is in equilibrium, which of the following
would allow more product C to be produced?
Choices:
A: removing some of reactant A
B: removing some of reactant C
C: adding more enzyme K
D: increasing the temperature of the system
Solution:
The reaction A + B → C is catalyzed by enzyme K. If
the reaction is in equilibrium, which of the following
would allow more product C to be produced?
The answer is C. Adding more enzyme K will allow
more product C to be produced. Enzymes are
biological catalysts that speed up chemical reactions
in living organisms. They work by lowering the
activation energy required for a reaction to occur. By
adding more enzyme K, the reaction will be able to
proceed more quickly, resulting in the production of
more product C.

(correct: B)

Figure 17: Baseline error case 4: does not select a final
answer

15


	Introduction
	Related Work
	Methods
	Distillation Stage
	Training Stage
	Inference Stage

	Experiments
	Experiment Setup
	Baseline
	Main Results
	Accuracy Gain Breakdown
	Distillation Stage Impact
	Training Stage Impact
	Inference Stage Impact

	Conclusion
	Appendix
	Distillation Stage Conversation
	Training Stage Conversation
	Baseline Errors


