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Abstract
Knowledge-grounded dialogue generation is001
a challenging task because it requires satisfy-002
ing two fundamental, yet often competing con-003
straints: being responsive in a manner that is004
specific to what the conversation partner has005
said while also being attributable to an un-006
derlying source document. In this work, we007
bring this trade-off between these two objec-008
tives (specificity and attribution) to light, and009
ask the question: Can explicit content planning010
before the response generation help the model011
to address this challenge? To answer this ques-012
tion, we design a framework called PLEDGE,013
which allows us to experiment with various014
plan variables explored in prior work sup-015
porting both metric-agnostic and metric-aware016
approaches. While content planning shows017
promise, our results on whether it can actually018
help to navigate this trade-off are mixed – plan-019
ning mechanisms that are metric-aware (use020
automatic metrics during training) are better021
at automatic evaluations but underperform in022
human judgment compared to metric-agnostic023
mechanisms. We discuss how this may be024
caused by over-fitting to automatic metrics,025
and the need for future work to better calibrate026
these metrics towards human judgment. We027
hope the observations from our analysis will028
inform future work that aims to apply content029
planning in this context.030

1 Introduction031

A knowledge-grounded dialogue system that aims032

to address a user’s information needs must meet033

two fundamental requirements. First, the knowl-034

edge shared by the system must be credible. A035

common formulation for this constraint is that the036

system must share information that is faithful or037

attributable to the retrieved document (what we re-038

fer to as attribution). More importantly, we argue039

that for the information to be useful to the user,040

this credibility (as captured by attribution) is in-041

sufficient – the generated response must also make042

i'm not a fan of comic books, 
but i know a lot about them.

a comic book consists of comic 
art in the form of sequential 
juxtaposed panels that 
represent individual scenes.

my son loves comic books, 
but i know literally nothing 
about them! are you a comic 
book fan?

Grounded Dialogue Inputs
Evidence Span(s) Conversation History

i know a bit about them. comic 
books are a publication that 
has sequential panels that 
represent individual scenes.

a comic book or comicbook, also called comic 
magazine or simply comic, is a publication 
that consists of comic art in the form of 
sequential juxtaposed panels that represent 
individual scenes.

Comics have existed since 
the 1930s
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Figure 1: Knowledge-grounded responses need to op-
timize multiple qualities such as attribution to the evi-
dence document or conversational specificity.

sense in the context of the conversation. It must 043

be specific, in the sense that it must fit within the 044

flow of the dialogue (what we refer to as specificity). 045

This fundamental requirement is what differentiates 046

research in this space from single-turn interactions 047

of a user with a typical search engine. 048

One major open challenge in knowledge- 049

grounded dialogue research is that the model must 050

balance these two objectives, which unfortunately, 051

as we discuss later, can be at odds with each other. 052

For instance, we show in Figure 1 how responses 053

can fail along either of these dimensions indepen- 054

dently of each other. 055

There is a scarcity of research explicitly investi- 056

gating how to navigate the trade-off between these 057

objectives. For example, Rashkin et al. (2021) in- 058

vestigated using control tokens for improving attri- 059

bution, but their results showed that this often came 060

at the expense of the specificity of the response to 061

the conversation. In this work, we present a dis- 062

cussion of the challenges in optimizing for both 063

specificity and attribution in knowledge-grounded 064

dialogue. In Section 2, we discuss automatic met- 065

rics that can serve as a proxy for these dimensions, 066
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demonstrating trivial means to increase either qual-067

ity at the expense of the other.068

Drawing from other NLG tasks, we pose the069

following question: Can explicit content planning070

help to address this trade-off? Content planning071

approaches add an intermediate step of generating072

the desirable features in the final response (referred073

to as a plan) before generating the final surface074

realization conditioned on the plan. Prior work075

showed that splitting the generation into guided076

steps could be effective in indirectly encouraging077

the model to be more grounded to commonsense078

(Zhou et al., 2022) and source documents (Narayan079

et al., 2021, 2022; Hua and Wang, 2019), or to be080

more coherent (Yao et al., 2019; Hu et al., 2022;081

Wu et al., 2021; Tan et al., 2021). Hence, it is only082

natural to hypothesize that content planning can083

also help to handle the trade-off between these two084

objectives as well.085

To enable a thorough investigation based on var-086

ious plan variables explored in prior work, we de-087

sign a framework called PLEDGE. Figure 2 pro-088

vides an intuitive overview of the general methodol-089

ogy followed in PLEDGE. This framework allows090

us to explore the utility of planning in navigating091

this trade-off, as well as the effects of structural vs092

keyword-based plans for this task. While content093

planning shows promise in general, our results on094

whether it can actually help to navigate this trade-095

off are mixed. We observe that planning mecha-096

nisms that use automatic metrics during training are097

better at automatic evaluations but underperform098

in human judgments compared to mechanisms that099

do not rely on these metrics explicitly. We dis-100

cuss how metrics that are better calibrated towards101

human judgment might help to address this mis-102

alignment. We provide insights from our analysis103

with the hope of informing future work that aims104

to apply content planning in this context.105

We now summarize our contributions: I. We106

present a computational discussion of the trade-offs107

between specificity and attribution in knowledge-108

grounded dialogue (Section 2), II. We present a109

novel framework PLEDGE (Section 3) that auto-110

mates some of the heuristic approaches in prior111

work to analyze whether content planning can help112

to handle this trade-off, and III. We present our113

analysis based on both automated metrics and hu-114

man evaluation and discuss our insights about the115

utility of content planning in this context.116

2 Evaluation metrics for grounded 117

dialogue response generation 118

In the task of knowledge-grounded dialogue, a 119

system MQ is given a sequence of previous con- 120

versation turns (x = x1...xnx) and an evidence 121

span (e = e1...ene) selected from a knowledge cor- 122

pus1, and must generate a response ŷ = MQ(x, e) 123

such that the response quality Q(ŷ, x, e) is max- 124

imized. A good response must be: (1) conversa- 125

tionally appropriate in the context of the rest of 126

the dialogue and (2) accurately representing the in- 127

formation from the knowledge evidence. As men- 128

tioned earlier, these two are fundamental to any 129

practically-useful knowledge-grounded dialogue 130

system. Hence, we now discuss automated metrics 131

to capture these requirements. 132

2.1 Metrics approximating attribution to the 133

evidence 134

Prior efforts in knowledge-grounded dialogue mod- 135

eling have often focused on evaluating the faith- 136

fulness of responses to evidence (Honovich et al., 137

2021; Rashkin et al., 2021; Dziri et al., 2022). 138

In keeping with definitions from related work 139

(Rashkin et al., 2023), we refer to this as attribution 140

– a measure of how attributable the information in 141

the response is to the evidence e. Such a response 142

conveys knowledge from evidence without halluci- 143

nations (information that is not directly inferrable 144

from the provided evidence). This is often esti- 145

mated by entailment scores from a trained Natural 146

Language Inference (NLI) model. In this paper, 147

we estimate this with the log-likelihood of predict- 148

ing entailment using Roberta (Liu et al., 2019a) 149

finetuned on MNLI (Williams et al., 2018)). How- 150

ever, when looked at in isolation from other metrics, 151

maximizing the NLI score is in fact, trivial – one 152

can simply output the entire evidence span as the 153

response to maximize the entailment scores. 154

2.2 Metrics approximating specificity 155

A fundamental requirement for a dialogue system is 156

that the generated response r needs to be conversa- 157

tionally relevant to the previous conversation turns. 158

This is more than topical relevance; the response 159

must follow appropriate conversational discourse 160

and flow logically from the previous turns. For 161

example, if the previous turn asked a question, it 162

would be inappropriate for the response to not at 163

1We make the simplifying assumption that an appropriate
evidence span has already been labelled.
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Inputs:

Evidence
Conv History

Generated Response

Final 
Metrics

Dialogue model
Trained with 
automatically 

constructed plans

Plan-editing model 

i know a bit about them.  
comic books are a publication 
that has sequential panels 
that represent individual 
scenes.

Optional 
metric-aware 
editing stage

Structural features:   [inform][no-emotion] 
[1st-person][concrete][entail-from-knowledge] 
[med-knowledge-sim][med-prev-turn-sim]

Keywords: bit books publication panels represent 
scenes

Generated Content Plan (intended features for final response)

Was trained 
with access to

Plan generation 
stage

Response 
generation 

stage

Figure 2: An intuitive overview of the methodology followed in this work to investigate content planning in
knowledge-grounded dialogue. We explore plans that use structural variables and keywords.
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Figure 3: Tradeoff between attribution and specificity scores: We experiment with masking over different portions
of the input given to T5. By simply dropping portions of the evidence or the conversation history, the generated
response increases along the specificity or attribution axes respectively, but at the expense of the other score. This
shows that these metrics can be gamed when looking at either one in isolation from the other.

least acknowledge the question, even if it didn’t164

know the answer. There are many terms used to165

describe this dimension of quality – relevance, con-166

versational coherence, consistency, and contextual167

specificity have all been used in various works to168

describe related qualities. In this paper, we use the169

term specificity, in order to be consistent with a170

similar dimension set forth by the LaMDA work171

(Thoppilan et al., 2022), but we note that this refers172

to how specific the response is to the conversational173

history (not how concrete the language is or other174

meanings of the word “specific”). For our inves-175

tigation, we use the log-probabilities of response176

as the next conversation turn using an external dia-177

logue model (the out-of-the-box DialoGPT model178

(Zhang et al., 2020)) as the most suitable metric to179

measure coherency. This is similar to how coher-180

ence was measured for long text generation in Tan181

et al. (2021), which used next sentence prediction182

probabilities from BERT as a proxy.183

2.3 The trade-off between attribution and184

specificity185

Because attribution depends on how well the output186

represents the evidence and specificity depends on187

how well the output flows from the previous conver- 188

sation history, we hypothesize that we can increase 189

either of these metrics trivially by forcing a model 190

to attend more to either the evidence or the conver- 191

sation history. To test this quantitatively, we use 192

T5-base fine-tuned on Wizard of Wikipedia (Dinan 193

et al., 2018) data and test on the validation set. At 194

test time, we apply different levels of dropout on 195

the input words in either the evidence or the conver- 196

sation history. As expected, we see in Figure 3 that 197

we can increase either the attribution or specificity 198

scores by simply dropping portions of the conver- 199

sation history or evidence respectively. However, 200

doing so causes the opposite metric to decrease. 201

This demonstrates the importance of optimizing 202

for both when designing new knowledge-grounded 203

response generation models. Otherwise, when look- 204

ing at either metric in isolation, it is much easier to 205

game the metric with trivial solutions. 206

For the rest of this work, we judge perfor- 207

mance against two extreme cases: one where 208

we trivially maximize the automatic attribution 209

scores by always outputting the evidence verba- 210

tim (Attribution-Oracle) and one where we triv- 211

ially maximize the automatic specificity scores by 212
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taking the greedy output of DialogGPT ignoring213

the evidence (Specificity-Oracle). In our results214

section, we normalize the automatic attribution215

and specificity scores for each model to be scaled216

between the Attribution-Oracle and Specificity-217

Oracle scores for easier comparison between the218

different scales.219

3 Can content planning help?220

In this work, our goal is to explore whether221

improved content planning can help with the222

attribution-specificity trade-off. Content planning223

has been used in other domains like summarization224

(Narayan et al., 2021) or chit-chat modeling (Zou225

et al., 2021) to help optimize the coherence and226

attribution of text generations by forcing the model227

to first “think” about what qualities the generated228

response should have (i.e., choosing a plan p) be-229

fore generating a final surface realization. Prior230

work has demonstrated that a planning step also231

adds a layer of inspectability and controllability to232

the final response (Narayan et al., 2021).233

More specifically, we aim to answer the follow-234

ing key research questions:235

RQ 1: How helpful is planning out-of-the-box, i.e.236

without being directly aware of the attribution and237

specificity metrics that are being optimized?238

RQ 2: How do these metric-agnostic approaches239

compare with metric-aware methods, where the240

latter allow explicit optimization towards the desir-241

able quality metrics?242

RQ 3: What kind of structural attributes are useful243

in the planning stages for this task?244

RQ 4: And finally, is content planning helpful to245

handle the attribution-specificity trade-off?246

To go about answering these questions in a247

principled manner, we devise a framework called248

PLEDGE (PLan-EDit-GEnerate). PLEDGE pro-249

vides an explainable and controllable way to test250

out various kinds of planning variables explored251

in prior work, and hence, enables the analysis pre-252

sented in later sections.253

4 PLEDGE: PLan-EDit-GEnerate254

PLEDGE consists of two modules: a response gen-255

eration model G (Section 4.1) and an editor EQ256

(Section 4.2). G is our underlying sequence-to-257

sequence model trained to perform plan-based re-258

sponse generation. The editing model EQ is tasked259

with modifying the candidate plans generated by260

G, for better alignment with the quality estimator261

Q. Keeping the two modules separate provides the 262

flexibility to train them independently with differ- 263

ent datasets and training objectives. 264

Three-stage inference: Once G and EQ are 265

trained, the final response is generated in three 266

stages during inference (top diagram in Figure 4). 267

First, the generation model G takes in the conver- 268

sation history x and the evidence e to generate 269

a candidate plan ĉ = G(x, e). Next, the editor 270

EQ iteratively modifies this plan to better satisfy 271

the quality constraints defined by Q, generating 272

ĉ′ = EQ(ĉ, x, e). Finally, ĉ′ is fed back to G to 273

generate the output response ŷ = G(ĉ′, x, e). 274

We first describe the general plan format used 275

by our models and then describe the design of the 276

two modules. 277

Plan Format: In order to investigate RQ 3, we 278

investigate two different types of plan formats for 279

defining content plans ĉ. We take inspiration from 280

prior work that used content plans constructed from 281

different kinds of attributes, including dialogue 282

acts, emotion labels, and topic words (Wu et al., 283

2021), along with phrase outlines (Rashkin et al., 284

2020; Yao et al., 2019; Tan et al., 2021), and entity 285

chains (Narayan et al., 2021). First, we investigate 286

using structural features – we use a set of variables 287

that describe desired response qualities, such as the 288

level of objectiveness, the proximity to the prior 289

utterance, the proximity to the evidence, dialogue 290

act, and conveyed emotion. We provide a complete 291

list of these variables along with how they were 292

computed in Appendix A. We encode each variable 293

using special tokens that we add to the model vo- 294

cabulary. Second, we investigate a keyword-based 295

plan consisting of an ordered list of the salient 296

words that should appear in the model output (the 297

salient words are selected via tf-idf counts follow- 298

ing the keyword-based plan construction procedure 299

proposed by Tan et al. (2021)). In our experiments, 300

a plan consists of concatenated structural features 301

(struct), a keyword list (kw), or both concatenated 302

with a delimiter (full). At training time, the plan 303

is extracted automatically from the gold response, 304

and at inference time, they are generated by the 305

generation model. We include a shortened plan 306

example in Figure 2 with more detailed examples 307

in Table 4 of Appendix B. 308

4.1 Generation Model 309

Our generation model G uses a sequence-to- 310

sequence transformer-based architecture (Vaswani 311

et al., 2017), following its subsequent success 312
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Dialogue History

Evidence

Candidate Plan

Quality Estimator
(Q)

Modified Plan ResponseGeneration Model Generation ModelPlan Editor

Autoregressive Encoder-Decoder Generation Model 
(Section 4.1)

Dialogue History + Evidence

Ground-truth Plan Ground-truth Response

Generated Response
Plan Editor : Non-autoregressive Model

(Section 4.2)

Dialogue History + Evidence

Masked Ground-truth Plan

Type Identifier
[SRC] / [TGT]

Masked Candidate Plan

Predict Masked Input Compute disagreement score

K rounds of edits

PLEDGE: PLan-EDit-GEnerate

Improvement in Q

Generated Candidate Plan

Inference

Training

Figure 4: Plan-Edit-Generate framework (PLEDGE) – A general purpose methodology to analyze the benefits
of diverse forms of content planning in knowledge-grounded dialogue. PLEDGE consists of two modules – the
primary plan-based response generation model G (Section 4.1, and a plan editing model EQ that learns to modify
a given candidate plan so as to better satisfy the quality estimator Q. More details in Section 4 and Appendix C.

across a wide range of tasks. We fine-tune the313

encoder-decoder T5 model (Raffel et al., 2020), al-314

though the approach can be trivially extended to a315

decoder-only design as well. Figure 4 (bottom left)316

summarizes how the generation model is designed.317

Input: The input contains the history x and evi-318

dence e. Both of these sequences are concatenated319

and fed to the encoder of the seq2seq generation320

model. See Appendix B.1 for more details.321

Training: Before generating the response, the de-322

coder is first trained to generate a content plan: a323

sequence ĉ = ĉ1...ĉnĉ
, conditioned on the encoded324

input. After this planning stage, the decoder contin-325

ues to generate the next ground-truth conversation326

utterance ŷ = ŷ1...ŷnŷ
, conditioned on the gener-327

ated content plan ĉ, the input conversation history,328

and the input evidence. We train the model for both329

planning and generation jointly by minimizing the330

cross-entropy objective for the ground-truth plan331

sequence c and target utterance y:332

LCE = Lc
CE + Ly

CE , (1)333

where Lc
CE and Ly

CE are defined as follows:334

Lc
CE = − 1

nc

nc∑
i=1

log p(ci|c<i, x, e), (2)335

336

Ly
CE = − 1

ny

ny∑
i=1

log p(yi|y<i, c, x, e). (3) 337

Inference: During inference, the same model gen- 338

erates both content plans (conditioned on conver- 339

sation history and evidence) and the final response 340

(additionally conditioned on the content plan). 341

The model G by itself is not explicitly optimized 342

towards the desired quality metrics, and hence, pro- 343

vides a metric-agnostic way to incorporate the con- 344

tent plans. Although this will help us answer RQ 1, 345

the model G alone would be insufficient to answer 346

RQ 2 which compares metric-agnostic approaches 347

with metric-aware methods. 348

One way to incorporate the desirable metrics is 349

to apply them in the post-processing stage, once the 350

response is generated by the model G. However, 351

these methods often fail to perform the desirable 352

changes in a manner that is still consistent with 353

the input context. Instead, the design of the model 354

G paves the way for another interesting approach 355

to alter the final response - by performing minor 356

alterations to the intermediate plan generated by 357

the model and letting the model itself generate the 358

final response in context. Prior work has relied on 359
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heuristics to alter these intermediate plans gener-360

ated by the model (e.g., by dropping out-of-context361

keywords). To support our investigation involv-362

ing diverse planning sequences, we instead need a363

more generalizable approach. In the next section,364

we describe an automated way for plan editing – by365

tapping into the text editing literature.366

4.2 Plan Editor367

We investigate the use of a separate editing model368

EQ, designed to modify a candidate plan sequence369

to better satisfy the quality estimatorQ. In practice,370

this could edit structural variables or add/remove371

keywords from the plan to push the generation372

model G to generate a response that would more373

adequately satisfy some downstream constraint.374

We implement our plan editor using the375

MASKER model (Malmi et al., 2020) from the376

text editing literature. MASKER provides an un-377

supervised approach to edit a given input text in378

a source style S to a target style T , by training379

on nonparallel data in the source and target do-380

mains (θsource and θtarget). In our case, we are381

interested in editing plans to enhance the combina-382

tion of specificity and attribution. Hence, for the383

source domain data, we select all content plans cor-384

responding to training utterances that score lowly385

in the combined automatic attribution and speci-386

ficity scores (bottom 30% of scores in the training387

data). The target domain data consists of plans388

from examples that score highly in the combined389

automatic attribution and specificity scores (top390

30% of scores in the training data). Otherwise, we391

use the MASKER model in the same manner as392

it was originally presented in Malmi et al. (2020).393

We give an overview of the plan editor in Figure 4.394

Input: The input consists of a domain identifier395

([SRC] or [TGT]), the conversation history x, ev-396

idence e, and a partially-masked plan sequence.397

During training, this planning sequence comes398

from the processed ground-truth data, and during399

inference, this is instead generated by the model G.400

Training: The editor relies on a non-autoregressive401

architecture. While training, the model is fed402

masked ground-truth plans (coming from either403

the source or the target domain) and is trained to404

predict the missing plan sequences.405

Inference: During inference, the model simply406

takes in a masked candidate plan and uses the prob-407

abilities learned by the model to select an alterna-408

tive planning sequence that is less probable within409

the undesirable source domain and more probable410

within the desirable target domain (based on what 411

is referred to as the disagreement score). 412

Since this process follows Malmi et al. (2020), 413

we only provide a brief overview here. For com- 414

pleteness, we provide more details about the train- 415

ing and inference procedures in Appendix C. 416

5 Experiments 417

We compare our models on the Wizard of 418

Wikipedia dataset (Dinan et al., 2018) to answer 419

the four RQs from Section 3.2 420

Baselines: We compare to the standard T5 model. 421

We also compare to Rashkin et al. (2021), which 422

used T5 with control codes (labelled as Control- 423

Codes in tables) for encouraging attribution but 424

didn’t control for specificity. We also include the 425

baselines (E2E and Dodeca) from that paper. 426

Training Details: For all of the models, we use 427

beam-search to be aligned with baselines (Dinan 428

et al., 2018; Shuster et al., 2020).3 For all variants 429

of planning and controllable models, we used T5- 430

base (Raffel et al., 2020) as the model architecture 431

for consistency.4 For training the MASKER model, 432

we used automatically constructed plans from the 433

Wizard of Wikipedia dataset and two different di- 434

alogue tasks (TopicalChat (Gopalakrishnan et al., 435

2019) and CMU-DOG (Zhou et al., 2018)). We 436

provide more details in Appendix E. 437

5.1 Metrics 438

As automatic metrics, we report both specificity 439

and attribution as described in the task set-up. 440

As stated in Section 2, we regularize the scores 441

by scaling linearly between the performance of 442

Attribution-Oracle and Specificity-Oracle. We also 443

report the harmonic mean between these two values 444

as a general measure of the model performance. 445

Additionally, we ran a human evaluation over 446

different model outputs (see Appendix H for ex- 447

act phrasing and definitions provided to human 448

annotators) for 100 examples. Annotators (3 per 449

example) were first asked to rate the specificity of 450

each model output on a scale of 1 to 5 (5 being 451

the best), which we scaled between 0 and 1 dur- 452

ing post-processing. Then, they were asked to rate 453

2We mostly report results on the “seen topic” portion of
the test set since we didn’t observe strong differences on the
“seen” vs “unseen” portions

3We also experimented with using nucleus sampling
(Holtzman et al., 2020) but found that this led to worse at-
tribution scores.

4We also tried using T5-large in initial experiments but
found similar trends.
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whether world knowledge conveyed in the response454

is fully attributable to the evidence (binary ques-455

tion).5 In each example, the same annotator viewed456

the outputs from all of the models first and then457

annotated each separately. For the attribution ques-458

tions, pairs of annotators agreed with each other in459

85% of cases. For the specificity questions on the460

5-point Likert scale, pairs of annotator responses461

on the same output were ≤ 1 point from each other462

in 71% of cases and only strongly disagreed (by 3463

or more points) in 10% of cases.464

5.2 Answering RQ 1 and RQ 2:465

Metric-Agnostic vs. Metric-Aware466

Approaches467

First, we explore the effects of using metric-aware468

editing. We repeat the editing step multiple times469

and show how the performance changes with in-470

creasing the number of metric-aware edits. We471

show an editing example in Appendix D. Figure 5472

shows how the harmonic mean of the two auto-473

matic metrics improve with the metric-aware edit-474

ing steps. Generally, the improvements smooth out475

after about 6 editing steps.476

However, we find different trends in the hu-477

man evaluations (Table 1), where editing rarely im-478

proves the human judgments. That is, metric-aware479

edits may be useful for improving the automatic480

metrics they are trained on, but these improvements481

do not transfer well to human judgments. This482

implies that the metric-aware edits may overfit to483

artifacts in the automatic metrics. For example,484

we observe that metric-aware output tends to be485

shorter and more bland, which may allow it to486

cheat the specificity metric since the DialogGPT487

5While our work primarily focused on attribution and
specificity, we also report human evaluation results on two
other metrics (sensibility and interestingness) in Appendix I.

Human Judgments
Model Specif Attrib Hmean

PLEDGE-KW-0edits 0.777 0.873 0.822
PLEDGE-KW-9edits 0.762 0.867 0.811
PLEDGE-Struct-0edits 0.748 0.830 0.787
PLEDGE-Struct-9edits 0.719 0.870 0.787
PLEDGE-Full-0edits 0.752 0.837 0.792
PLEDGE-Full-9edits 0.742 0.813 0.776

Table 1: Human judgements on the seen portions of
the Wizard of Wikipedia test set. We report the aver-
age attribution and specificity scores (each scaled to be
between 0 and 1). We also report the harmonic mean
between the two metrics (HMean).

model gives higher likelihood scores to short, bland 488

phrases. For instance, in the example in the appen- 489

dices, the output generated by the initial plan was 490

“i’m not sure, but i do know that iguanas can range 491

in length including their tail”, but after editing the 492

new plan leads to the response “yes they can range 493

in length including their tail”, which is shorter and 494

more generic. While metric-aware editing would 495

be very useful in situations with better-calibrated 496

automatic metrics, the existing automatic metrics 497

in this space may not be well enough calibrated to 498

act a proxy for optimizing human judgment. 499

5.3 Answering RQ 3: Comparing Different 500

Plan Formats 501

We generally find that the keyword plan structure 502

is more beneficial than using the structural features 503

in human judgments (Table 1). That said, the struc- 504

tural variables do give the model an advantage in 505

the automatic metrics. Based on this, we believe 506

that keyword plans may be better for most end-user 507

applications, but structural features may still be 508

useful in specific task setups. 509

5.4 Answering RQ 4: Comparison to 510

baselines 511

Finally, to get a general insight into whether con- 512

tent planning can help to handle the trade-off, we 513

discuss the strengths and shortcomings of planning 514

in comparison to other methods. In Table 2, we re- 515

port automatic metrics on all models. We note that 516

most planning models generally outperform most 517

of the baselines on the combined harmonic mean 518

of attribution and specificity. PLEDGE-struct with 519

editing gets the highest combined performance. 520

In human evaluations (Table 3 – we only include 521

PLEDGE-KW since it was the highest performer 522

from Table 1), we see that the margins between the 523
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Model Automatic Metrics
Attrib Spec HMean

Reference .189 .297 .231
Attribution-Oracle 1.0 0.0 0.0
Specificity-Oracle 0.0 1.0 0.0

E2E (Di18) .183 .500 .268
Dodeca (Sh20) .656 .338 .446
T5 (Ra20) .639 .385 .481
ControlCodes (Ra21) .862 .297 .442
Plans without Editing
PLEDGE-KW-0edits .595 .368 .455
PLEDGE-Struct-0edits .543 .409 .466
PLEDGE-Full-0edits .520 .406 .456
Plans with Editing
PLEDGE-KW-9edits .660 .376 .479
PLEDGE-Struct-9edits .802 .353 .490
PLEDGE-Full-9edits .648 .382 .481

Table 2: Results on the seen portions of the Wizard of
Wikipedia test set. We report the scaled attribution and
specificity scores, and the harmonic mean between the
two metrics (HMean).

Human Judgments
Model Spec Attrib HMean

Dodeca 0.762 ± .017 0.863 ± .023 0.809
T5 0.761 ± .017 0.880 ± .022 0.816
CTRLCodes 0.718 ± .017 0.907 ± .019 0.802
PLEDGE-KW 0.770 ± .016 0.873 ± .022 0.822

Table 3: Human judgements on the Wizard of
Wikipedia test set. We report average attribution and
specificity scores and the standard error of the mean (af-
ter the ± symbol). We also report the harmonic mean
between the two metrics (HMean).

different models are much smaller than with the524

automatic metrics and the trends are slightly differ-525

ent. PLEDGE-KW with keyword-based editing is526

slightly outperforming the other models, albeit not527

by a significant margin. We also note that all of the528

models (even with content planning) tend to dis-529

play a trade-off between specificity and attribution,530

where the models with higher attribution scores531

tend to have lower specificity and vice versa. This532

again underscores that model rankings depend on533

which metric is being prioritized, and future work534

may need to find more nuanced ways of determin-535

ing which score is more important on a case-by-536

case basis. We provide sample responses generated537

by the models in Appendix G.538

6 Related Work539

Knowledge-Grounded Dialogue Evaluation:540

Generating responses grounded in explicit knowl-541

edge has gained considerable attention in recent 542

years (Dinan et al., 2018; Ghazvininejad et al., 543

2018; Gopalakrishnan et al., 2019; Tian et al., 544

2020; Liu et al., 2022), with considerable work 545

in evaluating along several different dimensions 546

including specificity (Thoppilan et al., 2022) and 547

attribution (Dziri et al., 2022; Honovich et al., 548

2021) and other general-purpose NLG dimensions 549

(Howcroft et al., 2020). Other recent work has 550

looked at trade-offs between attribution and 551

diversity (Xu et al., 2023; Chang et al., 2023; 552

Dziri et al., 2021) or fluency (Aksitov et al., 2023). 553

In this paper, we expand on this prior work by 554

exploring similar trade-offs between attribution 555

and conversational specificity. 556

Planning for Text Generation: A plan refers to 557

higher-level reasoning that is used to guide the 558

final text generation, such as for poetry genera- 559

tion (Tian and Peng, 2022), story generation (Yao 560

et al., 2019; Rashkin et al., 2020), text summariza- 561

tion (Narayan et al., 2021, 2022), or open-domain 562

dialogue (Wu et al., 2021; Adolphs et al., 2021; Zou 563

et al., 2021). Planning-based neural response gen- 564

eration has shown remarkable promise for adding 565

interpretability to otherwise black-box neural mod- 566

els. Planning improves explainability, by giving 567

insight into the model’s decision-making and en- 568

hances controllability, by allowing intervention dur- 569

ing inference to modify the candidate plans. To the 570

best of our knowledge, our metric-aware editor is 571

the first attempt to handle this intervention automat- 572

ically, as opposed to relying on heuristics as used 573

in prior work (Narayan et al., 2021). 574

7 Conclusion 575

We investigated the trade-off between attribution 576

and specificity for knowledge-grounded dialogue, 577

analyzing whether content planning prior to final 578

output generation can help to navigate this trade- 579

off. We find that although content planning shows 580

promise in general, we observe differences in the 581

trends in automated and human evaluations. Hence, 582

whether content planning can help to handle the 583

trade-off remains an open question and more efforts 584

are needed to answer it, with automated metrics 585

that are potentially better calibrated with human 586

judgment. We hope that the insights gained in this 587

work inform future efforts on exploiting content 588

planning in similar contexts. 589
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8 Broader Impact and Ethical590

Considerations591

We note that we verified the license terms of the592

datasets used in this work. All the datasets are pop-593

ular and publicly available for dialogue research.594

The primary goal of a knowledge-grounded dia-595

logue system is to be able to converse with a user596

about the external world, providing the user with597

important new information. This could lead to dan-598

gers of spreading misinformation if a model halluci-599

nates or shares information from untrusted sources.600

In this work, we put forth attribution metrics as a601

way of quantifying whether a system hallucinates602

compared to what was written in the grounding603

document. However, we make the assumption that604

the document itself is trustworthy by only using605

pre-selected document examples from Wikipedia.606

For more general-purpose systems, more work is607

needed to quantify the trustworthiness of under-608

lying sources. Additionally, in this paper, we do609

not evaluate for other important dialogue compli-610

cations, such as toxic or offensive language, which611

would need to be taken into account for a real-world612

dialogue system.613

9 Limitations614

We promote the trade-off between specificity and615

attribution as an important set of qualities that a616

dialogue system must ensure, but we acknowledge617

that this not a sufficient set of qualities that a dia-618

logue system should have. There are other aspects619

of quality that need further consideration (such620

as interestingness or different aspects of fluency).621

Future work may need to extend to exploring com-622

plex multi-dimensional trade-offs that go beyond623

the scope of this work.624

Although we investigate a few different forms of625

planning mechanisms and how they impact the per-626

formance trade-off, there are other forms of plan-627

ning and guiding structured output that are still628

largely unexplored for this task. These are beyond629

the scope of this work, but we encourage future630

work to explore this direction.631
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A Structural Variables 888

Below, we describe each of the structural variables 889

used in the struct and full plans: 890

• dialogue acts – labelled using a T5 classifier 891

that was finetuned on DailyDialog chit-chat 892

dataset (Li et al., 2017) 893

• emotion – labelled using a T5 classifier that 894

was trained on DailyDialog chit-chat dataset 895

(Li et al., 2017) 896

• objective/personal voice – using lexical match- 897

ing to find instances of first person (see 898

(Rashkin et al., 2021)) 899

• linguistic specificity – using idf scores of the 900

output relative to the entire training set, split 901

into high/med/low terciles 902

• nli score with evidence – using nli classifier 903

to find similarity to the evidence, split into 904

entail/not-entail scores (see (Rashkin et al., 905

2021)) 906

• lexical precision similarity with evidence – 907

precision score using lexical matching to 908

find similarity to the evidence, split into 909

high/med/low terciles (see (Rashkin et al., 910

2021)) 911

• similarity (lexical precision) with previous 912

turn by the apprentice – precision score using 913

lexical matching to find similarity of response 914

to the previous apprentice turn (turn i − 1), 915

split into high/med/low terciles 916

11

http://arxiv.org/abs/2201.08239
http://arxiv.org/abs/2201.08239
http://arxiv.org/abs/2201.08239
http://aclweb.org/anthology/N18-1101
http://aclweb.org/anthology/N18-1101
http://aclweb.org/anthology/N18-1101
https://doi.org/10.1609/aaai.v33i01.33017378
https://doi.org/10.1609/aaai.v33i01.33017378
https://doi.org/10.1609/aaai.v33i01.33017378
https://doi.org/10.18653/v1/D18-1076
https://doi.org/10.18653/v1/D18-1076
https://doi.org/10.18653/v1/D18-1076
https://doi.org/10.18653/v1/2022.acl-long.88
https://doi.org/10.18653/v1/2022.acl-long.88
https://doi.org/10.18653/v1/2022.acl-long.88
https://doi.org/10.18653/v1/2022.acl-long.88
https://doi.org/10.18653/v1/2022.acl-long.88


• similarity (lexical precision) with previous917

turn by the wizard – precision score using918

lexical matching to find similarity of response919

to the previous wizard turn (turn i− 2), split920

into high/med/low terciles921

B Data Examples922

In Table 4, we include gold examples from the Wiz-923

ard of Wikipedia training set with the constructed924

keyword and structural plans.925

B.1 Model Input and Output formatting926

For the generation model G input, we use the927

format of: "the previous apprentice turn [special-928

delimiter-1] evidence and remaining conversation929

history in reverse order with delimiters separating930

conversation turns [special-delimiter-2]931

For the generation model G output, we use the932

format of:"structural plan token sequence [special-933

delimiter-3] keyword plan token sequence [special-934

delimiter-4]generated response."935

So, for instance, in the second example from936

Table 4, this gets encoded as:937

Input string: all of the nordic places938

in the netherlands seem really awesome939

and beautiful [special-delimiter-1] the940

southernmost of the scandinavian nations,941

it is south-west of sweden and south942

of norway, and bordered to the south943

by germany. [delimiter-wizard-turn] it944

probably is! it’s actually a kingdom,945

and is nordic. it is a sovereign nation.946

[delimiter-apprentice-turn] denmark947

seems like a really cool place to visit948

[special-delimiter-2]949

Output string: [dact:inform] [emo:neutral]950

[objective] [spec:med] [entail]951

[evidsim:high] [prevappsim:high]952

[prevwizsim:high] [special-delimiter-3]953

denmark edge sweden norway germany954

[special-delimiter-4] denmark is on the955

edge of sweden and norway and germany.956

C Plan Editor Model957

We provide more details about the training and958

inference for the plan editor model below. These959

are based on the MASKER approach described in960

Malmi et al. (2020).961

Training: MASKER (Malmi et al., 2020) is a non-962

autoregressive Roberta-style language model (Liu963

et al., 2019b) using the Padded Masked Language964

Modeling (MLM) strategy (Mallinson et al., 2020). 965

Padded MLM modifies the original MLM objec- 966

tive to also take into account the length of infilled 967

tokens. Instead of masking a single token, this 968

approach masks out a sequence of whole words 969

up to np tokens, filling the remaining tokens with 970

[PAD] to ensure that the input always consists of 971

np [MASK] tokens. Then, the model is trained on 972

the pseudo-likelihood of the original tokens Ci:j : 973

974

L(Ci:j |C\i:j ; Θ) =

j∏
t=i

PMLM (ct|C\i:j ; Θ) 975

×
i+np−1∏
t=j+1

PMLM ([PAD]t|C\i:j ; Θ) (4) 976

Ci:j denotes the full content plan without padding 977

and where C\i:j denotes the content plan with to- 978

kens ci...cj masked out. PMLM (ct|C\i:j ; Θ) is the 979

probability of the random variable corresponding to 980

the t-th token in C\i:j taking the value ct or [PAD]. 981

Finally, Θ corresponds to either Θsource or Θtarget, 982

depending on the data the model is trained on. In 983

practice, a single unified model is trained by using 984

a special indicator token [SOURCE] or [TARGET] 985

in the input. 986

Inference: For inference, the editor model needs 987

to find a text span where the source and the target 988

models disagree the most and then replace this with 989

the maximum likelihood replacement suggested 990

by the target model Ĉi:j
target

. Since the content 991

plans are relatively shorter than entire utterances 992

and bounded, we simply try out all the possible 993

masking positions i : j in order to maximize the 994

score S(i, j): 995

S(i, j) = TS(i, j) + SS(i, j), (5) 996
997
998

TS(i, j) = L(Ĉi:j
target|C\i:j ; Θtarget) 999

− L(Ci:j |C\i:j ; Θtarget) (6) 1000

1001
1002

SS(i, j) = −max[0, L(Ĉi:j
target|C\i:j ; Θsource) 1003

− L(Ci:j |C\i:j ; Θsource)] (7) 1004

TS(i, j) is the score computed with respect to 1005

the target model. Intuitively, a position is preferable 1006

if a) a good replacement is available, and b) the 1007

existing tokens in this position are less likely under 1008

the target model. 1009
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Conv. History Evidence Gold Response Structural Plan Keyword Plan

Wiz:"i think science fic-
tion is an amazing genre
for anything. future sci-
ence, technology, time
travel, ftl travel, they’re
all such interesting con-
cepts."
App: "i’m a huge fan of
science fiction myself! "

science fiction films
have often been
used to focus on
political or social is-
sues, and to explore
philosophical issues
like the human
condition.

awesome! i really
love how sci-fi story-
tellers focus on polit-
ical / social / philo-
sophical issues that
would still be around
even in the future.
makes them relatable.

[dact:inform]
[emo:neutral]
[objective]
[spec:high] [noentail]
[evidsim:low]
[prevappsim:med]
[prevwizsim:med]

storytellers
issues future

App: "denmark seems
like a really cool place
to visit"
Wiz: "it probably is!
it’s actually a kingdom,
and is nordic. it is a
sovereign nation."
App: "all of the nordic
places in the nether-
lands seem really awe-
some and beautiful."

the southernmost of
the scandinavian na-
tions, it is south-
west of sweden and
south of norway,
and bordered to the
south by germany.

denmark is on the
edge of sweden and
norway and germany.

[dact:inform]
[emo:neutral]
[objective] [spec:med]
[entail] [evidsim:high]
[prevappsim:high]
[prevwizsim:high]

denmark edge
sweden norway
germany

App: "do you like
cheeseburgers? they
seem to be as popu-
lar now than they ever
were."

traditionally, the
slice of cheese
is placed on top
of the meat patty,
but the burger can
include many vari-
ations in structure,
ingredients, and
composition.

i love a huge dressed
cheeseburger. tradi-
tionally the cheese is
put on top of the patty
but there are many
variations.

[dact:inform]
[emo:happy] [personal]
[spec:med] [noentail]
[evidsim:high]
[prevappsim:low]
[prevwizsim:low]

dressed cheese-
burger cheese
top patty
variations

Wiz: "i’ve lined in new
york city all my life. it’s
the best city on earth."
App: "how many peo-
ple live in new york? "

with an estimated
2016 population
of 8,537,673 dis-
tributed over a land
area of about , new
york city is also
the most densely
populated major
city in the united
states.

a few... 8,537,673
to be exact but some
day’s it feels like
more. have you ever
came to the city?

[dact:question]
[emo:neutral]
[objective]
[spec:low] [noentail]
[evidsim:low]
[prevappsim:low]
[prevwizsim:med]

day city

Table 4: Training Data Examples: examples from the Wizard of Wikipedia training set with the heuristically
constructed structural and keyword plan
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The term SS(i, j) evaluates Ĉi:j
target

and Ci:j1010

under the source model, to ensure that the edit is1011

improving only in a way that improves in a way that1012

affects the differences between target and source1013

domain. Without this term, it is possible that the1014

target model would want to make other changes to1015

the content plan, such as replacing rare tokens with1016

more common ones, which may not necessarily be1017

related to the differences between the source and1018

target domains.1019

D Plan Editing Examples1020

In Table 5, we show the inputs and outputs of the1021

plan editing module for one example over multiple1022

metric-aware editing steps. Many of the updates to1023

the structural attributes reflect that the model learns1024

to increase attribution scores by gradually shifting1025

the plan towards the third person, setting the entail1026

variable to true, and increasing the lexical precision1027

with the evidence.1028

The output of the generation model using the1029

original plan was “i’m not sure, but i do know1030

that iguanas can range in length, including their1031

tail.” After using metric-aware editing, the output1032

of the generation model is “yes, they can range1033

in length, including their tail.” We note that the1034

output of the model using metric-aware editing is1035

shorter and sticks more closely to words from the1036

evidence, which likely means that it scores higher1037

on our automatic metrics. However, qualitatively,1038

the output from using the metric-agnostic plan is a1039

more apt response.1040

E Experimental Training Details1041

E.1 Noisy Plans1042

Our initial experiments showed that the PLEDGE1043

model learns to over-rely on some of the gener-1044

ated plan attributes, ignoring the provided dialogue1045

history and evidence. This especially hurts the re-1046

sponse quality in cases when the generated content1047

plans are insufficient or contain noise. To mitigate1048

the common errors caused by the model, we intro-1049

duce two types of noise to the ground-truth plans1050

during training time as extra regularization. First,1051

we drop out attributes from the planning sequence1052

with a probability of pdrop. Second, we randomly1053

shuffle the entire sequence with a probability of1054

pshuf .1055

F MASKER Post-processing 1056

We observed some tokenization and repetition er- 1057

rors in the content plans generated by EQ, poten- 1058

tially due to MASKER being a non-autoregressive 1059

approach. For our case, we resort to two post- 1060

processing steps to handle these errors. For tok- 1061

enization errors, we simply remove the words that 1062

are not found in the training data along with the 1063

provided conversation history and evidence, which 1064

essentially covers all ill-formed words. For rep- 1065

etition, we simply remove the redundant words 1066

introduced after the editing stage. 1067

G Examples of Generated Responses 1068

We provide qualitative examples of dialogue model 1069

output in Table 6. One observation is that different 1070

models’ responses are generally similar, aside from 1071

a few specific phrasing details. The differences 1072

between outputs are often not a huge edit distance 1073

from each other, and this may affect the human 1074

scores, which do not differ by a significantly large 1075

margin. One explanation could be that the Wiz- 1076

ard of Wikipedia dataset features relatively short 1077

outputs (∼1-2 sentences) and grounding evidence 1078

(∼1 sentence), so models trained on this data may 1079

generate relatively similar outputs with small vari- 1080

ations. Future work developing evaluations with 1081

finer granularity may help highlight the more nu- 1082

anced differences in phrasing. 1083

H Human Evaluation Annotation 1084

Format 1085

The main focus of our evaluation was specificity 1086

and attribution, though we included sensibleness 1087

and interestingness as complementary measures. 1088

We ask humans to rate each example for four 1089

qualities (sensibleness, specificity, interestingness, 1090

and attribution) using definitions from Lamda 1091

(Thoppilan et al., 2022) and by Rashkin et al. 1092

(2023). However, there were a few points where 1093

we had to clarify or expand upon how we defined 1094

attribution and specificity. 1095

For specificity, we were careful to instruct anno- 1096

tators that responses need to be more than just topi- 1097

cally specific to the conversation but also needed 1098

to capture discourse and relevance with the pre- 1099

vious conversation utterances This means that the 1100

response needs to be consistent with the established 1101

conversation and follow a coherent flow from the 1102

previous utterance. While this is implied in the 1103

original definition of specificity used by Lamda 1104
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evidence conv history edit timestep plan

iguanas can
range from
in length,
including
their tail.

i love iguanas, i
have a few as pets.
do you like lizards
at all?
yes, i like them.
they are
interesting.and
prehistoric looking.
i like turtles too.
i agree, they
definitely have a
prehistoric look to
them. there are also
over 6000 species
spread across the
world.
do they have teeth
and does their bite
hurt if they bite
you?

0 [dact:inform] [emo:neutral]
[personal] [spec:low] [nonen-
tail] [evidsim:low] [prevap-
psim:med] [prevwiz:high]
[special-delimiter-3] tail iguanas

1 [dact:inform] [emo:neutral]
[personal] [spec:low] [nonen-
tail] [evidsim:med] [prevap-
psim:med] [prevwiz:high]
[special-delimiter-3] tail iguanas

2 [dact:inform] [emo:neutral]
[personal] [spec:low] [nonen-
tail] [evidsim:med] [prevap-
psim:med] [prevwiz:high]
[special-delimiter-3] length tail
iguanas

3 [dact:inform] [emo:neutral]
[objective] [spec:low] [entail]
[evidsim:high] [prevapp-
sim:med] [prevwiz:high]
[special-delimiter-3] length tail
iguanas

...

9 [dact:inform] [emo:neutral]
[objective] [spec:low] [entail]
[evidsim:high] [prevapp-
sim:med] [prevwiz:high]
[special-delimiter-3] length tail

Table 5: Example of plan edit over 9 edit time steps from the Wizard of Wikipedia test set. Blue are parts of the
plan that were updated from the previous edit, cyan are parts that were added from the previous edit, and red are
parts that get later deleted in the next edit.
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conv history evidence model response
[Wizard] orphans often
receive care from a
non-relative. were you
close with your
parents?
...
[Wizard] she seems like
a good parent - the
intricacies of raising a
person is a very fine art.
[Apprentice] parenting
is the hardest job in the
world and you don’t get
paid or rewarded
enough for it

parenting refers
to the
intricacies of
raising a child
aside from the
biological
relationship.

dodeca that’s true. it’s not easy to raise a child aside
from the biological relationship.

t5 i agree. it’s a tough job, but it’s worth it. par-
enting refers to the intricacies of raising a child
aside from the biological relationship.

ctrl yes, there are so many intricacies of raising a
child aside from the biological relationship.

PLEDGE-KW-0edits i agree, it’s the intricacies of raising a child aside
from the biological relationship.

PLEDGE-Full-0edits i agree. it’s a very hard job, but i think it’s worth
it.

PLEDGE-KW-9edits yes, it’s the intricacies of raising a person aside
from the biological relationship.

[Wizard] i love classical
music! it’s so relaxing.
it’s rooted in the
traditions of western
culture. [Apprentice]
where did classical
music originate?

the major time
divisions of
western art
music are as
follows:
european art
music is largely
distinguished
from many
other
non-european
classical and
some popular
musical forms
by its system of
staff notation,
in use since
about the 11th
century.

dodeca the major time divisions of western art music
are as follows: european art music is largely
distinguished from many other non-european
classical and some popular musical forms by its
system of staff notation, in use since about the
11th century.

t5 the major time divisions of western art music
are as follows: european art music is largely
distinguished from many other non-european
classical and some popular musical forms by its
system of staff notation, in use since about the
11th century.

ctrl european art music dates back to about the 11th
century.

PLEDGE-KW-0edits i’m not sure, but european art music has been
around since the 11th century.

PLEDGE-Full-0edits european art music has been around since the
11th century.

PLEDGE-KW-9edits the major time divisions of western art music
are as follows: european art music is largely
distinguished from many other non-european
classical and some popular musical forms by its
system of staff notation, in use since about the
11th century.

Table 6: Model Output Examples on the Wizard of Wikipedia test set

(which was that this response is specific to this con-1105

versational context), we made this a more explicit1106

requirement.1107

For attribution, we asked annotators to only rate1108

the attribution for the portions of the output that1109

were pertaining to the external world. This is a1110

looser requirement than the original attribution pa-1111

per, which evaluated all parts of the response for1112

attribution. This relaxation makes allowances for1113

generic or persona comments made by the model,1114

like “I don’t know” and “I want to see that movie”,1115

that are not meant to impart external information.1116

We also added a rating option for annotators to1117

declare that an example didn’t have any external1118

information that required attribution.1119

H.1 Evaluation Questions1120

This is the exact phrasing for the human evaluation1121

questions. See Section H.2 for exact definitions of1122

evaluation dimensions provided to annotators. 1123

1. Evaluate Sensibleness of the Final System 1124

Response. (on scale of 5) 1125

Does the response make sense in the context of the 1126

conversation 1127

- Yes, it makes sense. All of the information is clear 1128

and understandable. 1129

- Mostly makes sense 1130

- Somewhat 1131

- Mostly doesn’t make sense 1132

- No, the response does not make sense. The re- 1133

sponse is unclear and/or difficult to understand. 1134

2. Evaluate Specificity of the Final System 1135

Response. (on scale of 5) 1136

Is the response specific to the previous conversa- 1137

tion? 1138

- Yes, it is specific. The system response addresses 1139

the user and is appropriate to the context. 1140

- Mostly specific and relevant 1141
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- Somewhat1142

- Mostly not specific1143

- No, the response is not specific. The response1144

ignores the user, is redundant, generic and/or1145

vague.1146

1147

3. Evaluate Interestingness of the Final Sys-1148

tem Response. (on scale of 5)1149

Is the response interesting?1150

- Yes, it is interesting. The system response will1151

catch the user’s attention or arouse their interest.1152

- Mostly interesting1153

- Somewhat1154

- Mostly not interesting1155

- No, the response is not interesting. The response1156

is dry, monotonous, or disengages the user.1157

4. Evaluate Attribution of the Final System1158

Response. (multiple-choice) Note: only evaluate at-1159

tribution for the parts of the system response that are sharing1160

objective information about the world. You do not need to1161

check attribution for stated opinions or subjective information1162

Is all of the objective information provided by the1163

system response fully attributable to the source doc-1164

ument?1165

- Yes, fully attributable. All the factual information1166

in the system response is supported by the docu-1167

ment.1168

- No, not fully attributable. It includes objective-1169

seeming information that isn’t fully supported by1170

the document.1171

- Not applicable. This response doesn’t share any1172

objective information1173

H.2 Definitions provided to annotators for1174

human evaluation1175

• Specificity: Ask yourself whether the system1176

seems to be taking the previous conversation1177

into account or if it seems to be ignoring the1178

previous conversation by simply writing some-1179

thing vague or off-topic. A response is "spe-1180

cific" if it stays on-topic, is attentive to what1181

the user has said, and avoids being vague or1182

generic. The response is “not specific” if it is:1183

vague, generic, or repeats information from a1184

prior turn. It also should be marked as “not1185

specific” if it seems to be ignoring the user1186

(abruptly changing topic; ignoring their ques-1187

tion; etc.)1188

• Attribution: Is all of the information in this1189

response fully attributable to the information1190

in the document? Ask yourself: “According1191

to this document, is this response true?” A 1192

response is fully attributable to the document 1193

if ALL of the information contained in the re- 1194

sponse can be directly supported by the docu- 1195

ment. The response does not need to be stated 1196

verbatim in the document as long as all of 1197

the pertinent information is supported in the 1198

document. If any part of the response is not 1199

attributable to information provided by the 1200

document, then select “not fully attributable”. 1201

Note: if a response contains information that 1202

is factually correct but not supported by the 1203

document, you should still mark “not fully 1204

attributable”. 1205

• Sensibleness: Is the response completely rea- 1206

sonable and understandable? It’s fine if it isn’t 1207

perfectly grammatically correct as long as it 1208

would be easily understood by a human user. 1209

The response “makes sense” if it is cohesive 1210

and understandable. If anything seems off – 1211

not fluent, confusing, illogical, unclear pro- 1212

nouns, etc. – then rate it as Does not make 1213

sense. 1214

• Interestingness: A response is "interesting" if 1215

it is likely to “catch someone’s attention” or 1216

“arouse their curiosity”. The response is “not 1217

interesting” if it is dull, unengaging, restating 1218

obvious information. 1219

I Other Metrics: Sensibility and 1220

Interestingness 1221

Model Sensible Interesting

Dodeca 0.846±.013 0.738±.015
T5 0.842±.013 0.697±.016
ControlCodes 0.844±.012 0.717±.016
PLEDGE-KW 0.853±.012 0.706±.016

Table 7: Human judgements on the seen portions of
the Wizard of Wikipedia test set.

There are also many other dimensions of re- 1222

sponse quality which may be complementary to 1223

the specificity and attribution. In our human evalu- 1224

ations of the proposed dialogue systems, we also 1225

include measurements for sensibility and interest- 1226

ingness (also proposed by Thoppilan et al. (2022)) 1227

though we do not focus on them as the main trade- 1228

offs discussed in this paper. Some prior work has 1229

already made efforts in this space; for example, 1230
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Aksitov et al. (2023) has quantified the trade-off be-1231

tween attribution and fluency, which they equated1232

to sensibleness.1233

In our human evaluations, we also asked humans1234

to evaluate sensibleness and interestingness, as a1235

way of further exploring the ongoing challenges in1236

dialogue evaluation. Specifically, we ask annota-1237

tors to rate the sensibility of the response (Is the1238

semantic meaning of the response understandable?)1239

and the interestingness (Is this response likely to be1240

engaging or appeal to the conversation partner?) on1241

a scale of 5. As we see in Table 7, these scores fol-1242

low slightly different trends from the other metrics.1243

Sensibleness generally was scored very highly on1244

all model types, as would be expected using most1245

commonly used language models. The interesting-1246

ness scores of all models were generally lower than1247

their other subscores.1248
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