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ABSTRACT

Neural scaling laws are observed in a range of domains, to date with no clear un-
derstanding of why they occur. Recent theories suggest that loss power laws arise
from Zipf’s law, a power law observed in domains like natural language. One the-
ory suggests that language scaling laws emerge when Zipf-distributed task quanta
are learned in descending order of frequency. In this paper we examine power-
law scaling in AlphaZero, a reinforcement learning algorithm, using a theory of
language-model scaling. We find that game states in training and inference data
scale with Zipf’s law, which is known to arise from the tree structure of the envi-
ronment, and examine the correlation between scaling-law and Zipf’s-law expo-
nents. In agreement with quanta scaling theory, we find that agents optimize state
loss in descending order of frequency, even though this order scales inversely with
modelling complexity. We also find that inverse scaling, the failure of models to
improve with size, is correlated with unusual Zipf curves where end-game states
are among the most frequent states. We show evidence that larger models shift
their focus to these less-important states, sacrificing their understanding of impor-
tant early-game states.

1 INTRODUCTION

Neural scaling laws, describing the scaling of model performance with training resources, have been
documented across many architectures and use cases (Kaplan et al., 2020; Hoffmann et al., 2022;
Henighan et al., 2020; Zhai et al., 2022; Neumann & Gros, 2022). The performance of these models,
typically measured by test loss, follows a power law in either compute, model size or training data.
The robustness of these power laws and their usefulness in training large models, especially large
language models (LLMs) (Wei et al., 2022), prompted a range of attempts to find a model explaining
the mechanism behind neural power-law scaling (Sharma & Kaplan, 2020; Bahri et al., 2021; Hutter,
2021; Song et al., 2024). Several models connect performance power laws to Zipf’s law, a universal
power law appearing in natural language (Michaud et al., 2023; Hutter, 2021; Bordelon et al., 2020;
Cui et al., 2021; Maloney et al., 2022; Cabannes et al., 2023).

Scaling laws in reinforcement learning (RL) are so far relatively rare compared to supervised learn-
ing (Hilton et al., 2023; Tuyls et al., 2023; Springenberg et al., 2024). AlphaZero, a multi-agent
RL algorithm that beat human champions in games like chess and Go (Silver et al., 2017a), exhibits
power laws of Elo score with training resources, as well as a power law relation between compute
and optimal model size (Neumann & Gros, 2022; Jones, 2021; Neumann & Gros, 2021).

In this paper, we explore the mechanism behind RL scaling laws, often comparing it to the quanti-
zation model of LLM scaling (Michaud et al., 2023). Our main findings are:

1. AlphaZero agents that exhibit scaling laws (Neumann & Gros, 2022) produce train and test
data that follows Zipf’s law, suggesting learned tasks scale in a similar way. We show how
agent strategies smooth and augment the Zipf power law that is known to originate from
the tree-structure of board games.

2. The correlation between the Zipf curve and scaling exponents can be calculated by modu-
lating policy temperature.

3. In agreement with quanta scaling theory, agents minimize loss on game states in descending
order of frequency, counter-intuitively achieving better performance on harder tasks.
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4. Inverse scaling, the abrupt failure of scaling laws at large sizes, coincides with an unusual
state-frequency distribution. Large models scale negatively on games with an unusual tree
structure that increases the frequency of strategically-unimportant late-game states. Larger
agents achieve better loss on these late-game states, sacrificing performance on more im-
portant early-game states. A combination of the quantization model and selective non-
stationarity of targets is suggested to explain inverse scaling in AlphaZero.

All code and data required to reproduce our results is publicly available1.

2 BACKGROUND

Figure 1: Zipf’s law in AlphaZero games.
Board-state frequency follows a power law in state
rank, here for Connect Four and Pentago. Simi-
lar exponents α appear for agents of various sizes
trained on different games, see appendix B.1.

A short description of the AlphaZero algorithm
is given in appendix A.

Zipf’s law Zipf’s law is an empirical law de-
scribing the distribution of values when sorted
in decreasing order, typically with respect to
frequency (Zipf, 2013). When sorting elements
in decreasing order of frequency, e.g. words
in natural language texts, one regularly finds
that the frequency distribution S(n) follows a
power law in element rank n:

S(n) ∝ 1

nα
, (1)

often with α ≈ 1 for natural language
datasets (Moreno-Sánchez et al., 2016; Pianta-
dosi, 2014).

Quantization model of LLM scaling Michaud et al. (2023) propose the quantization model to
explain the origin of power-law scaling in LLMs, connecting neural-network training to language
Zipf’s laws. This model assumes that LLMs learn discreet task quanta, and that the frequency of
these tasks follows Zipf’s law. The quantization model suggests that language models learn tasks
in descending order of frequency, which leads to power-law scaling laws. If the loss on each task
is reduced by a fixed amount ∆L after it is learned, then a model that learned the first n tasks will
have an expected loss of

L =
∆L

αζ(α+ 1)
· n1−α + L∞ =⇒ (L− L∞) ∝ n1−α . (2)

Where ζ is the Riemann zeta function. It is assumed that a fixed neural capacity c is needed to
fit each of the independent task quanta. At the limit of infinite compute and data, the number of
learned task quanta n = c ·N is determined by the number of parameters N . Eq. 2 then becomes a
power-law scaling law:

(L(N)− L∞) ∝ 1

Nα−1
, (3)

and the Zipf exponent α determines the size-scaling exponent αN = α−1. Similar reasoning relates
compute- and data-scaling laws to Zipf’s law.

Other supervised learning scaling models A large body of work exists on models of neural
scaling laws on static datasets, several of which making the connection between Zipf’s law and
scaling laws. Hutter (2021) show how a data scaling law emerges when training on Zipf-distributed
data under the assumption of infinite memory. Bordelon et al. (2020) develop a model of data
scaling laws for kernels, which applies to neural nets at the infinite width limit. Other works ex-
pand this line of work on kernel models, including results on real datasets (Cui et al., 2021; 2023).

1Code and data available at github.com/AlphaZeroZipf/AlphaZero-Zipf-s-Law (anonymized repo).
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Maloney et al. (2022) develop a model that explains joint scaling of model size and dataset size.
Cabannes et al. (2023) assume Zipf-distributed data and develop a model for scaling of attention
models. Dohmatob et al. (2024) explore model collapse through the effect of synthetic data on
heavy-tailed data distributions.

We frequently compare our results to Michaud et al. (2023) throughout this paper, since their model
develops the full set of scaling laws for neural nets (compute, parameters, data) by assuming a
Zipf’s law of the data. Our comparisons also hold for the above-mentioned works, depending on the
assumptions they make. To our knowledge, no complete model exists that explains scaling laws in
any RL setting.

3 RELATED WORK

Finding Zipf’s law in board games To our knowledge, no study has been made on Zipf’s law
in AI games. Blasius & Tönjes (2009) and Georgeot & Giraud (2012) show that the popularity of
openings in human game datasets follows Zipf’s law in chess and Go, respectively. Blasius & Tönjes
(2009) are the first to propose a connection to the branching-tree structure of chess, without proof.
We provide evidence supporting such a connection in section 5.1.

Analyzing concept learning in AlphaZero In sections 6 and 7 we present results on the scaling
of AlphaZero loss on individual states. A similar analysis is done by McGrath et al. (2022) and
Lovering et al. (2022), who both analyze how human concepts are learned by AlphaZero by measur-
ing accuracy. McGrath et al. (2022) map how human chess concepts are learned, both as a function
of training length and neural network depth. They measure the accuracy of a few hand-crafted
concepts, compared to our analysis that measures loss on up to 105 states. Similar to our inverse-
scaling results in section 7, Lovering et al. (2022) observe differences between how short-term and
long-term concepts are learned in the game of Hex.

Effects of state frequency on training Our work discusses the effects of state frequency in the
training data on AlphaZero performance. Another observation on this relation of data frequency
with performance is found in Ruoss et al. (2024), where Transformers are trained with supervised
learning on annotated human chess games. The authors perform an ablation study where they change
the frequencies of board states in the dataset, either sampling states uniformly or sampling them
according to the frequency they were played by humans, which should follow Zipf’s law. Testing
on chess puzzle accuracy, changing the state frequency seems to have a strong effect on model
performance, in favor of uniform sampling.

4 METHODS

We use AlphaZero agents trained on four board games: Connect Four, Pentago, Oware and Check-
ers. All agents are either trained by us or were trained by Neumann & Gros (2022), using their code
based on OpenSpiel (Lanctot et al., 2019). We follow their hyperparameter suggestions by training
MLP agents with 3 hidden layers at exponentially-increasing widths, with a fixed amount of MCTS
steps per move (300). We use open-sourced models for Connect Four and Pentago, and train our
own models on Oware and Checkers. All of these models exhibit power-law scaling laws, either par-
tially or fully: Connect Four and Pentago scaling laws are discussed at length by Neumann & Gros
(2022), while we present new size-scaling curves for Oware and Checkers in Fig. 5A. The power
laws are in the Bradley-Terry playing strength γ, which determines the Elo score: Elo ∝ log10(γ)
(Bradley & Terry, 1952; Elo, 1978). γ scales as a power of neural-net parameters and training
compute (Neumann & Gros, 2022):

γ ∝ NαN , γ ∝ CαC . (4)

Most results in this paper involve the frequency of states s ∈ S in a Markov decision process
M = ⟨S,A,P,R⟩ (Puterman, 2014). In practice, we identify each state by its observation tensor,
which is the input to the neural net. In all four games, this observation is the position of each piece
on the board, and does not include the history of previous moves (unlike the chess analysis of Blasius
& Tönjes (2009)).
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Figure 2: Zipf power laws emerging from the tree structure of board games. A: In a toy-
model game where board states branch out symmetrically, state frequency is organized as a series
of plateaus centered around a linear line. B: Adding game rules, but still playing random moves,
the plateaus are smoothed out, producing a power law with a slightly different exponent. This is in
particular evident for Connect Four, which has a much lower branching factor than Pentago. The
tail plateaus are caused by the finite amount of data.

5 UNCOVERING ZIPF’S LAW IN ALPHAZERO

5.1 ZIPF’S LAW IN GAMES WITH SCALING LAWS

AlphaZero board state distribution We find a Zipf distribution in games played by AlphaZero
agents that exhibit scaling laws. Fig. 1 shows the frequency distribution of board states played
by Connect Four and Pentago AlphaZero agents of varying sizes during training. The number of
times each state was visited follows a clear Zipf power law when sorted in descending order. The
exact value of the exponent defined in Eq. 1 fluctuates in the range α ∼ 0.8−1.0 for different
models and games, close to the value observed in human Go games (Georgeot & Giraud, 2012) and
to the exponent of random games, discussed in the next section. Appendix B.1 contains plots of
individual-agent Zipf curves, and discusses the variation of the power-law exponent α. The plateaus
at the tail-end of each distribution are due to finite-size effects, and smooth-out when more state-
frequency data is available.

This result strengthens the assumption that Zipf’s law is not caused by human decision-making,
but is rather derived from the game rules. The existence of Zipf’s law in human games has long
since been established, but its cause is not entirely clear. The frequency of popular opening moves
in games like Chess and Go follows a descending power law in rank, both for expert and amateur
human players (Blasius & Tönjes, 2009; Georgeot & Giraud, 2012). The fact that an RL model
trained with no human knowledge produces Zipf’s law similar to humans implies that Zipf’s law is
not caused by human strategy preference.

Visualizing the origin of Zipf’s law We give some intuition to the source of Zipf’s law in Fig. 2.
The relation of Zipf’s law to the underlying branching process of board games was already pointed
out by Blasius & Tönjes (2009). It is easy to show that an ideal game, with a constant branching
factor and a tree structure free of loops, would produce a Zipf’s law distribution. Specifically, one
can show that the frequency distribution in such a game is a series of plateaus around the line
S(n) ∝ n. The same reasoning explains the appearance of Zipf’s law in randomly-generated texts
(Li, 1992). In Fig. 2A, we visualize this ideal-game Zipf’s law by plotting the state-frequency
distribution for a non-looping, constant branching game with fixed length. Increasing the branching
factor widens the plateaus, spreading them out. We use the initial branching factor of Connect Four.

In Fig. 2B we show that adding game rules molds the plateaus into a smoother curve. Using a uni-
formly random policy to play Connect Four and Pentago smooths the power-law-centered plateaus,
somewhat merging them into a straight line. The toy-model exponent changes slightly after adding
game rules, but the general power-law trend remains intact.

Appendix B.2 contains additional results on the emergence of Zipf’s law, and shows that non-
uniform policies can also smooth the distribution into a power law. As we see in Fig. 1, a learned
policy smooths the distribution further, keeping the power-law shape while slightly changing the
exponent.
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Figure 3: Measuring correlation between Zipf’s law and scaling exponents. By changing the
move-selection temperature at inference time, both the state-distribution Zipf’s law and the size-
scaling law are augmented, plotted here for Connect Four. A: As T → 0, the Zipf curve starts to
bend, following a steeper power law at high-ranks. B: T also changes the Connect Four size scaling
law2, either directly by lowering policy quality at high T , or indirectly by changing the game state
distribution. C: By modulating T at low values, we plot the dependence of the scaling power law on
Zipf’s law, using the tail exponent.

5.2 TEMPERATURE AND CORRELATION WITH SCALING LAWS

Although measuring the correlation between Zipf’s law and scaling laws is not straightforward, we
present how this can be done using temperature. Natural language Zipf exponents are impossible
to change in real-world data. In contrast, RL Zipf laws can be augmented by changing the policy
temperature T . AlphaZero uses Monte-Carlo tree search (MCTS) to generate a policy π:

π(s0, a) =
N(s0, a)

1/T∑
b N(s0, b)1/T

(5)

where N(s, a) is the number of times the state-action pair (s, a) was probed, see appendix D for a
detailed explanation. The temperature T interpolates between a deterministic policy choosing the
best move at T = 0, and a uniform policy at T = ∞. At inference time, e.g. when calculating Elo
ratings, T is either set to zero or reduced to a low value, the latter to avoid deterministic policies.

Temperature has a strong influence on the state-frequency curve, as we show for Connect Four games
in Fig. 3A. As T approaches zero, the Zipf curve starts to bend due to the formation of plateaus of
popular games that are played repeatedly when temperature is low. Deviations from these games
make up the post-bend tail. The Zipf exponent of the tail is not well-defined for T → 0 for a finite
number of agents and finite numbers of games played. The bending of the frequency curve with
decreasing T is somewhat intuitive, considering how temperature affects games. At low T , fewer
unique states are played, meaning the curve must end at a lower rank. This pushes up the rest of the
frequencies, since the total number of states played remains constant.

Exponent correlation In Fig. 3C we tune the inference temperature T to analyze the correlation
between the size scaling law (Fig. 3B) and the Zipf exponent (Fig. 3A). The two exponents change
together, indicating that the inference-time state distribution does affect the scaling law, as predicted
by the quantization model. Unlike the linear correlation predicted by the quantization model for
LLMs, we observe a non-linear relation. The non-linearity is expected when one considers the
T → 0 limit, in which RL scaling laws converge to a finite exponent while the Zipf tail exponent
diverges to infinity.

Additional experiments confirm that the relation between the state distribution and the scaling law is
causal, meaning the scaling law changes only because of the changing Zipf distribution. A possible
non-causal effect can be Elo scores changing due to the degradation of the policy π at high T . We
measure the effect of T on policy quality in appendix C and find that the probability policy π(T )
assigns to optimal moves only starts decreasing at T > 0.5. The correlation in Fig. 3C is strictly
causal, since it falls in the temperature range where policy quality is preserved. Interestingly, the
Zipf exponent only changes in the temperature where policy quality is optimal, and is fixed for
T > 0.5.

2Where we plot Elo scores (Figs. 3,5), we set the Elo of the lowest agent to 100. Each curve in Fig. 3B is to
scale, but the positions of the curves are not to scale.
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Figure 4: Connect Four value-loss3scaling with rank. A: Average loss on each agent’s own
training data. Loss steadily increases with rank. Larger agents achieve better loss. B: Loss on a
dataset annotated by a game solver. Larger models are closer to the ground truth values of optimal
play. The overall trend of loss increasing with rank is not trivial, considering that the complexity of
states decreases with rank. C: The time needed to evaluate states using alpha-beta pruning (Pons,
2015) drops exponentially with rank (mean and standard deviation are geometric).

Limitations Augmenting policy temperature is not a perfect comparison method, since it is not
clear how much influence low-rank plateaus have on agent performance. This is especially true
at the lowest temperatures (T < 5 · 10−2), where the plateaus are most dominant, accounting for
75 − 90% of all states visited. In this temperature range, it is hard to tell how influential is the tail
distribution compared to the plateaus.

6 ANALYZING HOW LOSS SCALES WITH ZIPF’S LAW

In agreement with the quantization model (Michaud et al., 2023), we find that AlphaZero models
reduce their loss on game states in descending order of frequency. In Fig. 4 we plot the value-head
loss on Connect Four training data in the limit of abundant compute, tracking the loss of each agent
on its self-play games.

Comparison to LLMs The quantization hypothesis assumes LLMs learn tasks in a binary way,
sharply reducing the loss on each task in descending order of frequency. As a function of neural
net size N , this assumed loss function is a step function that changes from low to high loss at rank
n ∝ N (Michaud et al., 2023). In comparison, we find that AlphaZero loss increases smoothly with
rank rather than resembling a step function, likely because board positions are not independent task
quanta.

In Fig. 4B we plot the value loss Lvalue = (z − v)
2 on ground-truth labels z, calculated by an alpha-

beta pruning solver (Pons, 2015). We see that larger agents have significantly better ground-truth
loss over smaller agents, confirming that increasing model size improves the absolute value loss.
Ground-truth value loss is directly related to better performance, similar to test loss in LLMs that is
known to correlate with accuracy on downstream tasks (Brown et al., 2020; Srivastava et al., 2022;
Wei et al., 2022).

States are optimized in descending order of frequency & complexity It is surprising that abso-
lute value loss (Fig. 4B) tends to increase with state rank, since higher rank states are easier to model,
meaning loss increases as state complexity decreases. Low-loss states are the hardest to model using
conventional methods, as we show in Fig. 4C for alpha-beta pruning (Knuth & Moore, 1975). The
most frequent states have a larger state tree branching out from them, making it harder for search-
based algorithms like MCTS to tackle them. As a result, the CPU time required to calculate the
ground truth value of a state decreases steadily with rank on an exponential scale.

3Note that AlphaZero’s value head is not equivalent to the value net of actor-critic methods, see appendix D.
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Figure 5: Inverse scaling in AlphaZero. A: Agents playing Checkers and Oware follow a size
scaling law that abruptly changes direction, when large models fail to utilize their capacity. The
scaling curve does not flip due to approaching the perfect-play ceiling: training a suite of Oware
agents with different hyperparameters (light green), they extend to higher Elo scores. Error bars
are one standard deviation. B: Oware games played by AlphaZero follow Zipf’s law, interrupted
by a small plateau. This is caused by high-frequency late-game states, present due to the unusual
tree-structure of Oware. Compare Fig. 6. C: Checkers shares the same tree structure, but the effect
on the Zipf curve is less visible.

Figure 6: Turn distribution anomaly coincides with inverse scaling. A: When the game tree
spreads exponentially, as for Connect Four and Pentago, turn number correlates with state frequency.
However, in games with inverse scaling (Oware and Checkers) the game tree converges to a com-
paratively small set of endings, resulting in high-frequency late-game states. B: The fraction of
late-game states (above dashed line) rises either sharply or gradually with rank.

7 CONNECTING INVERSE SCALING TO THE GAME STRUCTURE

Inverse scaling, i.e. performance scaling negatively with training resources, is known to occur in
LLM training (McKenzie et al., 2023). RL models can similarly fail to scale reliably, sometimes
decreasing in performance as neural-network size and compute budget are increased. We see a
clear example of inverse scaling for AlphaZero agents trained on Checkers and Oware, as shown
in Fig. 5A. These agents follow a steady scaling curve that abruptly breaks down beyond a certain
neural network size, where Elo starts to scale negatively with size.

7.1 INVERSE SCALING COINCIDES WITH A FREQUENCY-DISTRIBUTION ANOMALY

As we show in Fig. 5B, the state-frequency distribution of Oware games is visibly different from the
Zipf’s law present in other games. The Oware Zipf curve is interrupted by a bump starting after rank
100, caused by a group of states with roughly constant frequency. The Zipf power-law exponent
remains unchanged before and after this interruption. In this section, we show that the anomalous
Zipf curve is caused by a property of the Oware game tree. The same anomaly occurs in Checkers,
but is harder to detect solely by looking at frequency curves.

7
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Turn distribution anomaly The distribution of state turn numbers exposes a distinct difference
between games with clean scaling laws and games with inverse scaling. In Fig. 6 we plot the average
number of moves played in an episode before encountering each state. Connect Four and Pentago
turn numbers are strongly correlated with state rank, due to the number of possible states diverging
exponentially with time. In contrast, Oware and Checkers display forked turn distributions where a
substantial fraction of the most frequent states appear late in the game. In Oware, the sharp change
in the fraction of late states (Fig. 6B) happens at the same rank where the Zipf curve bump appears.

States above and below the dashed line in Fig. 6A are clearly distinguishable when visualized, see
examples in appendix E. Late-game states above the dashed line are positions close to the end of a
game, when the board is mostly empty, while early-game states below the line are opening moves,
i.e. small variations of the initial board state.

Anomaly is caused by game rules The prevalence of high-frequency late-game states in Oware
and Checkers data is a direct result of the game rules, which shape the game-tree structure. In both
games, pieces are successively removed from the board, ending the game when one of the players
has no pieces left (infinite-loop draws are rarer). This win condition produces game trees that expand
and then contract: starting from a predetermined position, expanding exponentially every move, but
then contracting again towards the end of the game as the number of pieces decreases and with it
the number of possible board-state permutations. The probability that a game ends in a frequently-
visited board state is high.

In contrast, Connect Four and Pentago have a different tree structure. These are line-completion
games where pieces are repeatedly added to an empty board, and the number of possible full-board
combinations is still high. Go and Chess also do not have converging game trees; a Go game
typically ends with many pieces on the board, with large combinatorial complexity. Chess is a
piece-elimination game similar to Checkers, but winning is not conditioned on capturing all the
opponent’s pieces and checkmates can occur while the board is relatively full.

7.2 RELATION TO INVERSE SCALING

The occurrence of inverse scaling at large model sizes as well as an anomaly in the train-set distribu-
tions suggests that the two phenomena might be linked. A possible connection is that an increased
neural capacity leads to higher-rank states having more influence on model training. Here we present
evidence for such a connection between state distribution and inverse scaling.

Oware loss spikes at transition point. As we show in Fig. 6, Late-game states (above the dashed
line) dominate the Oware distribution at higher ranks, in a sharp transition from 0% to > 80%
of all states. This transition is drastic enough to visibly skew the frequency distribution seen in
Fig. 5B, bending the Zipf power law. The distribution shift causes Oware value loss to spike, as we
show in Fig. 7A. The loss of all but the largest models jumps by up to an order of magnitude at the
transition point, showing that models that fit early-game states well have a hard time fitting late-game
states. This counter-intuitive behavior of getting worse loss on easier states, which we discussed in
section 6, is even more surprising here: Oware states after the transition point are predominantly
end-game configurations, and should be significantly easier to model than early-game states using
search algorithms.

The quantization model provides an explanation for the sharp rise in loss. As models fit the most
frequent states, smaller models do not have enough capacity to additionally model less frequent
states accurately. The large qualitative difference between early- and late-game states makes the
difference in loss especially pronounced. Interestingly, larger agents converge on a smooth loss
curve similar to that of Connect Four, at the cost of worse loss on early-game states.

Large models overfit on late-game states. Splitting the loss curve to early- and late-game states
paints a clearer picture. Loss on early-game positions scales smoothly for all models (Fig. 7B), with
smaller models achieving lower loss than larger models. Surprisingly, large models have better loss
on late game states (Fig. 7C) following a reversed order compared to early-game states. We note that
the data is collected from games at late stages of training, when game quality is high and relatively
constant.
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Figure 7: Increasing neural capacity leads to overfitting on end-game states in Oware. A: Value
training loss sharply increases at the point where late-game moves dominate the state distribution
(dashed line). Late-game states have much higher loss despite being much easier to model. B&C:
Looking at the loss on late- and early-game states separately, we see that larger models predict late-
game states progressively better, but predict less-frequent, early-game states progressively worse.
Increasing the capacity allows larger models to optimize intermediate-rank states, shifting their focus
to frequently appearing late-game data. Forgetting crucial early-game information could explain the
onset of inverse scaling in Oware.

Figure 8: Large models forget knowledge on early-game states. A: The loss of the largest Oware
agent improves (on average) during training. B: On early-game states, loss initially goes down, then
stops improving and eventually worsens towards the end of training. C: Loss on late-game states
steadily improves during training. The fact that large nets fit early-game states but then forget them
suggests target non-stationarity might be the cause of inverse scaling.

Inverse scaling is likely caused by large model overfitting on late-game states. Larger models fit
end-game states better, for the price of worse performance on game openings. Opening moves are
crucial for good performance, while end-game states are mostly insignificant; the branching factor
of end-game positions is small, meaning even an unguided MCTS agent could find the optimal move
through brute-force search. Sacrificing important strategic knowledge for the ability to fit numerous
trivial positions accurately directly leads to the inverse scaling of Elo seen in Fig. 5.

7.3 WHY DO LARGE MODELS OVERFIT?

The degradation of large model performance on early-game states is an example where RL scaling
diverges from LLM scaling theory. The quantization model applied to LLMs explains how larger
models could fit more tasks, without forgetting higher-frequency tasks. In RL, we see that fitting
less-frequent states coincides with lower performance on the most frequent states, when states split
into two distinct groups. The difference between LLM and RL scaling might be caused by a shift of
the target distribution during training, which is known to cause training failure, e.g. through dormant
neurons (Sokar et al., 2023).

Large models selectively forget. During training, large models seem to forget what they learn
about early-game states, but not about late-game. In Fig. 8 we plot the loss of the largest Oware
model at different stages of training. We see a clear difference between the learning dynamics of
early- and late-states: late-game loss improves gradually throughout training, while early-game loss
improves, then degrades at late training.

A possible explanation of this selective forgetting is a selective shift in the distribution of the target
labels (the value of each state). Sokar et al. (2023) have shown that changes to the target distribution

9
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in RL can harm performance by creating dormant neurons. Unlike early-game states, late-game
states have relatively fixed label distributions since the outcome is already decided by that point of
the game. A hypothetical mechanism of inverse scaling then follows: 1) Models fit states by order
of frequency, gradually expanding the fraction of late-game states in the pool of learned states. 2)
As new states are optimized, higher-frequency states learned earlier can be forgotten. 3) In Oware,
late-game states are immune to forgetting due to their strongly fixed labels. 4) Large Oware models
are trapped in local optima, fitting many end-game states well but forgetting a smaller fraction of
early-game states.

Comparison to inverse scaling in supervised learning We note a certain similarity between this
inverse scaling phenomenon and one of the causes for inverse scaling identified by McKenzie et al.
(2023), namely distractor tasks. Some LLM benchmarks require mastering a set of tasks T , but
as model scale increases, models first learn a set of easier tasks D that harm performance, leading
to inverse scaling. Another similar concept is competing tasks, which can cause inverse scaling in
a supervised learning setting (Ildiz et al., 2024). While the concept of competing/distractor tasks
bears resemblance to the Oware case, the mechanism behind these phenomena is different. These
examples of supervised learning inverse scaling are driven by the similarity of tasks, while in our
case early- and late-game states are far from similar, which is why we believe inverse scaling is
caused by indirect interaction between tasks through forgetting.

Limitations. We note two limitations of our analysis of inverse scaling. First, unlike Oware, the
influence of late game configurations is harder to visualize in Checkers. Since the transition to late-
game states is smoother in Checkers (Fig. 6B), the Zipf curve only visibly skews at very high rank
numbers (Fig. 5C). As a result, one would need exceedingly large amounts of data to accurately plot
the rank at which late-states dominate the distribution.

The second limitation is the use of game states as proxies for independent task quanta. Oware inverse
scaling cannot be solved simply by removing all late turns from the training distribution, possibly
because the group of tasks that models overfit on only partially correlates with accuracy on late-
game states. Fig. 7 misses a large chunk of information about the dataset due to the large number
of states that only appear once in training. These states, at the tail-end of the frequency curve, have
low individual frequency but are the majority of states encountered in training. In appendix F we
visualize data frequency over a different axis and show that the tail-end of the state distribution
is crucial for accurately calculating frequency scaling along other axes. A better grouping of task
quanta might allow one to know which states to exclude from training in order to prevent inverse
scaling.

8 DISCUSSION

We presented evidence connecting the quantization model of LLM neural scaling to AlphaZero
power laws. In particular, we found that AlphaZero data follows Zipf’s law and that agents optimize
states according to their frequency rank, counter-intuitively achieving worse loss on easier states.
We also shed light on the mechanism behind inverse scaling, showing that inverse scaling correlates
with an abnormal frequency distribution. This in turn can cause agents with larger capacity to focus
on end-game states, getting better loss on these states but worse loss on crucial opening moves.

While this work touches several aspects of scaling law theory, we still lack a full model of RL scaling
that can fully connect state distribution to Elo scaling laws. We provided clear evidence to the effect
of Zipf’s law on loss, but loss is only a proxy for performance and the multi-agent Elo metric is
connected to it in a non-trivial way. A significant problem with applying the quantization model to
explain scaling laws is the difficulty of identifying task quanta, both for LLMs and RL, which is
why we use game states as a proxy of tasks. Identifying the tasks or concepts that AlphaZero learns
is a challenging interpretability problem, mostly limited to human game knowledge (McGrath et al.,
2022; Schut et al., 2023).

We hope the analysis presented here will help advance the understanding of RL scaling. RL methods
are often challenging to scale, and understanding why is a prominent topic in the field today (Kumar
et al., 2020; Lyle et al., 2022; Sokar et al., 2023; Farebrother et al., 2024). Our results hint at a
possibility for improved RL algorithms using a curriculum informed by the frequency distribution,
similar to recent attempts in supervised learning (Ruoss et al., 2024).
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classification under source and capacity conditions. Machine Learning: Science and Technology,
4(3):035033, 2023.

Elvis Dohmatob, Yunzhen Feng, Pu Yang, Francois Charton, and Julia Kempe. A tale of tails: Model
collapse as a change of scaling laws. arXiv preprint arXiv:2402.07043, 2024.

Arpad E Elo. The rating of chessplayers, past and present. Arco Pub., 1978.

Jesse Farebrother, Jordi Orbay, Quan Vuong, Adrien Ali Taı̈ga, Yevgen Chebotar, Ted Xiao, Alex
Irpan, Sergey Levine, Pablo Samuel Castro, Aleksandra Faust, et al. Stop regressing: Training
value functions via classification for scalable deep rl. arXiv preprint arXiv:2403.03950, 2024.

Bertrand Georgeot and Olivier Giraud. The game of go as a complex network. Europhysics Letters,
97(6):68002, 2012.

Tuomas Haarnoja, Aurick Zhou, Kristian Hartikainen, George Tucker, Sehoon Ha, Jie Tan, Vikash
Kumar, Henry Zhu, Abhishek Gupta, Pieter Abbeel, et al. Soft actor-critic algorithms and appli-
cations. arXiv preprint arXiv:1812.05905, 2018.

Tom Henighan, Jared Kaplan, Mor Katz, Mark Chen, Christopher Hesse, Jacob Jackson, Heewoo
Jun, Tom B Brown, Prafulla Dhariwal, Scott Gray, et al. Scaling laws for autoregressive generative
modeling. arXiv preprint arXiv:2010.14701, 2020.

Jacob Hilton, Jie Tang, and John Schulman. Scaling laws for single-agent reinforcement learning.
arXiv preprint arXiv:2301.13442, 2023.

Jordan Hoffmann, Sebastian Borgeaud, Arthur Mensch, Elena Buchatskaya, Trevor Cai, Eliza
Rutherford, Diego de Las Casas, Lisa Anne Hendricks, Johannes Welbl, Aidan Clark, et al. Train-
ing compute-optimal large language models. arXiv preprint arXiv:2203.15556, 2022.

Marcus Hutter. Learning curve theory. arXiv preprint arXiv:2102.04074, 2021.

Muhammed E Ildiz, Zhe Zhao, and Samet Oymak. Understanding inverse scaling and emergence
in multitask representation learning. In International Conference on Artificial Intelligence and
Statistics, pp. 4726–4734. PMLR, 2024.

Andy L Jones. Scaling scaling laws with board games. arXiv preprint arXiv:2104.03113, 2021.

11



594
595
596
597
598
599
600
601
602
603
604
605
606
607
608
609
610
611
612
613
614
615
616
617
618
619
620
621
622
623
624
625
626
627
628
629
630
631
632
633
634
635
636
637
638
639
640
641
642
643
644
645
646
647

Under review as a conference paper at ICLR 2025

Jared Kaplan, Sam McCandlish, Tom Henighan, Tom B Brown, Benjamin Chess, Rewon Child,
Scott Gray, Alec Radford, Jeffrey Wu, and Dario Amodei. Scaling laws for neural language
models. arXiv preprint arXiv:2001.08361, 2020.

Donald E Knuth and Ronald W Moore. An analysis of alpha-beta pruning. Artificial intelligence, 6
(4):293–326, 1975.

Vijay Konda and John Tsitsiklis. Actor-critic algorithms. Advances in neural information processing
systems, 12, 1999.

Aviral Kumar, Rishabh Agarwal, Dibya Ghosh, and Sergey Levine. Implicit under-parameterization
inhibits data-efficient deep reinforcement learning. arXiv preprint arXiv:2010.14498, 2020.

Marc Lanctot, Edward Lockhart, Jean-Baptiste Lespiau, Vinicius Zambaldi, Satyaki Upadhyay,
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imitation game: Quantifying and extrapolating the capabilities of language models. arXiv preprint
arXiv:2206.04615, 2022.

Jens Tuyls, Dhruv Madeka, Kari Torkkola, Dean Foster, Karthik Narasimhan, and Sham Kakade.
Scaling laws for imitation learning in nethack. arXiv preprint arXiv:2307.09423, 2023.

Jason Wei, Yi Tay, Rishi Bommasani, Colin Raffel, Barret Zoph, Sebastian Borgeaud, Dani Yo-
gatama, Maarten Bosma, Denny Zhou, Donald Metzler, et al. Emergent abilities of large language
models. arXiv preprint arXiv:2206.07682, 2022.

Xiaohua Zhai, Alexander Kolesnikov, Neil Houlsby, and Lucas Beyer. Scaling vision transformers.
In Proceedings of the IEEE/CVF conference on computer vision and pattern recognition, pp.
12104–12113, 2022.

George Kingsley Zipf. The psycho-biology of language: An introduction to dynamic philology.
Routledge, 2013.

13



702
703
704
705
706
707
708
709
710
711
712
713
714
715
716
717
718
719
720
721
722
723
724
725
726
727
728
729
730
731
732
733
734
735
736
737
738
739
740
741
742
743
744
745
746
747
748
749
750
751
752
753
754
755

Under review as a conference paper at ICLR 2025

A BACKGROUND: ALPHAZERO

AlphaZero is an RL algorithm for learning two-player zero-sum games, learning solely from self
play (Silver et al., 2017a). The algorithm performs a Monte-Carlo tree search on the tree of future
moves, guided by a neural network. The neural net receives the current board state as input, pro-
viding an estimate of its value, v, together with a policy prior, p. The loss function is composed of
separate elements for v and p:

L = (z − v)
2 − π⊤ logp . (6)

During training, the agent visits board states s, having ground-truth labels z, for which it gener-
ates estimates v and π for the state value and target prior, respectively. The MSE value-loss term
(z − v)

2 pushes v to fit the observed game outcome z ∈ {1, 0,−1}, representing win, draw and loss
respectively. The cross-entropy policy loss −π⊤ logp pushes p to fit the actual policy π generated
by the tree search. AlphaZero is known to follow scaling laws in certain games (Neumann & Gros,
2022; Jones, 2021).

B ZIPF’S LAW VARIATION

B.1 ZIPF-EXPONENT VARIATION AMONG AGENTS

The different strategies learned by individual agents lead to small differences in their frequency-
distribution curves. Here we show examples of Zipf curves obtained from games played by indi-
vidual agents during training. Agents follow slightly different Zipf laws, but the deviation between
agents is smaller than the deviation between environments.

Total Zipf distribution In Fig. 9 we plot the state-frequency distributions of different games,
plotting the combined distribution of many agents in the left-most column. We do this by counting
the total frequency of states across games played by several different-sized agents. Each environment
has its own Zipf exponent, but all exponents lie in the range [0.75, 1.05]. For Oware, we fit the part
of the curve that comes after the bump caused by late-game states, see appendix E. Checkers also
exhibits a bump in the distribution, albeit harder to see since it starts at a much higher rank.

Single-agent Zipf distribution Another set of Zipf curves can be obtained by counting state fre-
quencies only in games played by a single agent. In each column after the left-most one, we plot the
distribution generated by an agent with a different number of neural-net parameters. The standard
deviation of the exponent among agents is low in all environments, standing at 0.01 or lower for
Connect Four, Pentago and Checkers, and at 0.02 for Oware. The uniformity of the exponent across
different agents agrees with prior observations on human games: the opening frequencies of human
Go games also follow Zipf’s law, with the same exponent fitting both amateur games and games
played at prestigious Go tournaments (Georgeot & Giraud, 2012).

B.2 ZIPF’S LAW IN NON-UNIFORMLY-RANDOM GAMES

Zipf’s law in games arises from their branching-tree structure. In section 5.1 we discuss the origin
of Zipf’s law, showing that random toy-model games create a frequency distribution of plateaus
centered on a power-law with exponent α = 1. We show that this distribution can be smoothed into
a Zipf’s law by adding complicated game rules, but keeping the games random.

Here we show another mechanism that can smooth the plateau distribution into a Zipf’s law. If the
policy generating the games is not uniformly random, it generates smooth power laws. However, if
the policy approaches a deterministic policy, the frequency plateaus reappear.

Policy bias smooths the distribution In Fig. 10 we plot the state-frequency distribution of toy-
model games under different agent policies. These games have a constant branching factor of 2,
and last a fixed number of turns. We look at games generated by random policies, that are skewed
towards preferring one action over the other at every level of the game tree.

Shifting away from the uniform policy p = (0.5, 0.5), we see that the plateaus of the uniform case
become shorter and denser, eventually becoming a smooth curve. The distribution follows the α = 1
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Figure 9: Zipf’s law curves for AlphaZero games. On the left column, we plot the frequency
distribution of states collected from different-sized agents training on each of the four board games
discussed in this paper. In each row we plot curves describing the distribution of games played by
single agents. We find small variations of the power-law exponent between agents, overall staying
close to the general exponent of each game. The averaged exponents vary in a range that is in
agreement with human-game exponents.

power law, diverging only at the very end of the distribution. The power law stretches over more
orders of magnitude as game length is increased.

Extreme bias reintroduces plateaus Surprisingly, changing the policy too far from uniform even-
tually leads to frequency plateaus again. In Fig. 10B we plot games played by a policy that is close
to being deterministic. The strong preference of one action creates plateaus of common games: the
first plateau corresponds to an entire game where the same action was played every turn, the second
plateau is made of games where the less-preferred action was played once, and so on. The plateau
distribution still follows the linear α = 1 trend, but diverges from it at a much earlier point than
more-uniform policies. One must increase game length significantly to see that this distribution
converges to a linear trend at the infinite-game-length limit.
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Figure 10: Zipf’s law in random games with a non-uniform policy. A: In a toy-model game with
a branching factor of 2, a policy that prefers one action over the other will smooth-out the plateaus
of Fig. 2A into a Zipf’s law with exponent α = 1. The power law dies out near the end of the
distribution, which depends on game length. B: If the policy heavily prefers one action over the
other, it produces a series of plateaus again. These plateaus quickly diverge from the α = 1 Zipf’s
law in short games, but converge to a Zipf’s law as game length increases.

C POLICY DEGRADATION WITH TEMPERATURE

In section 5.2 we plot the correlation between the scaling-law and Zipf’s-law exponents by modu-
lating the temperature of the action-selection policy, defined in Eq. 5. We claim that this correlation,
plotted in Fig. 3B, is caused solely by the shifting Zipf distribution that affects agent performance,
and not by temperature causing agents to play suboptimal moves.

Here we back up this claim by demonstrating that agent performance on individual states does not
change in the temperature range used to plot Fig. 3B. To estimate performance on states, we look at
the policy π(T ) produced by Monte-Carlo tree search and plot the probability it assigns to optimal
actions. For each state s, we calculate the probability the agent plays an optimal action:

p(optimal) =
∑

a∈A(s)

πa(T ) (7)

The set of optimal actions A(s) is calculated with a Connect Four solver using alpha-beta pruning.
An optimal action is defined as any action that, under optimal play, will lead to a victory, or to a
draw if a victory is not possible. States where every move leads to a loss do not have any optimal
actions, and are ignored in this analysis. The probability to ”blunder”, i.e. lose the lead in a game, is
therefore equivalent to 1− p(optimal).

Temperature does not harm performance in the examined range In Fig. 11 we plot
p(optimal) against policy temperature T for several Connect Four agent with different sizes4. For
temperatures below the vertical dashed line, marking the region where exponents were calculated
for Fig. 3B, the probability to take an optimal action is constant and does not change with T . This
confirms that the change of the scaling-law exponent in this region is only due to the effect T has on
the Zipf curve.

It is also possible to notice the effect of temperature on the scaling laws in Fig. 3B. The scaling law
exponent changes rapidly for T > 0.5, but slows down near T ≈ 0.5. It then starts to change more
rapidly only when the Zipf exponent starts to change significantly.

Zipf’s law only changes when policy quality is constant The full effect of temperature on ex-
ponent correlation is seen in Fig. 12, where we plot a zoomed-out version of Fig. 3C. The dashed
line marks the border of Fig. 3C, which is the same point where temperature stops affecting policy
quality in Fig. 11.

4Error bars are the standard error of the mean.
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Figure 11: The effect of temperature on agent performance. We plot the probability that an agent
will play an optimal move, against policy temperature T . As T is increased, the probability to take
the best action remains constant, starting to drop only above T ≈ 0.5. The region where performance
is unaffected is the same region plotted in Fig. 3B, confirming that the relation between Zipf- and
scaling-law-exponents is causal, rather than the result of degrading performance due to high T .

Figure 12: A zoomed-out version of Fig. 3C that includes higher temperatures (= smaller expo-
nents). Fig. 3C only contains data to the right of the vertical cutoff line, which marks the tempera-
ture where T stops affecting policy quality (equivalent to the line in Fig. 11). This line happens to
coincide with the point where the Zipf exponent starts changing.

Interestingly, the vertical line in Fig. 12 marking the T value where policy stops affecting policy
quality coincides with the point where the Zipf curve starts to bend, as can be seen when looking at
the change of the x-axis values. Policy quality changes significantly above T ≈ 0.5, but the Zipf
distribution changes significantly only below T ≈ 0.5.

D THE DIFFERENCE BETWEEN ALPHAZERO VALUE AND ACTOR-CRITIC
VALUE

In sections 6 and 7 we present results on AlphaZero loss scaling, focusing on the loss of the net-
work’s value head. We chose the value head since it directly dictates the agent’s policy both at
training and inference time. This appendix, aimed for readers unfamiliar with AlphaZero, clarifies
how AlphaZero’s value head differs from the value net of actor-critic methods, which has no effect
on policy at inference time.
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Actor-critic methods are a family of popular policy-gradient algorithms, such as PPO and SAC
(Konda & Tsitsiklis, 1999; Schulman et al., 2017; Haarnoja et al., 2018). These models use an
architecture where two neural network outputs are used, namely a value estimation v (or alternatively
a Q value) and a policy vector p. Actions are sampled from the policy vector, which in turn is trained
on the output of the value net v. While the loss of the value net on test data should be low for better
agents, it has no effect on the actions played at test time.

In contrast, AlphaZero’s value head is the main parameter used for choosing actions, while the policy
head plays a secondary role as a static prior for Monte-Carlo tree search (MCTS). The AlphaZero
policy π is not the output of the policy head. Rather, π is calculated using Eq. 5, repeated here for
clarity:

π(s0, a) =
N(s0, a)

1/T∑
b N(s0, b)1/T

. (8)

The visit count N(s, a) is the number of times action a was probed during MCTS, sampled in this
equation for each action at the root node, meaning at the current game state s0. The visit count
is indirectly determined by the neural net’s value and policy outputs (v,p), since these parameters
are used by MCTS to decide which future actions to probe when performing rollouts. The decision
what action to probe at each junction in the game tree is done by maximizing the following quantity
(Silver et al., 2017b):

MCTS action = argmax
a

(Q(s, a) + U(s, a)) (9)

The exploitation term Q(s, a) is the average value v(s′) of all states s′ stemming from the state-
action pair (s, a). It is approximated by averaging the value-head output over all daughter nodes
probed by MCTS so far:

Q(s, a) =

∑
daughter nodes s′

v(s′)

N(s, a)
. (10)

The exploration term U(s, a) is a variation of the PUCT algorithm (Rosin, 2011), favoring actions
with low visit counts N :

U(s, a) = cpuct · p(s, a)
√∑

b N(s, b)

1 +N(s, a)
. (11)

This term is weighted by the policy-head output p, which serves as a constant prior that favors
exploring some actions over others.

Low value head loss is a strong predictor of a good policy π, since it means the value head produces
an accurate exploitation term Q(s, a). The most frequently probed actions will be those with a high
Q(s, a) value. In contrast, the policy prior controls an exploration term that is only significant at
early stages of search, and vanishes at the limit of large search:

U(s, a) −−−−→
N→∞

0 (12)

Intuitive explanation We illustrate the difference between AlphaZero and actor-critic algorithms
with a simple example. A trained actor-critic agent will be unaffected if we replace its value net with
a random function at test time. In contrast, replacing the value head of AlphaZero with a random
function at test time will generate an almost random policy; replacing the policy head with a uniform
distribution will only somewhat degrade the policy.

E BOARD POSITION VISUALIZATION

We provide here visual examples of the two groups of high-frequency states found in Oware and
Checkers. As we show in Fig. 6, late-game states get mixed with early-game states in the set of
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Figure 13: Checkers board positions. Low-rank (= high-frequency) states are mostly opening
moves, visited shortly after the game begins. These states are mixed with high-frequency end-game
positions, where only about 2-3 pieces still remain on the board, all promoted from man to king.
The time it takes to end the game after reaching such an empty-board state is long; about half of all
games end in a draw after no capture occurred for 40 turns.

Figure 14: Oware board positions. States below rank 100 are all openings, deviating only slightly
from the initial position of 4 seeds in each pit. At rank 164, end-game states start to dominate the
distribution, making up > 80% of all states. Most seeds have been captured in these late-game
states, and the game ends shortly after they are played, when the active player has no seeds left on
their row.

high-frequency states. This happens because by late game most pieces are captured, and the number
of possible board states narrows down to a small selection.

In Figs. 13 and 14 we plot randomly-sampled game states from the state-frequency distribution,
for both Checkers and Oware games. High-frequency states split into two clusters, namely opening
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moves and end-game moves. Early-game openings, plotted in the top row of each figure, are all
small deviations from the initial board state. In the initial state of Checkers, each players’ man
pieces occupy their 3 closest rows; in the Oware initial state, there are 4 seeds in each pit.

The bottom row of each plot shows examples of late-game states. In these states, only a few pieces
are still left on the board, after most pieces have been captured by the players. In Checkers, these
states contain only 2-3 pieces that have already been promoted to king; in Oware, only a few seeds
remain uncaptured. It is easy to see why these states have such high frequencies: most games end in
one of those configurations, and the number of such possible configurations is very small. For exam-
ple, the number of possible Checkers configurations with two kings is 992, and the number of Oware
configurations with three seeds is 1728 (ignoring player scores). Moreover, these configurations are
not played with equal probability, leading to some states having even higher frequency.

F FREQUENCY SCALING ON A DIFFERENT AXIS: CAPTURE DIFFERENCE

The quantization model of neural scaling laws states that models will learn independent task quanta
by descending order of frequency. In language modalities, it is assumed that the known Zipf’s law
of word frequencies will lead to a Zipf’s law of tasks. Similarly, we show that board states follow
Zipf’s law, suggesting that AlphaZero task quanta will also scale with a frequency power law. The
states themselves are not independent quanta, since many of them share similarities, and strategic
knowledge of one state can often transfer to another.

Here we show a different way to visualize training data frequency, to illustrate that more than one
dimension of the data can have clear frequency scaling. When models fit tasks by frequency, some
most-frequent tasks will not be represented at all on the state-rank curve, because states do not
correspond to tasks directly.

To illustrate the high-dimensionality of the training data, we plot in Fig. 15 the frequency of capture-
differences in Oware and Checkers board states. Capture difference is defined as the difference
between the number of pieces captured by each player at a certain point in the game, in absolute
value. We see that frequency drops smoothly in log-scale with capture difference, as states with a
higher score-difference between players are rarer. According to the quantization model, one would
expect agents to fit states according to the exponential distribution of capture-differences, giving
exponentially-decreasing importance to states with higher differences.

The distribution of capture-differences cannot be represented correctly in our state-frequency anal-
ysis. We demonstrate this in Fig. 15, where we plot in yellow the same distribution, but omitting the
tail of the Zipf’s law state-frequency distribution. The tail is mostly composed of one-time states,
i.e. states that appeared only once in training. In fact, the majority of unique states in the dataset
have a frequency of 1. By discarding these states, as we do in our main results, we lose information
about the exponential decay of capture-difference frequencies. Our main results cannot take these
states into account, because exponentially-more games must be played in order to correctly measure
the frequencies of one-time states.

Capture difference is an arbitrary measure, but it showcases the difficulty of visualizing data fre-
quency. By visualizing one dimension of the data, we lose useful information about the frequency
of other properties. If task quanta are indeed learned by the models, then these tasks would likely
have a non-trivial representation, and visualizing their frequency could be difficult.
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Figure 15: State frequency distribution by capture difference. Measuring the score difference
between players provides another natural axis along which frequency drops smoothly. Agents could
potentially prioritize optimizing small-difference states over large-difference, modelling more states
with increasing capacity. Prioritizing states in this way is not equivalent to prioritizing states by
their frequency-rank, i.e. by the Zipf’s law of Fig. 1, since a large portion of the states come from
the tail-end of the Zipf distribution which is discarded in the main section results. If we ignore the
tail of Fig. 1 by plotting only high-frequency states, the frequency distribution changes significantly
(yellow). The actual order in which data is learned can probably not be visualized by a simple
metric.
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