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\section*{ABSTRACT}

Time-series data are ubiquitous these days, but lack of the labels in time-series data is regarded as a hurdle for its broad applicability. Meanwhile, active learning has been successfully adopted to reduce the labeling efforts in various tasks. Thus, this paper addresses an important issue, \textit{time-series active learning}. Inspired by the \textit{temporal coherence} in time-series data, where consecutive data points tend to have the same label, our \textit{label propagation} framework, called TCLP, automatically assigns a queried label to the data points within an accurately estimated time-series segment, thereby significantly boosting the impact of an individual query. Compared with traditional time-series active learning, TCLP is shown to improve the classification accuracy by up to 7.1 times when only 0.8\% of data points in the entire time series are queried for their labels.

\section{INTRODUCTION}

A \textit{time series} is a sequence of data points at successive timestamps. Supervised learning (e.g., classification) with a time series requires the \textit{label} of every data point, but unfortunately labels are often missing and hard to obtain due to lack of domain-specific knowledge (Shen et al., 2018; Malhotra et al., 2019; Li et al., 2020). It is worse for a time series collected for an extended length of time, as manually labeling so many data points is labor-intensive and time-consuming (Perslev et al., 2019; Tonekaboni et al., 2021). \textit{Active learning} (Settles, 2009), a method that iteratively selects the most informative data point and queries a user for its label, can mitigate the high labeling cost. However, most active learning methods are not geared for time-series data, as they assume that data points are independent of one other (Sener & Savarese, 2018; Yoo & Kweon, 2019; Ash et al., 2020), which is obviously not true in time-series data.

Time-series data typically has the characteristic of \textit{temporal coherence}; that is, temporally consecutive data points tend to have the same label (Wang et al., 2020; Barrow et al., 2020; Ishikawa et al., 2021). Let us refer to a sub-sequence of temporally coherent data points as a \textit{segment}. For example, in motion-sensing time-series data, a segment consists of data points with the same motion status (e.g., walking, running). This temporal coherence of a segment can be exploited in time-series active learning. Specifically, when the label of a certain data point is obtained from a user, the same label can be propagated to other data points in the same segment. One challenge here is that the segment length is not known but needs to be estimated. If it is too short, unnecessarily frequent queries are issued; if too long, data points on the fringe of the segment are labeled incorrectly, consequently damaging the learning performance (e.g., classification accuracy). Thus, accurate estimation of the segments is important to enable the label propagation to achieve the maximum learning performance with the minimum number of queries.

This paper addresses the \textit{label propagation segment estimation} problem in time-series active learning through a novel framework called \textit{Temporal Coherence-based Label Propagation (TCLP)}. Figure 1 illustrates the overall workflow in the time-series active learning centered on TCLP. TCLP receives the class probabilities (i.e., softmax output) for the label of each data point from a classifier model and estimates the extent of the segment to propagate the label. This estimation is challenging
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in a real time series, as the classifier model output is uncertain and the time-series segments are unknown. TCLP meets this challenge by taking advantage of the temporal coherence via a quadratic plateau model (Moltisanti et al., 2019), by fitting it to the classifier model output to smooth out the fluctuations of class probabilities across consecutive data points.

To the best of our knowledge, TCLP is the first that performs label propagation for time-series active learning. The previous work closest to ours is pseudo-labeling in single-timestamp supervised learning, where labels are known for at least one data point in each segment (Moltisanti et al., 2019; Ma et al., 2020; Li et al., 2021). The approximate location and true class of a segment must be known in their work, which is often impractical in the real world. Moreover, the known labels are relatively dense in single-timestamp supervised learning, but they are very sparse in active learning—typically, no more than 5% of segments in our experiments. Thus, finding the boundaries between segments is more challenging in active learning than in single-timestamp supervised learning. To cope with the sparsity of labeled data points, TCLP performs sparsity-aware label propagation by exploiting temperature scaling (Guo et al., 2017) and plateau regularization.

Contributions of this paper are summarized as follows:

- It proposes a novel time-series active learning framework equipped with a sparsity-aware label propagation within an accurately estimated segment.
- It verifies the merit of TCLP through extensive experiments. The classification accuracy is improved by up to 7.1 times with TCLP compared to without label propagation. Moreover, TCLP works with any query selection strategy including core-set sampling (Sener & Savarese, 2018) and BADGE (Ash et al., 2020), boosting the effect of individual labeling.

2 RELATED WORK

2.1 ACTIVE LEARNING

Active learning is a special case of machine learning that ‘actively’ queries a user for the labels of data points, to the effect of using fewer labels to achieve the same learning performance. Recent studies have focused on developing such query strategies for machine learning based on deep neural networks (Settles, 2009; Ren et al., 2020). These approaches exploit prediction probabilities (Beluch et al., 2018), embeddings (Sener & Savarese, 2018), gradients (Ash et al., 2020), and losses (Yoo & Kweon, 2019) from deep neural networks to estimate the impact of each unlabeled data point if it were to be labeled. However, these methods are not suitable for time-series data, because they assume that data points are independent.

Several methods have been developed for time-series or sequence data, but most of them are applicable to only segmented time-series data under the assumption that a time series is already divided into labeled and unlabeled segments. Treating these segments as independent and identically distributed, these methods simply apply existing active learning frameworks to the segments. For example, He et al. (2015) select unlabeled segments that are far from labeled segments to maximize diversity; Peng et al. (2017) select unlabeled segments with distinctive patterns to maximize diversity; and Zhang et al. (2017) select unlabeled segments with high gradients to consider uncertainty for sentence classification. In addition, new neural network architectures or measures have been developed for sequence-data applications such as named entity recognition (Shen et al., 2018), video action recognition (Wang et al., 2018), and speech recognition (Malhotra et al., 2019). None of these methods is applicable to our problem, which handles unsegmented time-series data.

2.2 PSEUDO-LABELING

Pseudo-labeling has been actively studied for label-deficient learning environments, such as semi-supervised learning, to exploit unlabeled data points in training a classifier (Lee et al., 2013). In
general, a pseudo-label is given to an unlabeled data point based on the predictions from a classifier trained with labeled data points. Confidence-based methods create a pseudo-label if it is confidence predicted by a classifier (Lee et al., 2013). Consistency-based methods create a pseudo-label if it is consistently predicted for the original and augmented data points (Sajjadi et al., 2016; Rizve et al., 2021). Graph-based methods propagate pseudo-labels from labeled data points (nodes) to unlabeled data points based on a similarity graph constructed from the features of all data points (Shi et al., 2018; Liu et al., 2019; Wagner et al., 2018). However, these methods are not designed for time-series data, and therefore are not directly applicable to our problem.

Coherence-based methods are developed for single-timestamp supervised learning for unsegmented time-series data; they assume that at least one data point in each segment is given a true label through weak-supervision. Ma et al. (2020) propose probability thresholding propagation (PTP), which propagates known labels bidirectionally unless the predicted class probability for each data point is decreased by more than a threshold. Deldari et al. (2021) propose embedding similarity propagation (ESP), which propagates known labels bidirectionally unless the embedding of each data point changes rapidly. Recently, Moltisanti et al. (2019) adopt a plateau model that represents class probabilities across consecutive data points, where a plateau model is constructed for each labeled data point and fitted to the classifier output; a known label is propagated as long as the value of a plateau model is higher than a threshold. While this work shares the idea of using a plateau model with our work, using the plateau model as it is for active learning results in performance degradation owing to the difference in the density of known labels, as will be shown in Section 3.

3 TCLP: TEMPORAL COHERENCE-BASED LABEL PROPAGATION

3.1 PRELIMINARIES AND PROBLEM SETTING

Active learning: Let \( \mathcal{D} = \{(x_t, y_t), t \in \mathcal{T}\} \) be a time series where \( \mathcal{T} \) is the index set of timestamps; \( x_t \) is a multi-dimensional data point at timestamp \( t \), and \( y_t \) is one of the class labels if \( x_t \) is labeled or null otherwise. Let \( \mathcal{D}_L \subseteq \mathcal{D} \) be a labeled set, i.e., a set of labeled data points, and \( \mathcal{D}_U \subseteq \mathcal{D} \) be an unlabeled set, i.e., a set of unlabeled data points, where \( \mathcal{D}_U \cup \mathcal{D}_L = \mathcal{D} \). At each round of active learning, \( b \) data points are selected from \( \mathcal{D}_U \) by a query selection strategy, such as entropy sampling (Wang & Shang, 2014), core-set selection (Sener & Savarese, 2018), and BADGE (Ash et al., 2020), and their ground-truth labels are obtained from a user; these newly-labeled \( b \) data points are then removed from \( \mathcal{D}_U \) and added to \( \mathcal{D}_L \). After \( \mathcal{D}_L \) is updated, a classifier model \( f_0 \) is re-trained using the updated labeled set.

Label propagation: Given a data point at timestamp \( t_q \) and its label, \( (x_{t_q}, y_{t_q}) \), obtained from a user in response to a query, TCLP assigns the label \( y_{t_q} \) to nearby data points in the timestamp range \([t_s : t_e] \) \((t_s \leq t_q \leq t_e)\) estimated according to its temporal coherence property criteria. We call the sub-sequence of data points in \([t_s : t_e]\) an estimated segment at \( t_q \). There are two properties: (i) accuracy, which indicates that as many data points in the segment as possible should have the same ground-truth label \( y_{t_q} \); and (ii) coverage, which indicates that the length of the segment \((t_e - t_s)\) should be as long as possible. More formally, we estimate the segment for \( t_q \) by

\[
(t_s, t_e) = \arg \min_{t'_s, t'_e} \frac{1}{t'_e - t'_s} \sum_{t = t'_s}^{t'_e} \left(1 - f_0(x_t | y_{t_q})\right),
\]

(1)

where \( t'_s \leq t_q \leq t'_e \) holds, \( f_0(x_t) \) is the softmax output vector of the classifier model at timestamp \( t \), and \( f_0(x_t | y_{t_q}) \) is the estimated probability of the label \( y_{t_q} \). In Equation (1), the accuracy is achieved by minimizing the sum of errors in the numerator, and the coverage is achieved by maximizing the candidate segment length in the denominator. Note that estimated probabilities are used to calculate the errors, since the true probabilities are not known.

Once segment estimation is done, all data points in the estimated segment (i.e., in \([t_s : t_e]\)) are removed from \( \mathcal{D}_U \) and added to \( \mathcal{D}_L \) with the label \( y_{t_q} \), thus doing coherence-based label propagation. At each round of active learning, the segment estimation repeats for each of the \( b \) queried data points; as a result, the size of \( \mathcal{D}_L \) is increased by the total length of the estimated segments. Besides, we allow the data points in \([t_s : t_e]\), except \( t_q \), to be queried again in subsequent rounds so that the propagated labels can be refined subsequently.
3.2 Plateau Model for Segment Estimation

An adequately trained classifier model $f_\theta$ returns higher probabilities of the (unknown) true labels for data points inside a segment and lower priorities for data points outside the segment. Besides, the output probabilities of the model are not constant within the segment because of noise in the time-series data. Thus, one natural approach to finding a segment is to fit a plateau model to the output of the classifier model and make a plateau of probability 1 into an estimated segment.

3.2.1 Plateau Model and Its Fitting

Among many functions with a plateau-shaped value, we use the function introduced by Moltisanti et al. [2019]:

$$h(t; c, w, s) = \frac{1}{(e^{s(t-c-w)} + 1)(e^{s(t+c-w)} + 1)},$$

where $c$, $w$, and $s$ are trainable parameters for the model $h$. As shown in Figure 2, $c$ and $w$ respectively represent the center and half-width of the plateau, and $s$ indicates the steepness of the side slopes.

The fitting of the plateau model at timestamp $t_q$ is illustrated in Figure 2. At the beginning, as in Figure 2a, $c$ is set to $t_q$, and $w$ and $s$ are set to initial values and updated by the following optimization:

$$c, w, s = \arg\min_{c', w', s'} \frac{1}{2w'} \sum_{t = c' - w'}^{c' + w'} |h(t; c', w', s') - f_\theta(x_t)\left|y_{t_q}\right|\right|,$$

where $h(t; c', w', s') = 1$ for $t \in [c' - w'; c' + w']$. Letting $\epsilon(t) = |h(t; c', w', s') - f_\theta(x_t)\left|y_{t_q}\right|\right|/2w'$ in Equation (3), $E$ be $\sum \epsilon(t)$, the optimal values of the three parameters are obtained by repeating a gradient update step:

$$c = c' - \eta \nabla_c E, \quad w = w' - \eta \nabla_w E, \quad \text{and} \quad s = s' - \eta \nabla_s E,$$

where $\eta$ is the learning rate. (4)

After a model is fitted through enough rounds, as shown in Figure 2, the plateau is located at the center of a true segment and its width covers most of the true segment. $[c-w : c+w]$, indicated by the red line in Figure 2b, is determined as the estimated segment for the plateau model at $t_q$. Overall, as shown in Figures 2a, 3a, and 3b, as active learning progresses, more data points are queried, estimated probabilities becomes more accurate, and plateau models are better fitted to the estimated probabilities. Eventually, the plateau models accurately represent the true segments in the time series.

3.2.2 Sparsity-Aware Label Propagation

In active learning, known labels are typically very sparse—initially no more than 5% of the segments and growing slowly as more labels are obtained for queried data points. Our experience indicates that simply optimizing the plateau model as explained in Section 3.2.1 tends to generate plateaus much longer than true segments. See Section 3.4 for the poor performance of the typical (sparsity-unaware) plateau model. On the other hand, in single-timestamp supervised learning, where the plateau model has been successfully employed [Moltisanti et al. 2019], at least one label should exist for every segment; thus, the boundaries of segments can be easily recognized while making the plateaus not overlap between segments. Thus, to overcome the lack of potential boundaries for segment estimation, we extend the procedure of the plateau model fitting in three ways.

**Calibrating the classifier output:** Because modern neural network models have millions of learning parameters, the distribution of predicted probabilities in such models is often highly skewed to either 1 or 0, which means that the model is overconfident [Guo et al. 2017; Müller et al. 2019]. That is, the output of the classifier model $f_\theta$ could be too high even outside the true segment, thereby making the
plateau wider than the true segment. We address this issue by employing temperature scaling (Guo et al., 2017) to calibrate the classifier output (i.e., softmax probabilities). Temperature scaling is widely used to mitigate the overconfidence issue, because it reduces the differences of the softmax probabilities while keeping their order. Specifically, temperature scaling divides the logits (inputs to the softmax layer) by a learned scale parameter $T$, i.e., as $f_{\theta}(x_i) = \text{softmax}(z_i/T)$.

Regularizing the width of a plateau: To prevent a plateau from rapidly growing wider than a true segment, we constrain the amount of updates on the parameter $w$ of the plateau model. Specifically, $w$ cannot be increased more than twice its current value in a single round of active learning. Accordingly, the gradient update of $w$ in Equation (4) is slightly modified to $w = \min(2w', w' - \eta \nabla w' \epsilon(t))$.

Balancing the class skewness: This issue of class label imbalance can become more severe by label propagation from sporadic queries; although the propagated labels are correct, the number of such propagated labels can vary across different classes. To reduce the effect of this potential skewness, we re-weight the loss $\ell(\hat{y}_t, y_t)$ at each timestamp in training the classifier model $f_{\theta}$, where $\hat{y}_t = \arg \max_k f_{\theta}(x_t)[k]$ and $y_t$ is the propagated ground-truth label (Johnson & Khoshgoftaar, 2019). The loss is adjusted by the inverse ratio of the number of the timestamps of a given class over that of the most infrequent class. That is, if we let $N_k$ be the number of the timestamps assigned with the class $k$, the parameter of the classifier model is updated as follows: $\theta = \theta - \lambda \min_{N_{y_t}} N_t \nabla \ell(\hat{y}_t, y_t)$, where $\lambda$ is another learning rate for training a classifier model $f_{\theta}$.

3.3 Theoretical analysis

We show that our plateau-based segment estimation is expected to produce a segment closer to the true segment than a simple threshold-based segment estimation. For ease of analysis, we consider a single segment whose true length is $L$, the query data point at $t_q$ is located at the center of the true segment with $k = y_{t_q}$ known. In addition, we assume that the estimated class probabilities $f_{\theta}(x_t)[k](1 \leq t \leq L)$ are conditionally independent at different timestamps (Graves et al., 2006; Chung et al., 2015).

Threshold-based segment estimation: A simple and straightforward way to estimate the segment is to expand its width bidirectionally as long as the estimated probability at each timestamp is higher than or equal to a threshold $\delta$. The probability that the length of a segment reaches $l$ is

$$\Pr(t_c - t_s = l) = l \cdot z^{l-1}(1 - z)^2,$$

where $z = \Pr(f_{\theta}(x_i)[k] \geq \delta)$. Here, the $l$ multiplied to $z^{l-1}(1 - z)^2$ in Equation (5) is the number of alignments possible for a segment containing the center $t_q$. As a result, the expected length is

$$\mathbb{E}_{f_{\theta}(x_t)}[t_c - t_s] = \sum_{l=1}^{L} l \cdot \Pr(t_c - t_s = l) = \sum_{l=1}^{L} l^2 z^{l-1}(1 - z)^2$$

$$= \frac{1 + z - (L + 1)^2 z^L + (2L^2 + 2L - 1) z^{L+1} - 2^2 z^{L+2}}{1 - z}.$$  

Plateau-based segment estimation: Let us fix $c$ to $t_q$ and $s$ to $\infty$ ($90^\circ$ steepness), and denote the plateau model simply as $h(l; w)$. Then, $h(t; w) = 1$ if $c - w \leq t \leq c + w$, and $h(t; w) = 0$ otherwise. In addition, for simplicity, let us fix the denominator $2w'$ in Equation (3) to $L$. Then, the inside of the argmin operator in Equation (3) becomes

$$\epsilon(l) = \frac{1}{L}((L - l) \cdot |0 - f_{\theta}(x_i)[k]| + l \cdot |1 - f_{\theta}(x_i)[k]|),$$

where $l (= 2w)$ denotes the length of the segment estimated with the plateau model. $\epsilon(l)$ is a linear function of $l$, where its slope is $(1 - 2f_{\theta}(x_i)[k])$ and $1 \leq l \leq L$. Thus, Equation (7) evaluates to the minimum at either $l = 1$ when the slope is positive or $l = L$ when the slope is negative. Letting $z$ be $\Pr(f_{\theta}(x_i)[k] \geq 0.5)$, the probabilities of $l = 1$ and $l = L$ are $1 - z$ and $z$, respectively. In conclusion, the expected length of the estimated segment is

$$\mathbb{E}_{f_{\theta}(x_t)}[t_c - t_s] = 1 \cdot \Pr(l = 1) + L \cdot \Pr(l = L) = 1 - z + Lz.$$  

Comparison and discussion: As $L$ increases, Equation (6) converges toward $\frac{1 + z}{1 - z}$ and is not affected by $L$, whereas Equation (8), which equals $z(L - 1) + 1$, increases linearly with $L$. Therefore, when
a true segment is sufficiently long and $z$ is in the typical range (e.g., less than 0.9), the plateau-based segmentation (Equation (8)) is expected to produce a longer (i.e., closer to $L$) segment than the threshold-based segmentation (Equation (3)).

3.4 Overall active learning procedure with TCLP

Algorithm 1 Time-series active learning with TCLP

Input: Timestamp feature $x_t$, initially labeled set $D_L$, unlabeled set $D_U$, query strategy $Q$, number of rounds $R$, query size $b$, initial classifier $f_{\theta_0}$, classifier loss $\ell$, learning rate $\lambda$.

Output: Final classifier $f_{\theta_{R+1}}$.

1: $H_0 \leftarrow \text{Initialized plateau models for } D_L$;
2: $\theta_1 = \theta_0 - \lambda \min_{N_{xy}} \nabla \ell(y_t, y_t)$ for each $(x_t, y_t) \in D_L$;
3: for $r = 1, \ldots, R$ do
4:   $y_t = \text{TEMPERATURESCLING}(f_{\theta_r}(x_t)); H_r = \emptyset$; // see Section 3.2.2
5:   for $h$ in $H_{r-1}$ do
6:     $h' \leftarrow \text{fit } h \text{ on } y_t; H_r \leftarrow H_r \cup h'$; // see Section 3.2.1
7:   $\{t_q\}_{q=1}^b \leftarrow \text{queried timestamps acquired by } Q \text{ from } D_U$;
8:   $H_r \leftarrow \text{LABELPROPAGATION}(H_r)$; // see Appendix C
9:   $D_L \leftarrow \text{LABELPROPAGATION}(H_r)$; // see Section 3.2.2
10: $\theta_{r+1} = \theta_r - \lambda \min_{N_{xy}} \nabla \ell(y_t, y_t)$ for each $(x_t, y_t) \in D_L$;
11: return $f_{\theta_{R+1}}$.

Algorithm 1 summarizes how TCLP works in time-series active learning. First, plateau models are initialized with the initially labeled set $D_L$ (Line 1); and then using $D_L$, TCLP trains the classifier model $f_{\theta_0}$ (Line 2). Then, at each active learning round $r$, TCLP first performs calibration by inferring the data points with the classifier model $f_{\theta_r}$ and scaling the softmax output, and then initializes a new set of plateau models $H_r$ (Line 3). Next, each plateau model in $H_{r-1}$ from the previous round is fitted to the scaled output, and then the updated plateau model is added to $H_r$ (Line 5). The new plateau models are then initialized from queried timestamp labels (Line 7) and added to $H_r$ (Line 8). Then, any overlapping plateaus in $H_r$ are adjusted—either merged into one or reduced to avoid the overlap—as needed (Line 9). Finally, the queried labels are propagated following the plateau models in $H_r$ (Line 10), and the classifier model $f_{\theta_r}$ is re-trained with the augmented labeled set $D_L$ (Line 11). The complexity analysis of TCLP is presented in Appendix A.

4 Evaluation

We conduct experiments with various active learning settings to test the following hypotheses.

- TCLP accelerates active learning methods faster than other label propagation methods can.
- TCLP achieves both high accuracy and wide coverage in segment estimation.
- TCLP overcomes the label sparsity by the extensions discussed in Section 3.2.2.

4.1 Experiment setting

Datasets: The four benchmark datasets summarized in Table 1 are used. 50Salads contains videos at 30 frames per second that capture 25 people preparing a salad [Stein & McKenna, 2013], and GTEA contains 15 frame videos of four people [Fathi et al., 2011]. For these two video datasets, we extract 13D features of 2,048 dimensional vectors at each timestamp following the previous literature [Farha & Gall, 2019]. mHealth contains 50Hz sensor time-series recordings of human movement, measured by 3D accelerometers, 3D gyroscopes, 3D magnetometers, and electrocardiograms [Banos et al., 2014]; we extract labeled regions from the raw data and stitch

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Timestamps</th>
<th>Length</th>
<th>#class</th>
<th>Dim</th>
<th>b</th>
<th>R</th>
<th>$u_\alpha$</th>
<th>$\ell_\alpha$</th>
</tr>
</thead>
<tbody>
<tr>
<td>50salads</td>
<td>288798</td>
<td>289</td>
<td>19</td>
<td>2048</td>
<td>200</td>
<td>15</td>
<td>15</td>
<td>0.5</td>
</tr>
<tr>
<td>GTEA</td>
<td>31225</td>
<td>34</td>
<td>11</td>
<td>2048</td>
<td>200</td>
<td>15</td>
<td>5</td>
<td>0.5</td>
</tr>
<tr>
<td>mHealth</td>
<td>343195</td>
<td>2933</td>
<td>12</td>
<td>23</td>
<td>200</td>
<td>15</td>
<td>15</td>
<td>0.5</td>
</tr>
<tr>
<td>HAPT</td>
<td>815614</td>
<td>967</td>
<td>6</td>
<td>6</td>
<td>200</td>
<td>15</td>
<td>15</td>
<td>0.5</td>
</tr>
</tbody>
</table>
Figure 4: Classification accuracy measured at each (1st–15th) round of active learning. The accuracy value is an average over all query selection methods. Detailed results are in Appendix B.

them in chronological order to make a time series. HAPT represents 50Hz sensor time-series recordings of human actions in laboratory setting, measured by 3D accelerometers and multiple 3D gyroscopes (Anguita et al., 2013).

Query selection methods: To evaluate the efficacy of TCLP, we combine it with six different query selection methods. CONF (Wang & Shang, 2014) selects $b$ timestamps exhibiting the lowest confidence in the model’s prediction, where the confidence is evaluated by using the largest predicted class probability; MARG (Settles, 2012) is similar to CONF, but it defines the confidence as the difference between the first- and second-largest predicted class probabilities; ENTROPY (Wang & Shang, 2014) selects the top $b$ timestamps exhibiting the largest entropy for their predicted class probabilities; CS (Sener & Savarese, 2018) chooses the top $b$ most representative timestamps in embedding space; BADGE (Ash et al., 2020) computes gradients from $f_\theta$ at each timestamp $t$ and queries $b$ timestamps found by $k$-MEANS++ to consider uncertainty and diversity; UTILITY is our simple selection strategy that selects $b$ timestamps randomly from the timestamps not covered by the current set of plateau models, to increase the utility of the plateau models.

Compared label propagation methods: For a thorough comparison, we compare TCLP with three available label propagation approaches—NOP, PTP, and ESP. For this purpose, each of TCLP and the three approaches is combined with each of the aforementioned six query selection methods. NOP is the baseline without using any label propagation. As explained in Section 2.2, PTP propagates labels based on the predicted class probabilities with a certain threshold ($\theta = 0.8$), while ESP leverages cosine similarity between embeddings for label propagation. PTP and ESP are modified to work in an active learning setting as done by Deldari et al. (2021).

TCLP implementation details: We use the multi-stage temporal convolutional network (MS-TCN) (Farha & Gall, 2019) as the classifier $f_\theta$ for time-series data. We use exactly the same training configuration suggested in the original work (Farha & Gall, 2019). Regarding active learning hyperparameters, the number of queried data points per round ($b$) and the number of active learning rounds ($R$) are summarized in Table 1. For TCLP, we use the initial parameters for plateau models ($w_0$ and $s_0$) in Table 1 and temperature scaling with $T = 2$. Our experience indicates that any value of $w_0$ smaller than 20% of the mean segment length is adequate enough. Accuracy metrics: Timestamp accuracy and segmental F1 score are measured at each round by five-fold cross validation; they represent the prediction accuracy at the granularity of timestamp and segment, respectively. The former is defined as the proportion of the timestamps with correct prediction. The latter is defined as the F1 score of segments with an overlapping threshold on the intersection over union (IoU) (Farha & Gall, 2019); that is, a prediction is classified as correct if the IoU between predicted and true segments is larger than the threshold. F1@25, with the threshold 25%, is commonly used in the literature (Lea et al., 2017; Farha & Gall, 2019); the trends with the thresholds 10% and 50% are similar.
The longest (2,933 on average) and GTEA's segments are the shortest (34 on average). Longer segments in the mHealth dataset. The reason lies in the length of the segments. As shown in Table 1, mHealth's segments are the best here as well in almost all combinations of datasets, query selection methods, and accuracy metrics. Specifically, TCLP outperforms the compared label propagation approaches (NOP, PTP, and ESP) for all query selection methods except only a few cases. This result confirms that TCLP maintains its performance advantage regardless of the query selection method. Interestingly, TCLP's performance gain is most outstanding for the mHealth dataset and least outstanding for the GTEA dataset. The reason lies in the length of the segments. As shown in Table 1, mHealth's segments are the longest (2,933 on average) and GTEA's segments are the shortest (34 on average). Longer segments certainly allow more temporal coherence to be exploited in label propagation, thus resulting in higher performance. For instance, using UTILITY on the mHealth dataset, TCLP outperforms NOP by 7.1 times, PTP by 1.2 times, and ESP by 1.2 times in F1@25 while, on the GTEA dataset, TCLP outperforms them less significantly.

### 4.3 Label Propagation Performance

Table 3 shows the correct label propagation ratio (= the number of correctly propagated labels / the total number of data points) to verify how many labels are correctly propagated with each label propagation approach. Overall, fully taking advantage of the temporal coherence based on the plateau model, TCLP adds far more correct labels than PTP and ESP. Specifically, using UTILITY on the mHealth dataset, the correct propagation ratio of TCLP is higher than that of PTP by 5.0 times and that of ESP by 3.7 times. It is impressive that querying only 0.8% of data points results in up to 33% of data points correctly labeled. Appendix E shows more details.
Table 3: Correct label propagation ratio after the final (15th) round (the best results in bold).

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Query</th>
<th>Correct Propagation Ratio</th>
<th>Dataset</th>
<th>Query</th>
<th>Correct Propagation Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>50salads</td>
<td>CONF</td>
<td>0.023±0.000</td>
<td>MARG</td>
<td>MARG</td>
<td>0.054±0.001</td>
</tr>
<tr>
<td></td>
<td>ENTROPY</td>
<td>0.026±0.000</td>
<td>CS</td>
<td>CS</td>
<td>0.076±0.000</td>
</tr>
<tr>
<td></td>
<td>MARG</td>
<td>0.171±0.000</td>
<td>BADGE</td>
<td>BADGE</td>
<td>0.054±0.001</td>
</tr>
<tr>
<td></td>
<td>UTILITY</td>
<td>0.081±0.000</td>
<td>mHealth</td>
<td>mHealth</td>
<td>0.060±0.001</td>
</tr>
<tr>
<td></td>
<td>AVERAGE</td>
<td>0.057±0.009</td>
<td>TCLP</td>
<td>TCLP</td>
<td>0.129±0.005</td>
</tr>
<tr>
<td>GTEA</td>
<td>CONF</td>
<td>0.270±0.008</td>
<td>CONF</td>
<td>CONF</td>
<td>0.011±0.000</td>
</tr>
<tr>
<td></td>
<td>ENTROPY</td>
<td>0.256±0.009</td>
<td>ENTROPY</td>
<td>ENTROPY</td>
<td>0.009±0.000</td>
</tr>
<tr>
<td></td>
<td>MARG</td>
<td>0.423±0.008</td>
<td>MARG</td>
<td>MARG</td>
<td>0.022±0.000</td>
</tr>
<tr>
<td></td>
<td>CS</td>
<td>0.437±0.014</td>
<td>CS</td>
<td>CS</td>
<td>0.026±0.000</td>
</tr>
<tr>
<td></td>
<td>BADGE</td>
<td>0.348±0.014</td>
<td>BADGE</td>
<td>BADGE</td>
<td>0.026±0.000</td>
</tr>
<tr>
<td></td>
<td>UTILITY</td>
<td>0.516±0.002</td>
<td>UTILITY</td>
<td>UTILITY</td>
<td>0.028±0.000</td>
</tr>
<tr>
<td></td>
<td>AVERAGE</td>
<td>0.370±0.041</td>
<td>AVERAGE</td>
<td>AVERAGE</td>
<td>0.020±0.003</td>
</tr>
</tbody>
</table>

Table 4: Classification timestamp accuracy after the final (15th) round with and without plateau width regularization and temperature scaling (the best results in bold).

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Window Reg</th>
<th>No</th>
<th>Yes</th>
</tr>
</thead>
<tbody>
<tr>
<td>50salads</td>
<td>Temp: Scale</td>
<td>0.581±0.010</td>
<td>0.581±0.010</td>
</tr>
<tr>
<td>GTEA</td>
<td>Temp: Scale</td>
<td>0.599±0.012</td>
<td>0.599±0.012</td>
</tr>
</tbody>
</table>

4.4 Effects of Sparsity-Aware Label Propagation Techniques in TCLP

Table 4 shows the timestamp accuracy achieved by TCLP with and without two techniques employed to handle sparsity of labels—temperature scaling for classifier output calibration and plateau width regularization in Section 3.2.2. The class skewness balancing is employed by default to assure stable performance. In addition, the temperature scale factor $T$ is varied for the temperature scaling technique. Compared with enabling both width regularization and temperature scaling ($T = 2$), removing width regularization only, temperature scaling only, and both degrades the timestamp accuracy by 5.0%, 4.3%, and 7.6%, respectively, in the 50salads dataset and 4.8%, 4.2%, and 8.1%, respectively, in the GTEA dataset. Clearly, both techniques are helpful for the label propagation, with the width regularization showing higher effect than the temperature scaling. Note that when $T > 2$, the label propagation length is suppressed, thereby causing deficiency in labels needed to train a classifier; when $T < 1$, the label propagation length may exceed the true segment length, thereby including wrong labels when training the classifier. The break point is affected by the average length of segments in each dataset, where it occurs at a higher value of $T$ in a dataset with shorter segments; the average segment length is 34 in the GTEA dataset whereas it is 289 in the 50salads dataset.

5 Conclusion

In this paper, we present a novel label propagation framework for time-series active learning, TCLP, that fully takes advantage of the temporal coherence inherent in time-series data. The temporal coherence is modeled by the quadratic plateau model, which plays a key role in segment estimation. Furthermore, the sparsity of known labels is relieved using temperature scaling and plateau regularization. Thanks to accurate and effective label propagation, TCLP enables us to improve the performance of time-series supervised learning with much smaller labeling effort. Extensive experiments with various datasets show that TCLP improves the classification accuracy by up to 7.1 times when only 0.8% of data points are queried for their labels. Future work includes developing a query selection strategy that maximizes the merit of label propagation and utilizing a constraint on plateau model fitting based on similarity among plateau models with the same class. Overall, we expect that our work will contribute greatly to various applications whose labeling cost is expensive.
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A  COMPUTATIONAL COMPLEXITY OF TCLP

In each round of active learning, let \( M \) be the number of plateau models, \( V \) be the average length of sub-sequences of predicted probability \( f_\theta(x_t)\{k\} \), and \( S \) be the number of training steps for evaluating Equation \( 4.4 \). Then, considering constant computational complexity for calculating the loss and gradient at each timestamp in the sub-sequences, we derive the computational complexity of plateau model fitting per round to be \( O(MVS) \). Here, \( M \) can be reduced by merging two overlapping plateau models with the same class. This complexity of fitting the plateau models is negligible compared with the complexity of training the classifier. For instance, according to the experiment for the 50salads dataset conducted using Intel Xeon Gold 6226R and Nvidia RTX3080, fitting the plateau models took only about 1 to 2 minutes, whereas training the classifier took about half an hour per active learning round.

B  DETAILED FIGURE WITH STANDARD ERROR AND SUPERVISED ACCURACY

![Graphs showing classification accuracy with standard error measured at each (1st–15th) round of active learning.](image)

Figure 5: Classification accuracy with standard error measured at each (1st–15th) round of active learning. The accuracy value is an average over all query selection methods. The black line labeled MAX at the top indicates the maximum classification accuracy.

Figure 5 enriches Figure 4 with standard error, indicated by the shadow around a line, and fully-supervised classification accuracy, indicated by the horizontal line labeled MAX. At the last queried data ratio (i.e., after 15 active learning rounds) of each figure, in the 50salads dataset where only 1% of data points are queried, TCLP achieves 85% of the timestamp accuracy of fully-supervised classification. Similarly, in the HAPT dataset where only 0.4% of data points are queried, TCLP achieves 92% of the timestamp accuracy of fully-supervised classification. Overall, these results show that TCLP achieves the performance very close to fully-supervised classification using a very small proportion of query data points.

C  ADJUSTMENT OF OVERLAPPING PLATEAUS IN TCLP

The process of adjusting overlapping updated plateaus through either merge or reduction is as follows. Consider two plateaus \( h_{k_l}(c_l, w_l, s_l) \) (on the left) and \( h_{k_r}(c_r, w_r, s_r) \) (on the right), where \((c_l - w_l < c_r - w_r) \land (c_l + w_l > c_r - w_r) \land (c_l + w_l < c_r + w_r) \) holds. If the classes assigned to these two plateaus are the same, i.e., \( k_l = k_r \), then they are merged to become one plateau whose width covers the segment merged from the two plateaus’ segments. Hence, the half-width \( w' \) and center \( c' \) of the new plateau are \( w' = (c_r + w_r - c_l + w_l)/2 \) and \( c' = c_l - w_l + w' \), respectively. If, on the other hand, different classes are assigned to the two plateaus, i.e., \( k_l \neq k_r \), their half-widths are reduced to remove any overlap between them. As a result, separating the two plateaus at the midpoint \( m = (c_l + c_r)/2 \) between their centers, after the reduction the left plateau has the half-width \( w'_l = (m - (c_l - w_l))/2 \) and the center \( c'_l = c_l - w_l + w'_l \), and the right plateau has the half-width \( w'_r = (c_r + w_r - m)/2 \) and the center \( c'_r = c_r + w_r - w'_r \). Note that the labels of queried data points should not change as a result of this reduction. If the right plateau covers multiple queried data points whose timestamps are smaller than \( c_r \), the timestamp of the leftmost queried data point becomes a new \( c_r \). The same is applicable to the left plateau, except the change of the direction.
D Efficacy of TCLP for Each Query Selection Method

Figures 6-8 show the efficacy of each label propagation (LP) approach combined with each query selection method. The performance plot shown in Figure 4 is the average of these results over the six query selection methods. For all query selection methods, TCLP is shown to be effective in improving active learning performance compared to the other label propagation approaches.

![Figure 6: Efficacy of the four LP approaches with CONF query selection.](image)

![Figure 7: Efficacy of the four LP approaches with ENTROPY query selection.](image)

![Figure 8: Efficacy of the four LP approaches with MARG query selection.](image)
Figure 9: Efficacy of the four LP approaches with CS query selection.

Figure 10: Efficacy of the four LP approaches with BADGE query selection.

Figure 11: Efficacy of the four LP approaches with UTILITY query selection.
E  Evaluation of Propagated Labels

Figures [12][17] show the propagation quality of each label propagation approach, again demonstrating the superiority of TCLP. These plots provide the overall trends including the final round results reported in Table [3]. The correct propagation ratio (CPR), i.e., the number of correctly propagated labels / the total number of data points, is measured at each round using a specific query selection method on each dataset. The CPR of TCLP is shown to be higher than those of the other label propagation approaches throughout the entire period (i.e., from the 1st through the 15th round).

![Figure 12: CPR of the four LP approaches with CONF query selection.](image1)

![Figure 13: CPR of the four LP approaches with ENTROPY query selection.](image2)

![Figure 14: CPR of the four LP approaches with MARG query selection.](image3)

![Figure 15: CPR of the four LP approaches with CS query selection.](image4)
Figure 16: CPR of the four LP approaches with BADGE query selection.

Figure 17: CPR of the four LP approaches with UTILITY query selection.