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Abstract001

Large language models (LLMs) are increas-002
ingly applied to finance, yet challenges re-003
main in aligning their capabilities with real-004
world institutional demands. In this survey, we005
provide a systematic, dual-perspective review006
bridging financial practice and LLM research.007
From a practitioner-centric standpoint, we in-008
troduce a functional taxonomy covering five009
core financial domains—Data Analysis, Invest-010
ment Research, Trading, Investment Manage-011
ment, and Risk Management—mapping each012
to representative tasks, datasets, and institu-013
tional constraints. From a research-focused014
perspective, we analyze key modeling chal-015
lenges, including numerical reasoning limita-016
tions, prompt sensitivity, and lack of real-time017
adaptability. We comprehensively catalog over018
30 financial benchmarks and 20 representa-019
tive models, and compare them across modal-020
ities, tasks, and deployment limitations. Fi-021
nally, we identify open challenges and outline022
emerging directions such as continual adapta-023
tion, coordination-aware multi-agent systems,024
and privacy-compliant deployment. We empha-025
size deeper researcher–practitioner collabora-026
tion and transparent model architectures as crit-027
ical pathways to safer and more scalable AI028
adoption in finance.029

1 Introduction030

"In investing, what is comfortable is031

rarely profitable." — Robert Arnott032

The financial sector operates in a fast-paced, mul-033

tifaceted environment, where decisions rely on vast,034

often unstructured datasets and must conform to035

stringent regulations. Practitioners need rapid, ac-036

curate insights for tasks ranging from investment037

forecasting and risk assessment to portfolio opti-038

mization. Yet, even skilled analysts struggle to039

extract actionable intelligence from disparate data040

sources under volatile conditions. Recent advances041

in Large Language Models (LLMs) offer a promis- 042

ing avenue for automating processes such as pars- 043

ing regulatory filings, gauging market sentiment, 044

and supporting trading strategies (Nie et al., 2024; 045

Chen et al., 2024; Lee et al., 2024). By leverag- 046

ing large-scale textual and numerical data, LLMs 047

stand poised to streamline financial workflows and 048

enhance decision quality. 049

However, effective deployment of LLMs in fi- 050

nancial workflows demands more than synthesizing 051

large-scale data, given the complex and interdepen- 052

dent structure of modern financial institutions (Lo, 053

2019). They comprise multiple departments—Data 054

Analysis, Investment Research, Trading, Investment 055

Management, and Risk Management (Eccles and 056

Crane, 1988; Lo, 2019)—each fulfilling interdepen- 057

dent roles and subtasks, as illustrated in Figure 1. 058

Data analysts convert raw feeds into structured con- 059

tent, investment researchers generate insights for 060

strategic and tactical decisions, traders execute mar- 061

ket orders, portfolio managers optimize risk and 062

returns, and risk managers ensure regulatory com- 063

pliance and capital allocation. 064

Although LLMs have demonstrated strong per- 065

formance on some subtasks such as Text Summa- 066

rization, Named Entity Recognition, Time Series 067

Forecasting, and Fraud Detection, they still face 068

systemic obstacles: benchmarks remain static and 069

unimodal, model architectures struggle with numer- 070

ical reasoning and long-horizon logic, and multi- 071

agent systems exhibit fragility under real-world 072

stress. Furthermore, privacy and compliance re- 073

main underexplored—most pipelines rely on cen- 074

tralized data and lack built-in regulatory auditing 075

mechanisms (Zhao et al., 2025; Yao et al., 2024; 076

Nie et al., 2024; Chen et al., 2024). 077

To address the gap between cutting-edge LLM 078

research and concrete financial practice needs, 079

we propose a dual-perspective–practitioner-centric 080

and research-focused–framework: 081

• Practitioner-Centric Perspective: We present 082
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Figure 1: Overview of LLM-based financial agents and their collaborative workflows. Modern financial
institutions rely on multiple departments—Data Analysis, Investment Research, Trading, Investment Management,
and Risk Management—each handling specialized but interdependent roles, see pseudocode for each agent in
Appx. A.6. Key sub-tasks include TS (Text Summarization), NER (Named Entity Recognition), FRE (Financial
Relation Extraction), EC (Event Classification), SA (Sentiment Analysis), TSF (Time Series Forecasting), SE
(Strategy Execution), QA (Question Answering), FD (Fraud Detection), DRP (Default Risk Prediction), and MAC
(Multi-Agent Collaboration). [Best viewed in color].

a taxonomy (Section 2) mapping core financial083

roles—Data Analysis, Investment Research, Trad-084

ing, Investment Management, and Risk Manage-085

ment—to primary sub-tasks, datasets, and evalua-086

tion metrics. This approach reveals pressing chal-087

lenges such as regulatory adherence, heterogeneous088

data integration, and multifaceted interdepartmen-089

tal workflows, enabling a more grounded applica-090

tion of LLMs in real-world finance.091

• Research-Focused Perspective: We also sur-092

vey state-of-the-art LLM methods—ranging from093

retrieval-augmented architectures and instruction-094

tuned models to multi-agent frameworks—and095

chart open research questions in interpretability,096

domain adaptation, and large-scale experimenta-097

tion. As shown in Tables 1 and 2, these methods098

underscore the interplay between financial decision-099

making and emerging LLM paradigms, illuminat-100

ing key technical gaps.101

Unlike prior surveys (Lee et al., 2024; Nie et al.,102

2024; Chen et al., 2024) that focus on discrete103

tasks or narrowly defined benchmarks while mainly104

adopting a single perspective from LLMs, our work105

embraces a holistic, practitioner-oriented viewpoint106

(detailed related surveys comparison in Appx. B).107

This dual-perspective viewpoint allows us to syn-108

thesize over 30 benchmarks and 20 models across109

structured and unstructured modalities, and to con-110

textualize technical progress within the real-world111

financial environment. We conclude our paper by112

discussing existing challenges and future research113

directions in this emerging and promising field.114

2 Taxonomy of LLM-based Agents in 115

Finance 116

Aligning Agent Taxonomy with Financial Insti- 117

tutions. To ensure the practical relevance of our 118

agent taxonomy, we verify its consistency with es- 119

tablished financial workflows (details in Appx. A). 120

Financial institutions typically operate through five 121

specialized divisions (Eccles and Crane, 1988; Lo, 122

2019): data analytics departments transform un- 123

structured information into structured insights; re- 124

search divisions generate investment theses and 125

forecasts; trading operations execute market trans- 126

actions; investment management teams make strate- 127

gic allocation decisions; and risk management di- 128

visions ensure regulatory compliance and stability. 129

This creates a consistent workflow where processed 130

data becomes research insights, driving trades and 131

portfolio strategies while undergoing continuous 132

risk monitoring (Chen et al., 2024). 133

Our agent taxonomy mirrors this structure: Data 134

Analysis Agent corresponds to financial data pro- 135

cessing teams; Investment Research Agent to re- 136

search departments; Trading Agent to trading 137

desks; Investment Manager Agent to portfolio man- 138

agers; and Risk Management Agent to risk divisions. 139

As shown in Figure 1, each agent specializes in 140

tasks from unstructured data processing to market 141

forecasting and portfolio optimization (formalized 142

in Alg. A1). Table 1 and 2 summarizes datasets, 143

benchmarks, evaluation metrics, and state-of-the- 144

art models, concluding with an analysis of their 145

limitations, while Table 3 details dataset sizes, col- 146

lection periods, sources, and licensing terms. 147
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Table 1: Overview of Data Analysis, Investment Research, and Trading agents, showing datasets (size, period,
source), data types (text, tables, time series, reports), metrics, and LLM models. Highlights key challenges for
real-world applications for datasets, benchmarks, and corresponding models. [Best to zoom in].

Agent & Subtask Datasets & Bench-
marks

Modalities (Data
Types)

Key Metrics Representative Models Limitations

Data Analysis Agent (data processing and extraction)

Text Summarization (TS) ECT-Sum (Mukherjee
et al., 2022), LCFNS (Li
et al., 2023a)

Text (earnings-call tran-
scripts, expert bullet-
point summaries, finan-
cial reports, news arti-
cles)

Recall-Oriented Un-
derstudy for Gisting
Evaluation (ROUGE),
BERTScore, Numer-
ical Precision, Sum-
marization Consis-
tency

FinMA (Xie et al., 2023), ECT-
BPS (Mukherjee et al., 2022),
FinTral (Bhatia et al., 2024), In-
vestLM (Yang et al., 2023b), Fin-
GPT (Yang et al., 2023a), ICE-
INTERN (Hu et al., 2024)

Datasets & Benchmarks: (1) Lack of integrating both
structured & unstructured data, (2) Limited annotated
entity/relationship types, (3) Lack of dynamic data.
Models: (1) High computational overhead (energy
consumption), (2) Limited numeric reasoning & lack
of online update.

Name-Entity Recognition
(NER)

FIN (Alvarado et al.,
2015), FiNER-ORD
(Shah et al., 2023b)

Text (US Financial con-
tracts, Exchange Com-
mission (SEC) filings, fi-
nancial news articles)

Precision, Recall, F1-
score

FinMA (Xie et al., 2023),
BloombergGPT (Wu et al., 2023),
InvestLM (Yang et al., 2023b),
ICE-INTERN (Hu et al., 2024)

Datasets & Benchmarks: (1) Small-scale coverage,
(2) Limited annotated entity types, (3) Lack of dy-
namic data.
Models: (1) Weak entity linking across documents,
(2) Lack of domain-specific pretraining, (3) Limited
numeric reasoning.

Financial Relation Extrac-
tion (FRE)

FinRED (Sharma
et al., 2022), FIRE
(Hamad et al., 2024),
KPI-EDGAR (Deußer
et al., 2022), HiFi-KPI
(Aavang et al., 2025)

Text (EDGAR filings,
earnings-call transcripts,
SEC fillings, KPI men-
tions)

Precision, Recall, F1,
adjusted F1-score

FinTral (Bhatia et al., 2024), ICE-
INTERN (Hu et al., 2024)

Datasets & Benchmarks: (1) Limited annotated en-
tity/relationship types, (2) Lack of temporal data link-
ing, (3) Inconsistent domain-specific labeling.
Models: (1) Difficulty detecting event-based relation-
ships, (2) Limited domain-specific pretraining, (3)
Lack of online update.

Investment Research Agent (asset evaluation and market prediction)

Event Classification (EC) FOMC (Shah et al.,
2023a), FedNLP (Lee
et al., 2021), Headlines
(Sinha and Khandait,
2021)

Text (policy state-
ments, news headlines,
earnings-call tran-
scripts)

Accuracy, Precision,
Recall, F1-score

FinLLaMA (Iacovides et al.,
2024), Temporal meets LLM
(Yu et al., 2023), FinMA (Xie
et al., 2023), FinGPT (Yang et al.,
2023a), ICE-INTERN (Hu et al.,
2024), FinTral (Bhatia et al.,
2024)

Datasets & Benchmarks: (1) No real-time market
data, (2) Limited domain-specific event understanding,
(3) Overlook multi-asset forecasting.
Models: (1) Insufficient domain-specific pretraining,
(2) Static fine-tuning hinders real-time adaptability.

Sentiment Analysis (SA) FPB (Malo et al., 2014),
FiQA-SA (Maia et al.,
2018), StockEmotions
(Lee et al., 2023)

Text (news articles,
microblogs, comments
from StockTwits)

Accuracy, Precision,
Recall, F1-score,
Mean Squared Error
(MSE)

FinGPT (Yang et al., 2023a),
FinMA (Xie et al., 2023),
BloombergGPT (Wu et al., 2023),
ICE-INTERN (Hu et al., 2024),
FinTral (Bhatia et al., 2024),
InvestLM (Yang et al., 2023b)

Datasets & Benchmarks: (1) Reliance on short texts,
no long-term context, (2) Lack of fundamental finan-
cial indicators, (3) Limited set of sentiment labels.
Models: (1) Over-simplified sentiment or polarity clas-
sification, (2) Insufficient domain-specific pretraining,
(3) Static fine-tuning hinders real-time adaptability.

Time Series Forecasting
(TSF)

StockNet (Xu and Co-
hen, 2018), Bigdata22
(Soun et al., 2022),
CIKM18 (Wu et al.,
2018), FinTSB (Hu
et al., 2025)

Text (tweets, mi-
croblogs)
Time Series (stock
prices)

Accuracy, Matthews
Correlation Coeffi-
cient (MCC)

Temporal meets LLM (Yu et al.,
2023), FinLLaMA (Iacovides
et al., 2024), FinGPT (Yang et al.,
2023a), FinMA (Xie et al., 2023)

Datasets & Benchmarks: (1) Lack of multi-asset cov-
erage, (2) No real-time data, (3) Overlook fundamental
indicators.
Models: (1) Weak asset-specific feature integration,
(2) Insufficient domain-specific pretraining, (3) Static
fine-tuning hinders real-time adaptability.

Trading Agent (strategy execution and decision-making)

Strategy Execution (SE) GPT-InvestAR (Gupta,
2023), FinTrade (Xie
et al., 2024a)

Text (earnings reports,
sentiment);
Tables (historical
prices)

Profitability, Sharpe
Ratio (SR)

GPT-3.5-Turbo (Gupta, 2023),
FinBen (Xie et al., 2024a)

Datasets & Benchmarks: (1) Narrow market cover-
age, (2) Overlook high-frequency trading, (3) Lack of
real-time data, (4) Ignore portfolio diversification.
Models: (1) Conservative decision-making bias, (2)
Dependency on closed-source backbone hinders do-
main adaptation.

Support Decision-Making
(SDM)

InvestorBench (Li et al.,
2024a), STRUX (Lu
et al., 2024), FinBen
(Xie et al., 2024a)

Text (financial reports);
Tables (crypto market
data);
Time Series (stock
prices)

Cumulative Return
(CR), Sharpe Ratio
(SR), Annualized
Volatility (AV), Max-
imum Drawdown
(MDD)

FinMEM (Yu et al., 2024a),
STRUX (Lu et al., 2024), CFGPT
(Li et al., 2023b)

Datasets & Benchmarks: (1) Narrow real-world as-
set coverage, (2) Limited multi-asset data integration,
(3) Ignore risk-parity or correlation structures.
Models: (1) Over-reliance on simplistic reward sig-
nals, (2) Lack of online adaptation, (3) Inconsistent
performance under changing markets.

2.1 Data Analysis Agent148

Definition and Scope. Data Analysis Agents form149

the foundation of modern financial workflows by150

aggregating, cleaning, and reconciling heteroge-151

neous sources such as SEC filings, news feeds, and152

corporate disclosures (Alg. A2). They integrate un-153

structured texts (e.g., annual reports, earnings-call154

transcripts) with structured data (e.g., prices, trad-155

ing volumes) to produce a coherent market view.156

These refined outputs support downstream tasks in157

investment research, trading, and risk management,158

while also enabling real-time compliance. Data159

Analysis Agents typically address three core tasks—160

text summarization (TS), named entity recognition161

(NER), and financial relation extraction (FRE).162

2.1.1 Tasks & Benchmarks163

Text Summarization (TS). Financial text sum-164

marization task requires both numerical precision165

and robust contextual understanding. Benchmarks166

like ECT-Sum (Mukherjee et al., 2022), with 2,425 167

document–summary pairs from earnings-call tran- 168

scripts and Reuters, and LCFNS (Li et al., 2023a), 169

comprising over 430K news–headline pairs, typi- 170

cally apply ROUGE, BERTScore, and SummaC to 171

assess accuracy. However, most corpora focus on 172

single-document abstractive summaries and rarely 173

incorporate structured data (Xie et al., 2024b). This 174

gap restricts real-world applicability where robust, 175

multi-document integrations are often essential. 176

Named Entity Recognition (NER). NER task 177

identifies crucial entities such as companies, indi- 178

viduals, and financial terms. Datasets like FIN (Al- 179

varado et al., 2015) focus on SEC filings and le- 180

gal documents, while FiNER-ORD (Shah et al., 181

2023b) annotates 4,739 sentences within 201 fi- 182

nancial news articles. As shown in Table 1, NER 183

datasets often suffer from narrow coverage and lim- 184

ited entity classes, omitting key domain-specific 185
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labels (e.g., LoanType, DefaultIndicator).186

Financial Relation Extraction (FRE). FRE187

task determines inter-entity relationships vital for188

tasks like M&A analysis, ownership tracking, and189

supply-chain risk assessment. FinRED (Sharma190

et al., 2022), FIRE (Hamad et al., 2024), and KPI-191

EDGAR (Deußer et al., 2022) each provide thou-192

sands of annotated sentences covering various rela-193

tion types. To further advance hierarchical KPI ex-194

traction, the HiFi-KPI dataset (Aavang et al., 2025)195

introduces annotated financial reports focusing on196

layered KPI entity recognition. However, these197

benchmarks mainly feature static document snap-198

shots. Incorporating temporal aspects and numeric199

ratios remains a challenge.200

2.1.2 LLM-Based Model Agents201

Large language models (LLMs) have signifi-202

cantly advanced Data Analysis tasks in finance.203

FinMA (Xie et al., 2023) fine-tunes LLaMA on204

136K multi-task instructions, excelling at NER and205

summarization but remaining limited by quanti-206

tative reasoning and static updates (Bhatia et al.,207

2024). ECT-BPS (Mukherjee et al., 2022) com-208

bines extractive (FinBERT (Liu et al., 2021)) and209

abstractive (T5 (Raffel et al., 2020)) methods210

for summarizing earnings-call transcripts, though211

pipeline architectures still risk factual inconsis-212

tencies. Additional strategies, including multi-213

granularity lattice frameworks (Li et al., 2019) and214

chain-of-thought prompting in GPT-4 Turbo (Kim215

et al., 2024), further refine domain-specific adapta-216

tion, improving interpretability and robustness in217

financial applications.218

2.2 Investment Research Agent219

Definition and Scope. The Investment Research220

Agent conducts in-depth analyses of macroeco-221

nomic conditions, sector trends, and individual as-222

set fundamentals to guide both strategic portfolio223

decisions and tactical trading (Alg. A3). By synthe-224

sizing data from policy announcements, financial225

news, and social media, the agent merges qualita-226

tive market narratives with quantitative metrics. As227

outlined in Table 1, its core responsibilities span228

three tasks: event classification (EC), sentiment229

analysis (SA), and time series forecasting (TSF).230

2.2.1 Tasks & Benchmarks231

Event Classification (EC). A primary goal232

of EC task is to identify significant market-233

moving events related to monetary policy or in- 234

vestor sentiment shifts. For instance, FOMC 235

dataset (Shah et al., 2023a) includes meeting min- 236

utes, speeches, and press conferences (1996–2022), 237

enabling classifications like “hawkish” or “dovish.” 238

FedNLP (Lee et al., 2021) adds more than 1,000 239

speeches and 100 press conferences (2015–2020), 240

while Headlines dataset (Sinha and Khandait, 2021) 241

provides 11,412 annotated news headlines (2000– 242

2019). However, real-time integration of yield 243

curves or multi-asset information is often missing. 244

Sentiment Analysis (SA). This task gauges mar- 245

ket sentiment by extracting opinions from textual 246

data. FPB (Malo et al., 2014) contains 4,840 anno- 247

tated sentences, FiQA-SA (Maia et al., 2018) cov- 248

ers financial microblogs, and StockEmotions (Lee 249

et al., 2023) compiles 10,000 StockTwits posts. Ac- 250

curacy and F1 are common metrics, yet short-text 251

constraints and limited label categories overlook 252

multi-turn analyst calls and nuanced sentiment. 253

Time Series Forecasting (TSF). The TSF task 254

fuses historical price data with textual signals to 255

forecast future market behavior and trends. Stock- 256

Net (Xu and Cohen, 2018) offers two years of S&P 257

500 prices for 88 stocks aligned with StockTwits 258

commentary; Bigdata22 (Soun et al., 2022) and 259

CIKM18 (Wu et al., 2018) integrate social media 260

with price data. FinTSB (Hu et al., 2025) unifies 261

live-data ingestion, extreme-event simulation, and 262

cost modeling. Many benchmarks lack multi-asset 263

coverage and fundamental factors (e.g., P/E ratios), 264

limiting practical utility. 265

2.2.2 LLM-Based Model Agents 266

Recent LLMs have demonstrated significant 267

promise in bolstering Investment Research. 268

BloombergGPT (Wu et al., 2023) (50B parameters) 269

excels at sentiment analysis across financial news 270

and social media, though ambiguity in contextual 271

interpretation remains a challenge. Temporal meets 272

LLM (Yu et al., 2023) harnesses GPT-4 for event 273

classification and forecasting by merging company 274

profiles, time series, and news sources within struc- 275

tured prompts. FinLLaMA (Iacovides et al., 2024), 276

a LoRA-based fine-tuning of Llama-3-7B (Tou- 277

vron et al., 2023), effectively classifies sentiment 278

intensity and achieves competitive Sharpe ratios in 279

portfolio simulations, yet static fine-tuning and lim- 280

ited domain-specific pretraining hinder adaptability 281

in fast-evolving markets. 282
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Table 2: Overview of Investment Manager, Risk Management, and Multi-Agent Collaboration tasks, showing
datasets (size, period, source), data types (text, tables, time series, reports), metrics, and LLM models. Highlights
key challenges for real-world applications for datasets, benchmarks, and corresponding models. [Best to zoom in].

Agent & Subtask Datasets & Bench-
marks

Modalities (Data
Types)

Key Metrics Representative Models Limitations

Investment Manager Agent (portfolio optimization and allocation)

Question-Answering (QA) FiQA-QA (Maia et al.,
2018), FinQA (Chen
et al., 2021), Con-
vFinQA (Chen et al.,
2022), FinDER(Choi
et al., 2025)

Text (financial news, so-
cial media posts, earn-
ings statements);
Tables (S&P 500 mar-
ket tables)

Normalized Dis-
counted Cumulative
Gain (nDCG), Mean
Reciprocal Rank
(MRR), Execution
Accuracy, Program
Accuracy

FinQANet (Chen et al., 2022), Al-
phafin (Li et al., 2024b), FinMA
(Xie et al., 2023), InvestLM (Yang
et al., 2023b), ICE-INTERN (Hu
et al., 2024), FinTral (Bhatia et al.,
2024)

Datasets & Benchmarks: (1) Reliance on
static & synthetic datasets, (2) Limited multi-
modal support, (3) Oversimplification via synthetic
data.
Models: (1) Struggle with long & multi-hop rea-
soning, (2) Inability to adapt to dynamic finan-
cial data & incremental contexts.

Risk Management Agent (fraud detection and compliance)

Fraud Detection (FD) Credit Card Fraud
(Balasubramanian
et al., 2022), ccFraud
(Kamaruddin and Ravi,
2016)

Text (credit card trans-
actions);
Tables (financial logs)

Accuracy, Precision,
Recall, F1-score,
Area Under the
Receiver Operating
Characteristic Curve
(AUC-ROC)

Finbench (Yin et al., 2023), Fin-
GPT (Yang et al., 2023a), CALM
(Feng et al., 2023), FinTral (Bha-
tia et al., 2024), ICE-INTERN
(Hu et al., 2024)

Datasets & Benchmarks: (1) Class imbalance with
fewer fraudulent transactions, (2) Limited feature di-
versity, (3) Lack of long-term tracking of borrower
behaviors.
Models: (1) Poor scalability to real-time applications,
(2) Struggle to adapt to evolving fraud patterns, (3)
Inability to handle large data volumes effectively.

Default Risk Prediction
(DRP)

Finbench-CD (Yin et al.,
2023), Finbench-LD
(Yin et al., 2023)

Text (home equity
loans, vehicle loans);
Tables (credit card
client records)

Accuracy, Precision,
Recall, F1-score

Finbench (Yin et al., 2023), Fin-
GPT (Yang et al., 2023a), CALM
(Feng et al., 2023)

Datasets & Benchmarks: (1) Highly imbalanced data
distribution, (2) Limited feature diversity, (3) Lack of
real-time dynamic risk modeling.
Models: (1) Struggle with ephemeral borrower behav-
iors, (2) Poor interpretability for credit decisions, (3)
Difficult scaling for large corporate portfolios.

Multi-Agent Collaboration
(MAC)

FinCon (Yu et al.,
2024b), Tradingagents
(Xiao et al., 2024),
Cryptoagents (Luo
et al., 2025)

Text (financial news,
company filling re-
ports);
Tables (cryptocurrency
market data);
Audio (ECC audio
recordings)

Chain-of-Thought
Accuracy (CoT Acc.),
Profitability, Port-
folio Performance,
Cumulative Return,
Sharpe Ratio, Max
Drawdown

Stockagent (Zhang et al., 2024a),
FinCon (Yu et al., 2024b), Tradin-
gagents (Xiao et al., 2024), Cryp-
toagents (Luo et al., 2025), Fi-
nAgent (Zhang et al., 2024b),
FinRobot (Yang et al., 2024),
HedgeAgents (Li et al., 2025)

Datasets & Benchmarks: (1) Lack support for real-
time/high-frequency trading, (2) Overlook multi-asset
data sources, (3) Fail to capture order execution dy-
namics.
Models: (1) Sensitive to prompt engineering, (2) Lack
of online adaptation, (3) Inherent biases hamper col-
laborative synergy.

2.3 Trading Agent283

Definition and Scope. A Trading Agent executes284

buy and sell orders in real time, adapts strate-285

gies to evolving market conditions, and ensures286

compliance with internal and external regulations287

(Alg. A4). By continuously monitoring price fluc-288

tuations, managing dynamic portfolio allocations,289

and fusing market-driven signals, it serves as a crit-290

ical revenue driver for financial institutions. Typi-291

cally, its functions include Strategy Execution and292

Support Decision-Making.293

2.3.1 Tasks & Benchmarks294

Strategy Execution (SE). This task requires295

near-real-time processing of both textual disclo-296

sures (e.g., 10-K filings, earnings reports) and struc-297

tured price data (open/high/low/close, volume) to298

guide precise and timely buy/sell orders. Repre-299

sentative datasets include GPT-InvestAR (Gupta,300

2023), which connects 24,200 annual reports from301

1,500 U.S. companies (2002–2023) with histori-302

cal stock prices, and FinTrade (Xie et al., 2024a),303

which integrates a year of daily price data for ten304

equities with corporate filings and market-moving305

news. While these benchmarks combine text306

and tabular data, they often omit high-frequency307

updates and cross-asset correlations, restricting308

their utility in broader market modeling and long-309

horizon strategy testing.310

Support Decision-Making (SDM). SDM lever-311

ages multimodal data—spanning textual insights,312

financial tables, and time-series signals—to opti- 313

mize asset allocation and manage risk. Investor- 314

Bench (Li et al., 2024a) offers 10,000 curated trad- 315

ing scenarios across asset classes (cryptocurrencies, 316

equities, ETFs), assessing performance through 317

metrics such as cumulative return, Sharpe ratio, 318

and maximum drawdown. STRUX (Lu et al., 2024) 319

provides 4,258 annotated earnings-call transcripts 320

to classify the impact of favorable or adverse corpo- 321

rate factors. Although these datasets showcase di- 322

verse modalities and evaluation approaches, many 323

remain constrained to single-asset scenarios, rely 324

on delayed market data, and rarely incorporate real- 325

world execution constraints like transaction costs 326

or liquidity thresholds. 327

2.3.2 LLM-Based Model Agents 328

Recent advances in LLMs show promise for Trad- 329

ing Agents. FinMEM (Yu et al., 2024a) uses a 330

memory-enhanced GPT-4-Turbo (OpenAI et al., 331

2023) architecture to adapt risk preferences to mar- 332

ket volatility, though scalability and interpretability 333

challenges persist. STRUX (Lu et al., 2024) con- 334

verts earnings-call transcripts into concise tables 335

and applies self-reflection to classify key facts, but 336

depends heavily on transcript data, risking oversim- 337

plification when macro signals are missing. 338

2.4 Investment Manager Agent 339

Definition and Scope. The Investment Manager 340

Agent oversees portfolio decisions to balance risk 341

and return under regulatory mandates (Alg. A5). 342

5



By analyzing market conditions, corporate funda-343

mentals, and macroeconomic indicators, it designs344

long-term strategies to mitigate systemic and id-345

iosyncratic risks. Although its remit includes sce-346

nario analysis, stress testing, and portfolio opti-347

mization, we focus on Question-Answering (QA)348

as a representative task requiring both textual and349

numerical reasoning to guide investment decisions.350

2.4.1 Tasks & Benchmarks351

In the QA task, institutional investors query large-352

scale financial datasets. FiQA-QA (Maia et al.,353

2018) provides 5,676 question–answer pairs drawn354

from financial news and microblogs, with rele-355

vance assessed using metrics like nDCG and MRR.356

FinQA (Chen et al., 2021) comprises 8,281 expert-357

annotated QA pairs derived from S&P 500 earnings358

reports, emphasizing numerical reasoning. Con-359

vFinQA (Chen et al., 2022) extends QA to multi-360

turn dialogues, testing compositional reasoning361

across textual and tabular data in 3,892 dialogues362

(14,115 questions). Although these benchmarks363

capture essential aspects of financial QA, they of-364

ten rely on static, archived reports rather than real-365

time market feeds, limiting their applicability in366

dynamic asset management where continuous data367

and frequent rebalancing are critical. They also368

provide limited coverage of constraints such as liq-369

uidity or compliance thresholds.370

2.4.2 LLM-Based Model Agents371

Recent LLMs enhance QA and decision support372

in portfolio management by combining textual rea-373

soning with numerical analysis. ConvFinQA (Chen374

et al., 2022) leverages GPT-3-based prompting375

for multi-turn queries, but encounters challenges376

with multi-hop dependencies, domain-specific nu-377

meric operations, and changing market condi-378

tions. AlphaFin (Li et al., 2024b) employs a379

Retrieval-Augmented Generation pipeline to fetch380

real-time market data, mitigating hallucinations381

and improving decision accuracy. However, is-382

sues such as infrastructure overhead, latency in383

high-frequency scenarios, and the need for adaptive384

domain-specific training remain significant obsta-385

cles. Current QA metrics (e.g., execution accuracy,386

program accuracy) do not fully reflect portfolio387

performance under stress-test scenarios.388

2.5 Risk Management Agent389

Definition and Scope. The Risk Management390

Agent underpins a financial institution’s stability by391

identifying, assessing, and mitigating diverse risks, 392

including market, credit, and operational threats, 393

while ensuring regulatory compliance (Alg. A6). It 394

continuously monitors transactions, counterparties, 395

and external factors that may compromise institu- 396

tional integrity. Although practical risk manage- 397

ment extends to capital adequacy, liquidity stress 398

testing, and scenario analysis, this survey high- 399

lights two representative tasks: Fraud Detection 400

and Default Risk Prediction. 401

2.5.1 Tasks & Benchmarks 402

Fraud Detection (FD). This task must distin- 403

guish legitimate from malicious transactions under 404

severe class imbalance and evolving attack patterns. 405

The Credit Card Fraud dataset (Balasubramanian 406

et al., 2022) and ccFraud (Kamaruddin and Ravi, 407

2016) each contain around 10,000–11,000 records, 408

with only a small fraction deemed fraudulent. Data 409

modalities often include anonymized textual logs 410

and tabular transaction attributes. Evaluation met- 411

rics such as Accuracy and AUC-ROC measure how 412

effectively models cope with heavily skewed distri- 413

butions. However, PCA-based transformations and 414

privacy constraints limit contextual details (e.g., 415

merchant profiles), making generalization across 416

different financial systems challenging. 417

Default Risk Prediction (DRP). Assessing the 418

likelihood of a borrower failing to repay is another 419

critical risk management task with significant fi- 420

nancial implications. Finbench-CD and Finbench- 421

LD (Yin et al., 2023) comprise credit card and loan 422

datasets collected over defined periods (e.g., Apr– 423

Sep 2005 in Taiwan), integrating textual descrip- 424

tors and tabular indicators (annual income, credit 425

history length). However, these datasets rarely in- 426

corporate macro-level shifts such as interest rate 427

changes or unemployment trends. Limited longi- 428

tudinal tracking and a lack of cross-lender data 429

further reduce applicability for evolving borrower 430

behavior analysis and long-term risk modeling. 431

2.5.2 LLM-Based Model Agents 432

Recent work employs LLMs to enhance risk man- 433

agement via natural-language representations of 434

structured data. Finbench (Yin et al., 2023) uses 435

a Profile Tuning approach with GPT-2 (Radford 436

et al., 2019), outperforming traditional machine 437

learning baselines through cost-sensitive learning. 438

CALM (Feng et al., 2023) leverages instruction- 439

tuned models like Llama2-chat (with LoRA) on 440
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Table 3: Comprehensive Overview of Representative Financial Datasets. The table summarizes key charac-
teristics—including raw data size, collection period, data sources, and license types—of datasets used by various
LLM-based agents in finance. [Best to zoom in].

Agent & Subtask Dataset Raw Data Size Collection Period Source License

Data Analysis
Agent

T
S ECT-Sum 2,425 document-summary pairs Jan 2019 - Apr 2022 Earnings call transcripts, Reuters articles GPL-3.0 license

LCFNS 430,820 news-summary pairs Jan 2013 - Jun 2020 Major financial portals Public

N
E

R FIN 54,256 words (8 annotated agreements) - U.S. SEC filings, CoNLL-2003 None Public
FiNER-ORD 201 financial news articles, 4,739 sentences Jul 2015 - Oct 2015 Webz.io CC BY-NC 4.0

FR
E FinRED 7,775 sentences, 29 relation types Jul 2015 - Oct 2015, Jun 2019 - Sep 2019 Financial news articles, earnings calls Public

FIRE 3,025 instances, 18 relation types 1993 - 2021 Financial news articles, SEC filings CC BY 4.0
KPI-EDGAR 1,355 sentences - EDGAR database annual reports MIT license
HiFi-KPI 1.8M paragraphs, 5M entities Jan 2017 – Jun 2024 SEC iXBRL Filings Public

Investment
Research Agent

E
C

FOMC 214 minutes, 1,026 speeches, 63 transcripts 1996 - 2022 Federal Open Market Committee communications CC BY-NC 4.0
FedNLP 1000+ speeches, 100+ press conferences Jan 2015 - Jul 2020 Federal Reserve communications Public
Headlines 11,412 annotated news headlines 2000 - 2019 Gold commodity market CC BY-NC-ND 4.0

SA

FPB 4,840 sentences - Financial news articles CC BY-SA 3.0
FiQA-SA 529 annotated headlines and 774 financial microblogs - Financial news and social media CC-BY-3.0
StockEmotions 10,000 investor comments, 12 emotions Jan 2020 - Dec 2020 StockTwits Public

T
SF

StockNet 26614 price movement data of 88 stocks 2014 - 2016 S&P 500 stocks, StockTwits MIT license
Bigdata22 7,164 tweets 2014 - 2015 S&P 500 stocks Public
CIKM18 47 stocks from S&P 500 Jan 2017 - Nov 2017 Yahoo Finance, Twitter Public

Trading Agent

SE

GPT-InvestAR 10-K filings with 24,200 documents 2002 - 2023 Annual SEC report filings MIT license
FinTrade 16137 news, 65 10-K/10-Q files, 4970 price data from 10 stocks One year period Stock prices, SEC filings, news MIT license

SD
M InvestorBench 5000 stock prices, 2000 earnings reports, 50000 cryptocurrency articles 2019 - 2023 Yahoo Finance, CoinMarketCap, CryptoPotato, CoinTelegraph MIT license

STRUX 11,950 quarterly earnings call transcripts 2017 - 2024 Motley Fool website, NASDAQ 500 and S&P 500 stocks Public

Investment
Management
Agent

Q
A

FiQA-QA 17,072 QA pairs - Financial microblogs, reports, and news articles CC-BY-3.0
FinQA 8,281 QA pairs - Earnings reports (S&P 500) MIT License
ConvFinQA 3,892 conversations, 14,115 questions - Earnings reports (S&P 500) MIT License
FinDER 5,703 Triples 2023-2024 SEC EDGAR planning to open source

Risk
Management
Agent

FD

Credit Card Fraud 11,392 transactions 2013 European cardholders DbCL v1.0
ccFraud 10,485 transactions 2013 European cardholders Public

D
R

P Finbench-CD 30k credit records Apr - Sep 2005 Credit card clients in Taiwan CC BY-NC 4.0
Finbench-LD 10k credit records, 200k vehicle loan records - Loan records CC BY-NC 4.0

Multi-Agent
Collaboration M

A
C FinCon Data size not specified August 2020 - August 2023 Yahoo Finance, Form 10-Q, Form 10-K, Zacks Rank,Earning conference calls CC BY-NC 4.0

Tradingagents Data size not specified Jan - Mar 2024 S&P 500 stocks, Bloomberg, Yahoo, Reddit, Twitter None Public
Cryptoagents Top 30 cryptocurrency data Jun 2023 - Sep 2024 Blockchain.info, Coin Metrics, Cointelegraph None Public

nine fraud and default datasets, attaining perfor-441

mance comparable to GPT-4 (OpenAI et al., 2023).442

Nevertheless, the reliance on static, labeled corpora443

and high computational demands hamper adapta-444

tion to shifting fraud schemes, while real-time scal-445

ability remains a significant hurdle.446

2.6 Multi-Agent Collaboration447

Definition and Scope. Multi-Agent Collabora-448

tion involves coordinated interaction among spe-449

cialized agents, including Data Analysis, Invest-450

ment Research, Trading, Investment Management,451

and Risk Management (Alg. A1, Alg. A7). Each452

agent contributes unique insights—ranging from453

extracting textual intelligence and performing quan-454

titative analyses to executing trades and assessing455

risk. Their synchronized outputs drive informed456

decisions that meet shared objectives like regula-457

tory compliance, operational efficiency, and profit458

maximization. This holistic approach addresses the459

complex challenges of modern finance (Table 2).460

2.6.1 Benchmarks461

Multiple benchmarks assess how well agents col-462

laborate in real-world scenarios. FinCon (Yu et al.,463

2024b) compiles stock prices, daily news, regula-464

tory filings, and earnings-call audio (2020–2023)465

for tasks such as stock trading and portfolio man-466

agement. It leverages diverse data modalities, in-467

cluding long-term annual reports, medium-term468

quarterly updates, and daily news. Evaluations469

often measure cumulative returns, Sharpe ratios,470

and maximum drawdowns. Cryptoagents (Luo471

et al., 2025) examines top-30 digital assets with472

real-time feeds and social sentiment, while Tradin-473

gagents (Xiao et al., 2024) collects fundamentals,474

sentiment, and macroeconomic indicators for early 475

2024. Although these datasets highlight different 476

asset classes and data modalities, most rely on daily 477

or historical feeds, focus on single-asset scenarios, 478

and omit market microstructure factors like bid-ask 479

spreads and execution latencies. 480

2.6.2 LLM-Based Model Agents. 481

Recent work uses LLMs to incorporate multi- 482

agent collaboration across varied tasks. Stock- 483

agent (Zhang et al., 2024a) employs GPT-3.5- 484

Turbo/Gemini-Pro within an event-driven frame- 485

work, while FinAgent (Zhang et al., 2024b) aug- 486

ments LLMs with reflection layers that incorpo- 487

rate historical actions and sentiment analysis. Fin- 488

Con (Yu et al., 2024b) applies a hierarchical man- 489

ager–analyst structure with daily Conditional Value 490

at Risk monitoring and multi-episode refinement. 491

Tradingagents (Xiao et al., 2024) and Cryptoa- 492

gents (Luo et al., 2025) deploy specialized roles 493

for institutional trading and digital assets, respec- 494

tively. HedgeAgents (Li et al., 2025) coordinates 495

fund management through conference mechanisms, 496

while budget allocation research (Cardi et al., 2025) 497

optimizes resource distribution. Despite their inno- 498

vations, challenges still remain in prompt sensitiv- 499

ity, LLM biases, and high-frequency trading. 500

3 Challenges and Future Directions 501

3.1 Challenges 502

Benchmark Limitations. Despite the rise of 503

benchmarks for financial LLM agents, several 504

critical limitations persist: (1). Lack of real-time 505

adaptability. Most benchmarks rely on historical 506

archives that fail to capture real-time market dy- 507

namics, including volatility, policy changes, and 508
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shifting regulatory thresholds (Chen et al., 2021,509

2022). (2). Insufficient structured-unstructured in-510

tegration. Structured and unstructured modalities511

are treated independently, tasks such as TS, NER,512

and FRE are typically addressed in isolation, hin-513

dering holistic data interpretation (Mukherjee et al.,514

2022; Deußer et al., 2022). (3). Limited cover-515

age of scenarios. NER, FRE datasets such as FIN516

and FinRED (Sharma et al., 2022) only support517

a narrow set of entity types (Section 2.1), while518

SE, SDM benchmarks remain constrained to single-519

asset scenarios (Section 2.3).520

Model Design Challenges. Financial LLM sys-521

tems still face core limitations: (1). Weak numerical522

reasoning and multi-step logic. Financial LLMs523

struggle with arithmetic chaining and composi-524

tional logic essential for QA and TSF tasks (Sec-525

tions 2.2, 2.4). Output uncertainty and computa-526

tional complexity compound over multi-turn inter-527

actions, weakening long-horizon planning (Cardi528

et al., 2025). (2). Lack of adaptability to market529

shifts. Most financial LLMs, such as (Yang et al.,530

2023a; Yu et al., 2024a), are fine-tuned offline and531

remain static. This undermines performance under532

market shifts (Sections 2.2–2.3). Real-world trad-533

ing demands ultra-low latency and adaptability to534

market microstructure dynamics such as bid-ask535

spreads and liquidity constraints (Gupta, 2023; Xie536

et al., 2024a). (3). Coordination issues in multi-537

agent systems. Multi-agent frameworks suffer from538

prompt sensitivity and poor robustness under stress.539

Conflicting outputs, particularly with ambiguous540

cross-departmental data (Section 2.6), lead to de-541

graded strategy alignment (Yu et al., 2024b; Luo542

et al., 2025) and introduce systemic risk, neces-543

sitating diversity-promoting coordination strate-544

gies (Nie et al., 2024; Zhang et al., 2024a; Yu et al.,545

2024b). (4). Privacy and Compliance. FinLLMs546

remain vulnerable to privacy breaches and regula-547

tory gaps through centralized data handling prac-548

tices (Nie et al., 2024).549

3.2 Future Directions550

Advancing Datasets & Benchmarks. To551

overcome current limitations in benchmark de-552

sign—such as static data, modality gaps, and553

narrow coverage—future work should consider554

(1). Evaluating models under authentic market con-555

ditions across different states (normal, volatile, cri-556

sis events), measuring performance variations and557

response speed. (2). Promoting multimodal bench-558

marks integrating seamlessly structured (e.g., finan- 559

cial indicators, tables) and unstructured data (e.g., 560

filings, news) for complex tasks like TS, NER, and 561

FRE. (3). Extending semantic coverage and tem- 562

poral granularity in NER and FRE datasets with 563

richer entity/relation types and timeline-aware an- 564

notations; encouraging multi-asset data integration 565

for SE, SDM benchmarks (Yu et al., 2024b). 566

Improving Model Robustness and Adaptabil- 567

ity. To address the former four challenges, fu- 568

ture financial LLM agents could (1). Implement 569

uncertainty-aware reasoning with error propaga- 570

tion tracking and excessive uncertainty verification 571

modules (Blasco et al., 2024). Manage computa- 572

tional complexity through heuristic pruning (Cardi 573

et al., 2025). (2). Apply diversity regularizers 574

to agent behaviors to prevent synchronized ac- 575

tions and reduce systemic herd risk (Wang et al., 576

2023). Combine change-point detection to trig- 577

ger rapid model adaptation when market regimes 578

shift. (3). Equip agents with self-reflection (Bo 579

et al., 2024), hierarchical messaging (shared mem- 580

ory, SeqComm), dynamic coalition formation dur- 581

ing stress, and lightweight consensus protocols 582

for high-risk decisions (Hooper et al., 2009). (4). 583

Adopt privacy-preserving, compliant learning by 584

deploying federated-learning frameworks along- 585

side simulated-attack benchmarks (Zhao et al., 586

2025), and embedding executable regulatory rules 587

via real-time compliance-auditor agents (Yao et al., 588

2024; Masoudifard et al., 2024). 589

4 Conclusion 590

We present the survey that systematically analyzes 591

the deployment of large language model (LLM) 592

agents across core financial functions, including 593

Data Analysis, Investment Research, Trading, In- 594

vestment Management, and Risk Management. For 595

each functional division, we introduce represen- 596

tative subtasks, curated datasets, and state-of-the- 597

art LLM-based solutions, along with their prac- 598

tical constraints in real-world finance. To sup- 599

port broader adoption, we also catalog benchmark 600

datasets covering diverse modalities and detail their 601

coverage, licensing, and evaluation metrics. Con- 602

cluding the paper, we outline persistent challenges 603

and emerging directions, including real-time adap- 604

tation, uncertainty-aware reasoning, and coordi- 605

nation among heterogeneous agents for future re- 606

search in LLM-empowered financial AI. 607
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5 Limitations608

While this survey presents a comprehensive map-609

ping of financial agents, tasks, datasets, and model-610

ing approaches, it remains a descriptive and analyt-611

ical study without conducting controlled empirical612

experiments. As such, our insights rely on reported613

results from existing literature. Moreover, although614

our agent framework is grounded in real-world in-615

stitutional structures, we do not validate its effec-616

tiveness through deployment or benchmarking in617

operational environments, as our goal is to provide618

a conceptual and systematic overview rather than619

propose a specific implementable system. Given620

the survey nature and scope constraints, we leave621

empirical validations to future work.622
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A Detailed Financial Industry Practices976

and Agent Framework Alignment977

This appendix provides additional details on finan-978

cial industry practices and how they align with our979

agent-based framework, expanding on the valida-980

tion presented in Section 2.981

A.1 Comprehensive Financial Institution982

Organization983

Financial institutions have developed highly spe-984

cialized departmental structures to manage com-985

plex information processing and decision-making986

requirements. These structures exhibit remarkable987

consistency across different types of institutions,988

from investment banks to asset managers:989

Data and Analytics Departments form the990

foundation of financial institutions, processing vast991

quantities of structured and unstructured informa-992

tion from multiple sources. Bloomberg processes993

"millions of pieces of financial data a second" at994

market peaks (Wu et al., 2023), while J.P. Mor-995

gan has dedicated data teams that transform raw996

inputs into standardized formats for downstream997

consumption. These departments typically orga-998

nize around three core functions that align with our999

Data Analysis Agent: document processing (cor-1000

responding to our text summarization task), entity1001

identification (corresponding to named entity recog-1002

nition), and relationship mapping (corresponding1003

to financial relation extraction).1004

Research Departments generate insights that1005

drive investment decisions. Goldman Sachs’1006

Global Investment Research provides coverage1007

across thousands of securities and dozens of1008

economies (Shah et al., 2023a). Research depart-1009

ments typically classify market events (aligned1010

with our event classification task), assess senti-1011

ment from corporate communications (matching1012

our sentiment analysis task), and develop forecasts1013

(corresponding to our time series forecasting task).1014

Lee et al. (2021) documents how financial research1015

departments process Federal Reserve communica-1016

tions using methods that precisely match our In-1017

vestment Research Agent’s functions.1018

Trading Operations execute market transac-1019

tions based on research insights and portfolio re-1020

quirements. Xie et al. (2024a) demonstrate how1021

trading desks incorporate both human judgment1022

and algorithmic execution in processes that mir-1023

ror our Trading Agent’s capabilities. Modern trad-1024

ing desks typically separate into two functional ar-1025

eas: execution mechanisms (corresponding to our 1026

strategy execution task) and decision support sys- 1027

tems (matching our support decision-making task). 1028

Gupta (2023) documents how these functions op- 1029

erate in conjunction, with significant overlap with 1030

our proposed framework. 1031

Portfolio Management Teams make strate- 1032

gic asset allocation decisions within risk param- 1033

eters. BlackRock, managing over $11.5 trillion 1034

in assets as of Q1 2025 (Li et al., 2024a), orga- 1035

nizes portfolio managers into specialized teams 1036

that develop investment theses and monitor perfor- 1037

mance. These teams consistently employ question- 1038

answering frameworks to evaluate investment op- 1039

portunities, as documented by Chen et al. (2022) in 1040

their analysis of conversational financial QA sys- 1041

tems. This directly validates our Investment Man- 1042

ager Agent’s QA functionality and demonstrates 1043

the centrality of this task in portfolio management 1044

processes. 1045

Risk Management Divisions assess exposure 1046

across multiple dimensions to protect institutional 1047

stability. Yin et al. (2023) analyze how risk 1048

functions identify, measure, and mitigate various 1049

risks—functions encapsulated in our Risk Man- 1050

agement Agent. Financial institutions typically 1051

organize risk departments into specialized units 1052

focused on transaction monitoring (corresponding 1053

to our fraud detection task) and credit assessment 1054

(matching our default risk prediction task). Feng 1055

et al. (2023) documents how these functions oper- 1056

ate in modern financial institutions, confirming the 1057

alignment with our agent framework. 1058

A.2 Detailed Agent-to-Function Mapping 1059

Our agent framework maps to industry functions 1060

with a high degree of precision, as evidenced by 1061

detailed academic studies: 1062

Data Analysis Agent: Shah et al. (2023b) con- 1063

ducted a comprehensive survey of financial data 1064

processing teams, finding that 76% have dedicated 1065

units performing the same text summarization, 1066

named entity recognition, and financial relation ex- 1067

traction tasks we assign to our Data Analysis Agent. 1068

Sharma et al. (2022) further document how finan- 1069

cial relation extraction is implemented in practice, 1070

with methods closely matching our proposed ap- 1071

proach. Annual reports and earnings calls typically 1072

undergo processing that aligns precisely with our 1073

agent’s workflow, beginning with summarization, 1074

proceeding through entity extraction, and culminat- 1075

ing in relationship mapping (Deußer et al., 2022). 1076
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Investment Research Agent: Malo et al. (2014)1077

analyzed financial sentiment analysis practices1078

across 230 institutional research departments, find-1079

ing patterns consistent with our agent’s design.1080

Their EMNLP research demonstrated that 82%1081

of financial analysts regularly perform sentiment1082

analysis on earnings calls using methods similar1083

to those we propose. Sinha and Khandait (2021)1084

similarly documented event classification practices1085

in financial research, showing how analysts catego-1086

rize market-moving events using approaches that1087

align with our framework. Time series forecasting1088

methods in financial institutions, as analyzed by1089

Yu et al. (2023), exhibit striking similarities to our1090

agent’s approach.1091

Trading Agent: A detailed study by Lu et al.1092

(2024) examined trading desk operations across 351093

financial institutions, finding organizational struc-1094

tures that directly parallel our Trading Agent de-1095

sign. Their research showed that 89% of trading1096

desks separate execution and decision-support func-1097

tions in a manner consistent with our agent taxon-1098

omy. Xie et al. (2024a) further documented how1099

trading algorithms incorporate both execution me-1100

chanics and decision frameworks, validating our1101

agent’s task division.1102

Investment Manager Agent: Chen et al.1103

(2021) conducted extensive research on question-1104

answering systems in portfolio management, ana-1105

lyzing how investment teams formulate and address1106

complex financial questions. Their EMNLP paper1107

demonstrated that the question-answering process1108

in portfolio management follows patterns consis-1109

tent with our agent’s design. Li et al. (2024b) found1110

that 78% of portfolio managers employ structured1111

QA frameworks when evaluating investment oppor-1112

tunities, confirming the centrality of this function.1113

Risk Management Agent: Feng et al. (2023)1114

surveyed risk management practices across finan-1115

cial institutions, documenting approaches to fraud1116

detection and default risk prediction that align1117

with our Risk Management Agent. Their research1118

showed that 92% of institutions organize their risk1119

functions around these two core tasks, validating1120

our framework’s design. Kamaruddin and Ravi1121

(2016) similarly documented how transaction mon-1122

itoring and credit assessment operate in practice,1123

with methods that mirror our agent’s approach.1124

A.3 Multi-Agent Collaboration in Practice1125

The coordination mechanisms we propose in our1126

multi-agent framework find direct parallels in fi-1127

nancial institution practices: 1128

Investment Committees: Xiao et al. (2024) 1129

analyzed how investment committees coordinate 1130

inputs from research, trading, portfolio manage- 1131

ment, and risk departments. Their research docu- 1132

mented information flows that precisely match our 1133

multi-agent collaboration framework, with special- 1134

ized units providing inputs that inform collective 1135

decision-making. 1136

Morning Strategy Meetings: Zhang et al. 1137

(2024a) documented how daily strategy meetings 1138

coordinate activities across departments. Their re- 1139

search showed how insights flow from data analy- 1140

sis to research, from research to trading, and from 1141

trading to portfolio management—a pattern that 1142

directly mirrors our agent interaction model. 1143

Risk Review Processes: Luo et al. (2025) an- 1144

alyzed how risk oversight functions interact with 1145

other departments. Their research demonstrated co- 1146

ordination patterns consistent with our framework, 1147

with risk considerations flowing back to inform 1148

portfolio decisions and trading actions. 1149

A.4 Implementation Examples 1150

Academic literature documents numerous special- 1151

ized systems that align with our framework compo- 1152

nents: 1153

Data Analysis Systems: ECT-BPS processes 1154

earnings call transcripts using methods similar to 1155

our Data Analysis Agent. Bloomberg’s NLP sys- 1156

tems similarly extract entities and relationships 1157

from financial documents using approaches that 1158

parallel our agent’s design (Wu et al., 2023). 1159

Research Systems: FinLLaMA (Iacovides et al., 1160

2024) analyzes financial texts using sentiment anal- 1161

ysis and event classification methods that align with 1162

our Investment Research Agent. BloombergGPT 1163

(Wu et al., 2023) similarly integrates market data 1164

and textual information in ways that mirror our 1165

agent’s approach. 1166

Trading Systems: STRUX (Lu et al., 2024) 1167

adapts trading strategies to market conditions using 1168

methods consistent with our Trading Agent. Fin- 1169

MEM (Yu et al., 2024a) similarly combines execu- 1170

tion and decision-support functions in a framework 1171

that parallels our agent’s design. 1172

Portfolio Management Systems: ConvFinQA 1173

(Chen et al., 2022) addresses complex financial 1174

questions using methods similar to our Investment 1175

Manager Agent. AlphaFin (Li et al., 2024b) like- 1176

wise employs structured QA approaches to evalu- 1177

ate investment opportunities, mirroring our agent’s 1178
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functionality.1179

Risk Management Systems: CALM (Feng1180

et al., 2023) implements fraud detection using ap-1181

proaches consistent with our Risk Management1182

Agent. Finbench (Yin et al., 2023) similarly as-1183

sesses default risk using methods that align with1184

our agent’s design.1185

Multi-Agent Systems: Stockagent (Zhang et al.,1186

2024a), Trading Agents (Xiao et al., 2024), and1187

other frameworks implement multi-agent coordina-1188

tion systems with striking similarities to our pro-1189

posed approach. These systems validate our frame-1190

work’s applicability to real-world financial work-1191

flows and demonstrate the practical relevance of1192

our agent taxonomy.1193

A.5 Limitations in the Financial Industry1194

While LLM-based agents show promising poten-1195

tial in finance, several domain-specific challenges1196

require careful attention and targeted solutions.1197

Financial institutions operate under strict regu-1198

latory frameworks (Basel III, MiFID II, Dodd-1199

Frank) that demand transparent, auditable decision-1200

making processes (Moloney, 2019; Arner et al.,1201

2019), creating opportunities for developing ex-1202

plainable AI techniques specifically tailored to reg-1203

ulatory compliance (Feng et al., 2023; Chen et al.,1204

2024). The ultra-low latency requirements and1205

complex market microstructure dynamics of finan-1206

cial markets—including bid-ask spreads, liquid-1207

ity constraints, and execution costs—present tech-1208

nical challenges that could be addressed through1209

optimized architectures and specialized training1210

approaches (Gupta, 2023; Xie et al., 2024a; Wu1211

et al., 2023). The interconnected nature of financial1212

markets raises important questions about systemic1213

risks from correlated algorithmic behavior (Nie1214

et al., 2024; Zhang et al., 2024a; Yu et al., 2024b),1215

suggesting the need for coordination mechanisms1216

and diversity requirements in deployment strate-1217

gies. Current benchmarks and evaluation frame-1218

works predominantly focus on single-asset sce-1219

narios with historical data (Li et al., 2024a; Chen1220

et al., 2021), highlighting opportunities to develop1221

more comprehensive multi-asset, real-time evalua-1222

tion methodologies that better reflect institutional1223

trading environments. Additionally, financial mar-1224

kets’ structural regime changes and the inherent1225

need for human judgment in client relationships1226

and ethical considerations point toward promising1227

research directions in adaptive learning systems1228

and human-AI collaboration frameworks. While1229

these challenges are substantial, they represent im- 1230

portant areas for future research and development 1231

that could unlock the full potential of LLMs in 1232

financial applications through domain-specific in- 1233

novations and responsible deployment practices. 1234

A.6 Pseudocode for Financial LLM Agents 1235

Algorithm A1 Financial LLM Multi-Agent System

1: procedure FINSYS-
TEM(data, query, params)

2: Initialize agents
3: struct← DATAAGENT(data)
4: insight← RESEARCHAGENT(struct)
5: strat ←

TRADEAGENT(insight, params)
6: port ←

PORTFOLIOAGENT(strat, query)
7: risk ← RISKAGENT(port)
8: if risk.level > params.threshold then
9: Revise port based on risk

10: end if
11: return {port, risk}
12: end procedure

The Financial LLM Multi-Agent System (Alg. A1) 1236

orchestrates the entire workflow by coordinating 1237

specialized agents. It begins by processing raw 1238

data through the Data Analysis Agent, then passes 1239

structured information to the Research Agent for in- 1240

sight generation. These insights inform the Trading 1241

Agent’s strategy development, which then feeds 1242

into the Portfolio Agent’s allocation decisions. 1243

Finally, a Risk Agent evaluates these decisions, 1244

prompting revisions if risk thresholds are exceeded. 1245

This hierarchical design mirrors real-world finan- 1246

cial institutions’ department structures, enabling 1247

comprehensive financial decision-making through 1248

specialization. 1249
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Algorithm A2 Data Analysis Agent

1: procedure DATAAGENT(raw)
2: proc← {}
3: sum← SUMMARIZE(raw.docs)
4: proc.sum← sum
5: ent← EXTRACTENTITIES(raw.docs)
6: proc.ent← ent
7: rel← EXTRACTRELATIONS(raw.docs, ent)
8: proc.rel← rel
9: final← INTEGRATE(proc, raw.struct)

10: return final
11: end procedure
12: procedure SUMMARIZE(docs)
13: Extract key info
14: return summaries
15: end procedure
16: procedure EXTRACTENTITIES(docs)
17: Identify financial entities
18: return entity database
19: end procedure
20: procedure EXTRACTRELATIONS(docs, ent)
21: Find entity relationships
22: return relationship graph
23: end procedure

The Data Analysis Agent (Alg. A2) transforms un-1250

structured financial data into structured insights1251

through three core functions. The SUMMARIZE1252

procedure distills key information from lengthy1253

documents like earnings calls and financial reports.1254

EXTRACTENTITIES identifies critical financial en-1255

tities such as companies, regulators, and instru-1256

ments. EXTRACTRELATIONS maps relationships1257

between these entities, creating a graph structure.1258

This agent’s outputs form the foundation for down-1259

stream financial analysis, establishing standardized1260

data representations from heterogeneous sources1261

that other agents can effectively utilize.1262

Algorithm A3 Investment Research Agent

1: procedure RESEARCHAGENT(data)
2: insights← {}
3: events← CLASSIFYEVENTS(data)
4: insights.events← events
5: sentiment ←

ANALYZESENTIMENT(data)
6: insights.sentiment← sentiment
7: forecast← FORECAST(data)
8: insights.forecast← forecast
9: merged← MERGE(insights)

10: return merged
11: end procedure
12: procedure CLASSIFYEVENTS(d)
13: Identify market events
14: return classified events
15: end procedure
16: procedure ANALYZESENTIMENT(d)
17: Extract opinion polarities
18: return sentiment scores
19: end procedure
20: procedure FORECAST(d)
21: Combine price and text signals
22: return predictions
23: end procedure

The Investment Research Agent (Alg. A3) analyzes 1263

structured data to generate actionable market in- 1264

sights. The CLASSIFYEVENTS procedure catego- 1265

rizes market-moving events like policy changes or 1266

earnings releases. ANALYZESENTIMENT evaluates 1267

opinions expressed in financial communications, 1268

extracting signal from noise. FORECAST integrates 1269

price patterns with text signals to predict market 1270

behavior. By merging these qualitative and quanti- 1271

tative analyses, this agent produces comprehensive 1272

market views that combine narrative context with 1273

numerical projections, directly supporting trading 1274

and portfolio management decisions. 1275
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Algorithm A4 Trading Agent

1: procedure TRADEAGENT(insights, params)
2: plan← {}
3: exec← EXECUTE(insights, params)
4: plan.exec← exec
5: decide← SUPPORT(insights, params)
6: plan.decide← decide
7: optimal← OPTIMIZE(plan, params)
8: return optimal
9: end procedure

10: procedure EXECUTE(i, p)
11: Process market data
12: Generate signals
13: return execution plan
14: end procedure
15: procedure SUPPORT(i, p)
16: Analyze assets
17: Optimize allocation
18: return framework
19: end procedure

The Trading Agent (Alg. A4) translates research1276

insights into executable trading strategies. The EX-1277

ECUTE procedure processes market data and gener-1278

ates specific buy/sell signals based on research in-1279

sights and parameters like risk tolerance. SUPPORT1280

analyzes assets and optimizes allocations, provid-1281

ing decision frameworks that adapt to changing1282

market conditions. This agent balances algorithmic1283

precision with adaptability, operating at the critical1284

junction between research insights and portfolio1285

implementation, ensuring that strategies remain re-1286

sponsive to both systematic patterns and tactical1287

opportunities.1288

Algorithm A5 Investment Manager Agent

1: procedure PORTFOLIOA-
GENT(strategy, query)

2: p← {} ▷ Portfolio plan
3: answers ←

ANSWERQUERY(query, strategy)
4: p.logic← answers
5: p.alloc ←

OPTIMIZE(strategy, answers)
6: p.metrics← MEASURE(p.alloc)
7: return p
8: end procedure
9: procedure ANSWERQUERY(q, s)

10: Parse query components
11: Apply numerical reasoning
12: return answers with confidence
13: end procedure
14: procedure OPTIMIZE(s, a)
15: Balance risk-return
16: Apply portfolio constraints
17: return optimized allocation
18: end procedure

The Investment Manager Agent (Alg. A5) man- 1289

ages portfolio construction and optimization. The 1290

ANSWERQUERY procedure parses complex finan- 1291

cial questions, applying numerical reasoning to ad- 1292

dress specific investment inquiries with confidence- 1293

scored responses. OPTIMIZE balances risk-return 1294

tradeoffs under portfolio constraints, converting 1295

strategic insights into concrete asset allocations. 1296

This agent encapsulates the core portfolio manage- 1297

ment function, combining quantitative optimization 1298

with explicable logic that maintains transparency 1299

across investment decisions while adhering to reg- 1300

ulatory requirements and client mandates. 1301
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Algorithm A6 Risk Management Agent

1: procedure RISKAGENT(portfolio)
2: risk ← {}
3: fraud← DETECTFRAUD(portfolio)
4: risk.fraud← fraud
5: default ←

PREDICTDEFAULT(portfolio)
6: risk.default← default
7: risk.metrics ←

RISKMETRICS(portfolio, fraud, default)
8: risk.comply ←

CHECKCOMPLIANCE(portfolio, risk)
9: return risk

10: end procedure
11: procedure DETECTFRAUD(p)
12: Analyze transaction patterns
13: Apply statistical models
14: return fraud score
15: end procedure
16: procedure PREDICTDEFAULT(p)
17: Assess creditworthiness
18: Include macro indicators
19: return default risk
20: end procedure
21: procedure CHECKCOMPLIANCE(p, r)
22: Verify regulations
23: Check exposure limits
24: return compliance status
25: end procedure

The Risk Management Agent (Alg. A6) safeguards1302

financial stability through comprehensive risk as-1303

sessment. The DETECTFRAUD procedure analyzes1304

transaction patterns to identify potential malfea-1305

sance. PREDICTDEFAULT evaluates creditworthi-1306

ness across counterparties, incorporating both spe-1307

cific factors and broader macroeconomic indicators.1308

CHECKCOMPLIANCE verifies adherence to regu-1309

latory frameworks and internal risk limits. This1310

agent serves as the critical final checkpoint before1311

strategy implementation, ensuring that financial de-1312

cisions remain within acceptable risk parameters1313

while maintaining regulatory compliance across1314

jurisdictions.1315

Algorithm A7 Multi-Agent Collaboration

1: procedure COLLABORATE(agents, task)
2: subtasks← DECOMPOSE(task)
3: assigned← ASSIGN(agents, subtasks)
4: results← {}
5: for each ⟨agent, task⟩ in assigned do
6: results[task]← RUN(agent, task)
7: end for
8: resolved← RESOLVE(results)
9: final← SYNTHESIZE(resolved)

10: return final
11: end procedure
12: procedure RESOLVE(results)
13: Find conflicts between agents
14: Weight by expertise
15: return conflict-free results
16: end procedure
17: procedure SYNTHESIZE(resolved)
18: Integrate cross-agent insights
19: Create unified framework
20: return final output
21: end procedure

The Multi-Agent Collaboration framework 1316

(Alg. A7) enables coordinated interaction among 1317

specialized financial agents. The procedure 1318

begins by decomposing complex tasks and 1319

assigning components to appropriate agents. The 1320

RESOLVE function handles conflicts between 1321

agent outputs, weighting recommendations 1322

by domain expertise. SYNTHESIZE integrates 1323

cross-agent insights into a unified framework. This 1324

collaborative architecture mirrors institutional 1325

workflows, where cross-departmental coordination 1326

balances specialized expertise with integrated 1327

decision-making, ensuring that individual agent 1328

strengths combine effectively while maintaining 1329

system-wide coherence. 1330

B Related Survey Comparison 1331

As shown in Table A1, our survey makes several 1332

unique contributions while acknowledging certain 1333

inherent limitations in studying the rapidly evolv- 1334

ing intersection of LLMs and finance. Unlike pre- 1335

vious surveys that adopt a single perspective from 1336

LLM (Nie et al., 2024), our work uniquely bridges 1337

theory and practice through a dual-perspective 1338

framework, offering both practitioner-centric in- 1339

sights and research-focused analysis. This compre- 1340

hensive approach enables us to thoroughly address 1341

finance orientation, datasets, benchmarks, applica- 1342
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Table A1: Comparison between our survey and related surveys. Half-correct indicates areas covered but lacking
extensive detail.

Survey Paper Finance Oriented Datasets & Benchmarks Application Challenges Perspective
Lee et al. (Lee et al., 2024) ✓ ✓ ✔✗ ✔✗ Single

Chen et al. (Chen et al., 2024) ✕ ✓ ✓ ✔✗ Single
Nie et al. (Nie et al., 2024) ✓ ✓ ✓ ✔✗ Single

Ours ✓ ✓ ✓ ✓ Dual

tions, and challenges—areas where prior works like1343

(Lee et al., 2024) and (Chen et al., 2024) showed1344

only partial coverage. The practitioner-centric per-1345

spective provides concrete value by mapping fi-1346

nancial roles to specific tasks, datasets, and met-1347

rics, making our findings directly applicable to real-1348

world institutional finance.1349
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