
Confidence Matters: Revisiting Intrinsic Self-Correction Capabilities of
Large Language Models

Anonymous ACL submission

... Therefore, the 20 playlists will last
60,000 hours.

The number of songs in a playlist is
300. If John has 20 such playlists, and
each song is 10 hours long, how many
hours will the 20 playlists last in total?
Explain your reasoning.

Review your previous answer and find
problems with your answer.

Apologies for the mistake in my
previous response. The duration of
each song is not 10 hours long. Let's
correct that ... 

Review your previous answer. If you
are very confident about your answer,
maintain your answer. Otherwise,
update your answer.

I'm confident in my previous answer.
Therefore, the 20 playlists will last a
total of 60,000 hours.

Based on the problems you found,
improve your answer. Please reiterate
your answer.

Apologies for the confusion. Let's
correct the calculation ... So the
answer is 300 hours.

... Therefore, the 20 playlists will last
60,000 hours.

The number of songs in a playlist is
300. If John has 20 such playlists, and
each song is 10 hours long, how many
hours will the 20 playlists last in total?
Explain your reasoning.

[P1] Standard Prompt

[P2] Critical Prompt (Huang et al., 2023) [P2] IoE Prompt (Ours)

[P3] Update Prompt (Huang et al., 2023)
[P3] Decision Refinement (Ours)

You give two
different answers in
previous responses.
Check the problem
and your answers
again, and give the
best answer.

Confident?

Answer: 60,000

No

Yes

[P1] Standard Prompt

Review your previous answer. If you
are very confident about your answer,
maintain your answer. Otherwise,
update your answer.

I made a mistake in my previous
response. ... Therefore, Vince is
currently 9 years old.

... Therefore, Vince is 6 years old.

Liam is 16 years old now. Two years
ago, Liam's age was twice the age of
Vince. How old is Vince now? Explain
your reasoning.

[P1] Standard Prompt

[P3] Decision Refinement (Ours)

You give two
different answers in
previous responses.
Check the problem
and your answers
again, and give the
best answer.

No

Apologies for the confusion. ...
Therefore, Vince is 9 years old.

Confident?

Yes

[P2] IoE Prompt (Ours)

Figure 1: Comparisons between our IoE-based Prompt and Critical Prompt. Left: Critical Prompt (Huang
et al., 2023) as baseline. Middle/Right: the proposed IoE-based Prompt. Regarding our prompts, when the answers
of [P1] standard question and [P2] IoE prompt match, the final answer will be directly output, as shown in the
middle. Otherwise, the decision prompt for final decision-making will execute, as the example shown in the right.
All examples are generated from GSM8K (Cobbe et al., 2021) and evaluated by gpt-3.5-turbo-1106 model.

Abstract

The recent success of Large Language Models001
(LLMs) has catalyzed an increasing interest in002
their self-correction capabilities. This paper003
presents a comprehensive investigation into the004
intrinsic self-correction of LLMs, attempting005
to address the ongoing debate about its feasibil-006
ity. Our research has identified an important la-007
tent factor - the “confidence” of LLMs - during008
the self-correction process. Overlooking this009
factor may cause the models to over-criticize010
themselves, resulting in unreliable conclusions011
regarding the efficacy of self-correction. We012
have experimentally observed that LLMs pos-013

sess the capability to understand the “confi- 014
dence” in their own responses. It motivates 015
us to develop an “If-or-Else” (IoE) prompt- 016
ing framework, designed to guide LLMs in 017
assessing their own “confidence”, facilitating 018
intrinsic self-corrections. We conduct exten- 019
sive experiments and demonstrate that our IoE- 020
based Prompt can achieve a consistent improve- 021
ment regarding the accuracy of self-corrected 022
responses over the initial answers. Our study 023
not only sheds light on the underlying factors 024
affecting self-correction in LLMs, but also in- 025
troduces a practical framework that utilizes the 026
IoE prompting principle to efficiently improve 027
self-correction capabilities with “confidence”. 028
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One-pass Correction Zero-shot Task-agnostic Confidence-based

Self-Refine (Madaan et al., 2023) × × × ×
IterRefinement (Chen et al., 2023b) × × × ×
SelFee (Ye et al., 2023) × ✓ × ×
Self-Verification (Gero et al., 2023) ✓ × × ×
Self-Defense (Helbling et al., 2023) ✓ ✓ × ×
SelfCheckGPT (Manakul et al., 2023) ✓ ✓ × ×
Critical Prompt (Huang et al., 2023) ✓ ✓ ✓ ×
IoE-based Prompt (Ours) ✓ ✓ ✓ ✓

Table 1: The summery of related work on intrinsic self-correction. This table categorizes intrinsic self-correction
based on four properties including One-pass Correction (self-correction achieved in a single attempt, regardless
of the number of prompts, and no multiple attempts required), Zero-shot (independent of few-shot examples),
Task-agnostic (applicable across various tasks), and Confidence-based (reliant on LLM confidence levels). Please
refer to Appendix A for more discussions.

1 Introduction029

Large language models (LLMs) trained with mas-030

sive data and expansive parameters showcase031

promising performance on human instruction un-032

derstanding (Jin et al., 2023; Weld et al., 2022; Wu033

et al., 2022) and text generation (Fernandes et al.,034

2023; Qian et al., 2022). However, the exploration035

of their inherent reasoning abilities and iterative036

refinement capabilities is ongoing.037

Among the most promising areas of exploration038

is the capability for “self-correction” (Pan et al.,039

2023b; Shinn et al., 2023; Yao et al., 2022; Madaan040

et al., 2023; Bai et al., 2022b; Ganguli et al., 2023;041

Chen et al., 2023b; Kim et al., 2023), which refers042

to whether LLMs can refine their responses based043

on their previous outputs, leveraging either exter-044

nal or internal feedback. Numerous studies have045

demonstrated effective self-correction performance046

through the integration of external feedback gen-047

erated by the learned critic models (Paul et al.,048

2023; Akyürek et al., 2023; Welleck et al., 2022;049

Peng et al., 2023; Gao et al., 2023) or interacting050

with human or tools (Gou et al., 2023; Chern et al.,051

2023; Olausson et al., 2023b). Despite effective-052

ness, training extra model or interacting with real053

world may result in extra costs. Thus, recent studies054

(Madaan et al., 2023; Chen et al., 2023a; Manakul055

et al., 2023; Huang et al., 2023) are beginning to056

explore intrinsic self-correction, noted for its cost057

efficiency. Table 1 summarizes and compares these058

related studies. However, the practicality of intrin-059

sic self-correction remains a topic of debate. For060

example, Huang et al. (2023) argues that LLMs061

are not yet capable of self-correcting reasoning,062

observing a decrease in model performance when063

prompted to find problems and revise answers by064

LLMs themselves. More discussions on the related065

work are in Appendix A.066

In this paper, we revisit the scenario of intrin- 067

sic self-correction of LLMs, identifying the crit- 068

ical role of LLMs’ “confidence” in this process. 069

The “confidence” refers to the degree of LLMs as- 070

signs to its own responses, indicating how likely the 071

model believes its output is correct. We use “con- 072

fidence” in quotation marks to denote the overall 073

certainty of the model’s global response, rather than 074

individual generated words (unless otherwise noted, 075

confidence in the following parts of the paper per- 076

tains to this global context). We propose a hypoth- 077

esis on confidence: LLMs have the inherent ability 078

to understand and assess their confidence, a capa- 079

bility that can be used to enhance self-correction. 080

To validate this hypothesis, we conduct a series of 081

experiments, yielding the following insightful ob- 082

servations: 1) In deterministic tasks, LLM-assessed 083

confidence levels align with those derived from 084

multiple inferences for consistency checking, yet 085

require only a single inference. 2) In open tasks, 086

LLMs show improved confidence assessment com- 087

pared to traditional consistency checking methods. 088

3) The impact of self-correction prompts varies 089

across different confidence levels. 4) Guiding self- 090

correction using assessed confidence levels notably 091

enhances performance. 092

It motivates us to introduce the If-or-Else (IoE) 093

prompting principle to guide LLMs in assessing 094

their own confidence. Ignoring the confidence, di- 095

rectly using critical prompts like “find your prob- 096

lem” in (Huang et al., 2023) (we named this base- 097

line method as Critical Prompt) may lead LLMs to 098

doubt their initially correct responses, resulting in 099

the alteration of these responses to incorrect ones. 100

This phenomenon is not unexpected, as strong crit- 101

icism can undermine the model’s confidence in its 102

answers, similar to a child facing challenges from 103

a strict teacher. Thus, as illustrated in Figure 1, 104

we pose an If-or-Else question to the LLM prior 105
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Figure 2: A confusion matrix for the confident and
unconfident sets by Consistency Checking method
and Self-assessment method.
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Figure 3: Confusion matrices comparing confiden-
t/unconfident and correct/incorrect classifications for
(a) Consistency Checking and (b) Self-assessment
methods..

to initiating self-review. If the LLM believes itself106

confident, the response remains unchanged. Oth-107

erwise, if the LLM lacks confidence, it will revise108

the answer, addressing any identified issues. In our109

experiments, we evaluated the self-correction abil-110

ity of our IoE-based Prompt on four LLMs, across111

six benchmark tests. Our findings demonstrate that112

incorporating confidence consistently and signifi-113

cantly enhances the self-correction capabilities, as114

compared to (Huang et al., 2023). Additionally,115

we conducted a detailed investigation into mech-116

anisms behind the effective performance of IoE-117

based Prompt in facilitating self-correction.118

2 Observations119

In this section, we present observations and analy-120

sis from four experiments to explore confidence of121

LLMs’ responses. We attempt to answer two ques-122

tions: whether LLMs can assess the confidence123

of their own answers, and how the assessed confi-124

dence affects the intrinsic self-correction process.125

2.1 Can LLMs Assess Confidence by126

Themselves?127

To answer this question, we present the results of128

confidence assessment by LLMs in both determin-129

istic and open tasks. The Consistency Checking130

Method assesses confidence by running the infer-131

ence multiple times and checking whether they are132

consistent. Our Self-assessment Method assesses133

the model with prompts such as “If you are con-134

Prompts Standard Standard + Critical

Confident (87/100) 82.75% 77.35%
Unconfident (13/100) 27.69% 39.23%
Total (100/100) 75.60% 72.40%

Table 2: Evaluation of critical prompt’s impact
across different confidence levels. For the unconfi-
dent questions, LLM achieved better self-correction.

Repetition Prompt Accuracy

1 time

Standard Prompt 75%
+ Critical Prompt 73%
+ LLM Confidence Assessment 80%

10 times
Standard Prompt 75.60%
+ Consistency Checking 77.09%

Table 3: Comparison of different confidence assess-
ment methods: one-pass LLM Confidence Assess-
ment vs. Consistency Checking with 10 runs.

fident about your answer, maintain your answer. 135

Otherwise, update your answer.” 136

Assessing confidence for deterministic tasks. We 137

employ gpt-3.5-turbo-1106 model with the tem- 138

perature set to 0.1 Experiments are conducted on 139

randomly selected 100 questions (The indices are 140

given in Appendix B.3) from the GSM8K dataset 141

(Cobbe et al., 2021). We named this sub-dataset 142

as GSM8K-100. As shown in the confusion ma- 143

trix in Figure 2, we compared the confident and 144

unconfident question sets assessed by our method 145

and consistency checking method. The observed 146

significant overlap in the classification of confi- 147

dent and unconfident questions indicates that our 148

method efficiently assesses confidence levels for 149

deterministic tasks with a single run. 150

Assessing confidence for open tasks. To test the 151

effectiveness of confidence assessment methods in 152

open tasks, we created a task with multiple correct 153

answers. An example question is: Can you provide 154

a year that is not a leap year and is divisible by 5? 155

The details of datasets can be found in Appendix 156

B.1. We use GPT-4 in this experiment due to its 157

better consistency. The results are presented in 158

Figure 3. In these tasks, the lack of deterministic 159

answers leads the consistency checking method to- 160

wards classifying answers as low confidence. How- 161

ever, it is noteworthy that despite this limitation, 162

LLMs demonstrated a capability to assess mean- 163

ingful confidence levels in their responses. This 164

observation is particularly significant as it high- 165

lights the inherent ability of LLMs to understand 166

1According to the OpenAI document, lower values of tem-
perature will make it more focused and deterministic. How-
ever, even though we set it to 0, there are still variations.
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and quantify the confidence of their responses, even167

in the absence of clear, deterministic answers.168

Takeaway: LLMs can efficiently and effectively169

assess confidence of their own responses.170

2.2 How does Confidence Affect Intrinsic171

Self-Correction?172

In this subsection, we delve deeper into the role of173

confidence in the intrinsic self-correction processes174

of LLMs. Initially, we evaluate the impact of self-175

correction methods at varying levels of confidence.176

Subsequently, our observations find that incorpo-177

rating the estimated confidence enables LLMs to178

enhance their self-correction capabilities, by retain-179

ing the initial answer with high confidence and180

reviewing more for the ones with low confidence.181

The experiments are based on GSM8K-100 and182

gpt-3.5-turbo-1106.183

Self-correction at varying levels of confidence.184

First, we applied the consistency checking method185

to separate the responses into two subgroups: con-186

fident and unconfident ones. Then we compared187

the results using the standard prompt against those188

using the further self-corrective Critical Prompt189

(Huang et al., 2023). For simplicity, we com-190

bined the second and third stages of Critical Prompt191

shown in the left part of Figure 1, phrasing it as192

“There are some problems in your previous answer.193

Find problems with your answer and improve your194

answer.” We report the accuracy of different con-195

fidence subgroups given different prompts. The196

accuracy is averaged out of 10 runs.197

The results are presented in Table 2. Accord-198

ing to the results, for confidence level, we found199

there are 87 confident and 13 unconfident ques-200

tions out of 100 in total. We observed that across201

all 100 questions, LLM failed in intrinsic self-202

correction, as evidenced by a decrease in accuracy203

from 75.6% to 72.4% after executing the critical204

prompt. Intriguingly, for the subgroup of 13 un-205

confident questions, the accuracy increased from206

27.69% to 39.23%. Despite the relatively low accu-207

racy, LLM successfully performed self-correction208

in the unconfident set. Additionally, the same self-209

correction prompt exhibits varying performance210

depending on different levels of confidence. These211

results offer empirical evidence and support that212

confidence matters in the self-correction process.213

Self-correction using assessed confidence. We214

evaluate the effectiveness of two confidence as-215

sessment methods for enhancing LLMs’ self-216

correction: assessment by the LLM and assessment217

through consistency checking. When evaluating 218

the LLM assessment, we apply the prompt shown 219

in Figure 1 to guide LLMs in simultaneously assess- 220

ing confidence and performing self-correction. For 221

the consistency checking method, we first assess 222

the confidence level, then apply it to decide the ap- 223

plication of a ’Critical Prompt’ for self-correction 224

(only conduct Critical Prompt for unconfident an- 225

swers). 226

Table 3 details the performance comparison be- 227

tween two confidence assessment methods. The 228

results show that both methods effectively facilitate 229

self-correction, suggesting the importance of con- 230

fidence in this process. Notably, LLM assessment 231

method not only demonstrates improved efficiency 232

but also outperforms the consistency check method 233

in effectiveness, showing a superior ability to as- 234

sess confidence. 235

Takeaway: Understanding confidence en- 236

hances self-correction, making this process more 237

adaptive and preventing over-criticism . 238

3 Method 239

In this section, we elaborate on If-or-Else (IoE) 240

prompting principle, which utilizes prompts to 241

guide the LLMs in simultaneously assessing confi- 242

dence levels and correcting unconfident answers. 243

IoE Prompt. We propose a hypothesis that LLMs 244

have the inherent ability to understand and assess 245

their confidence. Contrasting with Critical Prompt 246

(Huang et al., 2023), which directly instructs to 247

“find problems with your answer”, our IoE-based 248

prompt emphasizes the significance of confidence 249

through the If-or-Else principle. This principle indi- 250

cates that if the LLM considers itself confident, the 251

response should be left as is. On the other hand, if 252

the LLM thinks itself unconfident, it should double- 253

check the possible issues and revise the response 254

based on the results. Specifically, as illustrated 255

in Figure 1, we implement the prompt as "If you 256

are very confident about your answer, maintain 257

it. Otherwise, update your answer." Following the 258

above IoE-based prompt, we trigger the model to 259

output the final answer by saying: "Your final an- 260

swer should be put between two ## symbols, like 261

## ANSWER ##, at the end of your response.". 262

It’s important to note that our single IoE prompt 263

effectively combines the processes of confidence 264

assessment, response reviewing, and potential up- 265

dates. This method requires only a single inference, 266

making it more efficient than the two-stage update 267
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Benchmark Reasoning Type # Questions

GSM8K Arithmetic Reasoning 1319
SVAMP Arithmetic Reasoning 1000
HotpotQA Multi-hop Reasoning 100
Sports Commonsense Reasoning 1000
LLC Symbolic Reasoning 150
Domestic Robot Multi-modal Reasoning 100

Table 4: Statistics of various benchmarks: types and
number of questions.

process described in (Huang et al., 2023), where268

a critical prompt is first used to identify problems,269

and then an update prompt follows to revise the270

answers based on the identified issues.271

Decision Refinement. Furthermore, we introduce272

a decision refinement stage to further enhance re-273

sults when the answer after IoE Prompt differs274

from the initial response. This stage shares the275

insight that answers reflecting low confidence re-276

quire additional evaluation and refinement. The277

discrepancy in answers suggests low confidence,278

indicating the need for further decision refinement.279

Specifically, the decision refinement is conducted280

using the prompt: "You have provided two different281

answers in previous responses. Review the problem282

and your answers again, and provide the best an-283

swer." This process is illustrated on the right side284

of Figure 1. Consider a scenario where the LLM,285

uncertain about an initially correct answer, changes286

its answer to an incorrect one. In such cases, the287

third prompt becomes crucial, allowing for a reeval-288

uation of the responses to potentially yield a more289

reliable final answer.290

4 Models and Benchmarks291

Throughout our paper, we considered 4 different292

large models, and one of them can be used as a293

multi-modal model. We set the temperature to 0 for294

all models, aiming at more robust evaluations. We295

evaluated those models on 6 benchmarks, whose296

information is summarized in Table 4. Below are297

more details about the models and benchmarks.298

4.1 Models299

GPT-4 (Achiam et al., 2023) is one of state-of-300

the-art LLMs known for its advanced reasoning301

abilities. We utilize the gpt-4-0613 version of302

this model. GPT-4 also supports multi-modal rea-303

soning, thus for those tasks, we employ GPT-4V,304

specifically the gpt-4-vision-preview version.305

For ease of reference, we will refer to these models306

as GPT-4 and GPT-4V, respectively.307

GPT-3.5 exhibits proficiency in generating nat- 308

ural language and code. The standout model 309

within the GPT-3.5 family is gpt-3.5-turbo, 310

renowned for its exceptional capabilities and cost- 311

effectiveness. Here we opt for two models, i.e., 312

gpt-3.5-turbo-0613 and gpt-3.5-turbo-1106. 313

For simplicity, we call them GPT-3.5-0613 and 314

GPT-3.5-1106, respectively. 315

Mixtral (Jiang et al., 2024) is the first open- 316

source mixture-of-experts LLM to reach the state- 317

of-the-art performance. The small model, named 318

mistral-small, refers to the standard Mixtral 319

8x7B model. Here we apply for Mistral-Medium, 320

which has a larger structure and better performance 321

than the small one. 322

4.2 Benchmarks 323

GSM8K (Cobbe et al., 2021) is a dataset of high- 324

quality linguistically diverse grade school math 325

word problems created by human problem writers. 326

The solutions primarily involve performing a se- 327

quence of elementary calculations. We use the test 328

set with 1319 problems. 329

SVAMP (Patel et al., 2021) is another dataset for 330

elementary-level math word problems. Each ques- 331

tion consists of a short natural language narrative 332

that describes a state of the world and poses a ques- 333

tion about some unknown quantities. There are 334

1000 questions in total. 335

HotpotQA (Yang et al., 2018) is a question- 336

answering dataset featuring multi-hop reasoning, 337

with strong supervision for supporting facts to en- 338

able more explainable question-answering systems. 339

We use the same dataset as (Shinn et al., 2023), 340

consisting of 100 questions with context. 341

Sports is from BIG-Bench (bench authors, 2023). 342

The primary purpose of this task is to test a gen- 343

eral understanding of sports. The answer format 344

is either Yes or No. This dataset contains 1000 345

questions. 346

Last Letter Concatenation (LLC) was initially 347

designed by (Wei et al., 2022). This task asks the 348

model to concatenate the last letters of words in 349

a name (e.g., "Taylor Swift" → "rt"). It is more 350

challenging than first letter concatenation. This 351

dataset contains 150 names. 352

Domestic Robot simulates a housekeeper robot 353

performing tasks within a household setting. This 354

dataset has 100 questions and is introduced by 355

BenchLMM (Cai et al., 2023). It’s designed to as- 356

sess the LMM’s ability to understand and execute 357

complex instructions in a multi-modal scenario. 358
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GSM8K SVAMP HotpotQA Sports LLC Average

GPT-3.5-0613

Standard Prompt 74.9 82.2 51.0 75.6 68.0 70.3
+ Critical Prompt (Huang et al., 2023) 74.1 80.0 47.0 53.6 76.0 66.1
+ IoE Prompt (Ours) 77.1 81.9 55.0 77.1 74.0 73.0
+ IoE Prompt + Decision (Ours) 78.5 83.3 53.0 76.5 77.3 73.7

GPT-3.5-1106

Standard Prompt 80.1 82.9 61.0 74.1 41.3 67.9
+ Critical Prompt (Huang et al., 2023) 77.3 81.5 54.0 68.4 40.7 64.4
+ IoE Prompt (Ours) 80.9 83.2 62.0 75.7 38.7 68.1
+ IoE Prompt + Decision (Ours) 82.3 84.2 63.0 74.7 44.7 69.8

GPT-4

Standard Prompt 92.5 92.8 68.0 80.7 91.3 85.1
+ Critical Prompt (Huang et al., 2023) 88.4 89.5 62.0 82.9 89.9 82.5
+ IoE Prompt (Ours) 93.4 93.2 70.0 83.1 93.3 86.6
+ IoE Prompt + Decision (Ours) 93.6 93.1 70.0 83.3 94.7 86.9

Mistral-Medium

Standard Prompt 84.8 85.7 67.0 75.6 60.7 74.8
+ Critical Prompt (Huang et al., 2023) 62.5 74.5 65.0 51.0 35.4 57.7
+ IoE Prompt (Ours) 85.4 85.7 68.0 75.6 61.3 75.2
+ IoE Prompt + Decision (Ours) 85.6 85.8 68.0 75.9 61.3 75.3

Table 5: The accuracy comparisons between our IoE-based Prompt and the baseline Critical Prompt. The
results (%) are evaluated on 5 different benchmarks by 4 large models. IoE Prompt + Decision denotes further
using the decision refinement stage. Our IoE Prompt achieves consistent improvement on all settings over standard
prompt and the Critical Prompt baseline.

5 Experiments359

In this section, we evaluate the effectiveness of IoE-360

based Prompt for intrinsic self-correction. Initially,361

we conduct a thorough comparison between our362

IoE-based Prompt and the baseline Critical Prompt363

(Huang et al., 2023) (Section 5.1). Subsequently,364

we experimentally explore the underlying mechan-365

ics in it (Section 5.2). More implementation details366

are demonstrated in Appendix B.2.367

5.1 Comparison with Critical Prompt368

The primary baseline method in this study is the369

Critical Prompt (Huang et al., 2023). By comparing370

our approach with this method, we can directly ob-371

serve the significance of confidence in LLMs. We372

performed comprehensive evaluations using four373

different large-scale models across six benchmark374

datasets. These evaluations spanned five types of375

tasks, covering both language-based reasoning and376

multi-modal reasoning.377

Language Understanding and Reasoning. The378

main results related to language-based understand-379

ing and reasoning are summarized in Table 5.380

Specifically, we evaluated four models: GPT-3.5-381

0613, GPT-3.5-1106, GPT-4, and Mistral-Medium.382

The tasks cover a range of areas, including mathe-383

matical reasoning ( GSM8K and SVAMP), closed-384

book question answering (HotpotQA), sports un-385

derstanding (Sports), and last letter concatenation386

(LLC). For all models, the proposed IoE-based387

Prompt consistently demonstrates improvements388

across all benchmarks compared to the standard389

Prompt Accuracy

Standard Prompt 40%

+ Critical Prompt 34%
+ IoE-based Prompt 42%
+ IoE-based Prompt + Decision 42%

Table 6: Comparisons between IoE-based Prompt
and Critical Prompt on Domestic Robot by GPT-4V.

prompt (don’t conduct self-correction), and Criti- 390

cal Prompt. For a straightforward comparison, we 391

also provided the average performance across all 392

five datasets. Using the GPT-3.5-0613 model as 393

an example, our IoE-based Prompt obtains an aver- 394

age accuracy of 73.7%, representing a +3.4% im- 395

provement over the standard prompt and a +7.6% 396

increase compared to the Critical Prompt. Across 397

different tasks, we found that IoE-based Prompt 398

works better on mathematical reasoning and LLC 399

tasks. Besides, we observed a trend showing that 400

the magnitude of improvement from our IoE-based 401

Prompt decreases as the capability of the model 402

increases. On average, we found that the additional 403

decision refinement stage consistently enhances 404

performance across all models. This consistent 405

improvement supports our insight that confidence 406

matters in intrinsic self-correction, and responses 407

with low confidence require more examination. 408

Multi-Modal Reasoning. For the evaluation of 409

our IoE-based Prompt in multi-modal reasoning 410

tasks, we utilized GPT-4V as the base model, con- 411

ducting benchmarks on the Domestic Robot dataset. 412

The results, detailed in Table 6, demonstrate that 413

our method outperforms the standard prompt and 414

6



GSM8k

Correction -> correction correct -> incorrect incorrect -> correct incorrect -> incorrect

GSM8k

Correction -> correction correct -> incorrect incorrect -> correct incorrect -> incorrect

GSM8k

Correction -> correction correct -> incorrect incorrect -> correct incorrect -> incorrect
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Correction -> correction correct -> incorrect incorrect -> correct incorrect -> incorrectGSM8K, Critical Prompt

No Change Correct ⇒ Incorrect Incorrect ⇒ Correct Incorrect ⇒ Incorrect

GSM8K, IoE Prompt SVAMP, IoE Prompt SVAMP, Critical Prompt

2.7%
3.5%4.1%

89.7%

6.9%
4.1%

5.9%

83.1%

3.6%
3.9% 2.8%

89.7%

6.9%
5.5%

3.8%

83.8%

Figure 4: Evaluation on the changes of answers after self-correction. We compare the results of our IoE-based
Prompt and Critical Prompt (Huang et al., 2023) on GSM8K and SVAMP by gpt-3.5-turbo-1106 model. No
Change: The answer remains unchanged. Correct ⇒ Incorrect: A correct answer is altered to an incorrect answer.
Incorrect ⇒ Correct: An incorrect answer is changed to a correct answer. Incorrect ⇒ Incorrect: An incorrect
answer is changed to another incorrect answer.

the Critical Prompt baseline by +2% and +8% in415

accuracy, respectively. This suggests the effec-416

tiveness of the IoE principle in improving self-417

correction within multi-modal scenarios.418

Some successful and failed examples with the419

complete prompts and responses are given in Ap-420

pendix C.1 and Appendix C.2, respectively.421

5.2 How IoE-based Prompt works422

In this section, we delve into the mechanics un-423

derlying our IoE-based Prompt through a series of424

ablation studies: 1) We visualize the changes in425

LLMs’ responses during the self-correction pro-426

cess 2) We evaluate the self-correction effective-427

ness by contrasting one-stage prompts with two-428

stage prompts. 3) We examine the impact of tone429

and politeness in the phrasing of prompts on their430

effectiveness. 4) We investigate how our IoE-based431

Prompt might incorporate with existing prompting432

techniques, such as the Chain-of-Thought (CoT)433

prompt (Wei et al., 2022), and the Rephrase-and-434

Respond (RaR) prompt (Deng et al., 2023).435

5.2.1 Correction v.s. Misleading436

Setup. For a detailed analysis, we compared the437

answer changes when using the Critical Prompt and438

our IoE-based Prompt. The GPT-3.5-1106 model439

was employed, with GSM8K and SVAMP serving440

as benchmark datasets. We statistically analyzed441

the responses, categorizing them based on whether442

they remained unchanged, changed from correct443

to incorrect, changed from incorrect to correct, or444

changed from one incorrect answer to another.445

Results and Analysis. The results are illustrated in446

Figure 4. A key observation when comparing the 447

IoE-based Prompt with the Critical Prompt is a no- 448

table decrease in the correct-to-incorrect transitions 449

using our method. This suggests that our approach 450

effectively reduces the risk of being misled by ex- 451

cessive criticism. Furthermore, self-correction is 452

successful when the correct-to-incorrect probabil- 453

ity is lower than the incorrect-to-correct probabil- 454

ity. This observation provides insights into why 455

the Critical Prompt baseline fails in self-correction, 456

whereas our method achieves success. 457

5.2.2 One-Stage v.s. Two-Stage 458

Setup. To enhance inference efficiency, we employ 459

a single prompt that simultaneously handles feed- 460

back and updates. It contrasts with the two-stage 461

process (one prompt for finding problems, another 462

for updating answers) utilized in Critical Prompt. 463

The purpose of this section is to analyze and com- 464

pare the effectiveness of one-stage prompts against 465

two-stage prompts for self-correction. The com- 466

plete prompts are provided in Appendix B.4.1. 467

Results and Analysis. Table 7 presents a com- 468

parative analysis of one-stage and two-stage strate- 469

gies applied to both IoE-based Prompt and Critical 470

Prompt. The results indicate that their performance 471

is comparable across both methods, with the two- 472

stage strategy demonstrating a slight advantage. 473

Nonetheless, considering the trade-off between in- 474

cremental improvement and additional inference 475

overhead, we have adopted the one-stage strategy 476

in our IoE-based Prompt for other experiments. 477
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Prompt Accuracy

Standard Prompt 74.9%

+ Critical Prompt (One-Stage) 73.7%
+ Critical Prompt (Two-Stage) 74.1%

+ IoE-based Prompt (One-Stage) 77.1%
+ IoE-based Prompt (Two-Stage) 77.5%

Table 7: Comparison between one-stage and two-
stage prompts on GSM8K by gpt-3.5-turbo-0613.

Prompt Accuracy

Standard Prompt 74.9%

+ IoE-based Prompt w. ‘very’ 77.1%
+ IoE-based Prompt w.o. ‘very’ 76.4%

+ IoE-based Prompt w. ‘please’ 77.9%
+ IoE-based Prompt w.o. ‘please’ 77.1%

+ IoE-based Prompt w. ‘find your problems’ 75.9%
+ IoE-based Prompt w.o. ‘find your problems’ 77.1%

Table 8: Ablation study of IoE-based Prompt on tone
and politeness on GSM8K by gpt-3.5-turbo-0613.

5.2.3 Impact of Tone and Politeness478

Setup. We investigated the influence of tone and479

politeness in our prompts. Specifically, we assessed480

the role of the degree adverb “very”, the gentle481

tone conveyed by “update your answer”, and the482

addition of politeness through the use of “please” in483

facilitating self-correction. The complete prompts484

are provided in Appendix B.4.2.485

Results and Analysis. The experiment result is486

given in Table 8. First, we can find that the ex-487

pressions “confident” and “very confident” lead to488

similar accuracy, which indicates the robustness of489

the confidence assessment. Given that the use of490

“very confident” resulted in higher accuracy, we em-491

ploy it in our IoE-based Prompt. Secondly, the use492

of “please” before verbs such as “maintain” and493

“update” achieves a slight improvement in accuracy,494

indicating that politeness could be helpful for self-495

correction. Please note that we did not apply the496

“please” trick in other experiments to highlight the497

unique effect of confidence. Thirdly, upon adding498

the phrase “find your problems” before “update499

your answer”, a notable decrease in accuracy was500

observed. This indicates that specific terms such as501

“problem” or “error” might instigate doubt within502

the LLMs regarding its initial response, potentially503

leading to less reliable outcomes. Conversely, the504

more neutral term “update your answer” seems to505

be able to avoid this, consequently benefiting self-506

correction processes.507

Prompt Accuracy

Standard Prompt w. CoT 74.9%

+ IoE-based Prompt w. CoT 76.6%
+ IoE-based Prompt w.o. CoT 77.1%

+ IoE-based Prompt w. RaR 68.4%
+ IoE-based Prompt w.o. RaR 77.1%

Standard Prompt w.o. CoT 73.4%

+ IoE-based Prompt w. CoT 77.1%
+ IoE-based Prompt w.o. CoT 75.5%

+ IoE-based Prompt w. RaR 65.1%
+ IoE-based Prompt w.o. RaR 75.5%

Table 9: Results when integrating CoT (Wei et al.,
2022) and RaR (Deng et al., 2023) into our IoE-based
Prompt on GSM8K by gpt-3.5-turbo-0613.

5.2.4 Integration with CoT and RaR 508

Setup. We explored the possible integration of 509

our IoE-based Prompt with established prompting 510

methods for self-correction, specifically for CoT 511

and RaR. The CoT method prompts the model to 512

process information step-by-step, yielding promis- 513

ing performance in many reasoning tasks. Mean- 514

while, RaR encourages LLMs to ask themselves 515

better questions by rephrasing and responding. The 516

complete prompts are provided in Appendix B.4.3. 517

Results and Analysis. The results are summa- 518

rized in Table 9. Using CoT in the standard prompt 519

resulted in a higher accuracy rate of 74.9%, com- 520

pared to 73.4% without CoT. Intriguingly, once the 521

standard prompt is with CoT, it was found that IoE 522

without CoT yielded better accuracy. This observa- 523

tion suggests that the redundant application of CoT 524

may not be beneficial. Additionally, employing 525

RaR in the IoE prompt led to a significant decrease 526

in accuracy no matter whether we use CoT or not 527

in the standard prompt, indicating that RaR does 528

not contribute positively to the IoE-based Prompt. 529

6 Conclusion 530

In this paper, we conducted a comprehensive ex- 531

ploration of the intrinsic self-correction abilities of 532

LLMs. Our research highlights the critical impor- 533

tance of LLMs’ confidence in the self-correction 534

process. We thus introduce the If-or-Else (IoE) 535

prompting principle, designed to guide LLMs in 536

evaluating the confidence of their responses, en- 537

couraging further reviewing when confidence is 538

low. Our extensive experimental analyses validate 539

the effectiveness of the IoE Prompt, demonstrating 540

its capability to accurately assess confidence levels 541

and significantly enhance self-correction. 542
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Limitations and Potential Risks543

Our work has certain limitations that should be544

taken into account. Firstly, the experiments out-545

lined in this paper were conducted using a restricted546

set of benchmarks and models. Specifically, the ma-547

jority of language models utilized in our study are548

commercial, denoted as GPT-3.5-0613, GPT-3.5-549

1106, and GPT-4. Unfortunately, comprehensive550

documentation regarding these models, including551

details such as pretraining corpus, model dimen-552

sions, and inherent biases, is lacking in existing553

literature. Moreover, access to these models is not554

freely available, necessitating financial resources555

for research purposes. Secondly, our experimen-556

tation is confined to English datasets exclusively.557

Consequently, the efficacy of the current models558

may not translate seamlessly to other languages,559

thereby limiting the language generalizability of560

our findings.561

Turning to the potential risks associated with our562

prompting methodology, there exists a plausible563

concern regarding its susceptibility to exploitation564

by malicious attackers. Specifically, the prompting565

techniques employed could potentially be utilized566

to manipulate the model into generating text that is567

toxic or harmful. Regrettably, our approach does568

not incorporate explicit safeguards against such569

misuse.570
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Appendix858

More contents are put in the appendix, including:859

A. Related Work.860

B. Experimental Details.861

C. Example Visualization.862

A Related Work863

The field of LLMs has seen significant interest in864

understanding and enhancing their self-correction865

abilities (Pan et al., 2023b). Self-correction refers866

to the process by which an individual identifies and867

rectifies their own errors or mistakes using feed-868

back. The concept of self-correction finds its roots869

in the fundamental principles of machine learning,870

where neural networks can update their parameters871

based on prediction errors and iterative refinement872

(Rumelhart et al., 1986). In recent years, this area873

of research has been primarily divided into two cat-874

egories based on the source of feedback: external875

and intrinsic feedback (Pan et al., 2023b).876

Self-Correction from External Feedback. Nu-877

merous studies have consistently highlighted the878

efficacy of self-correction mechanisms facilitated879

by the incorporation of external feedback, which880

can either originate from learned critic models or881

interactions with the external environment. In the882

realm of learned critic models, diverse approaches883

have been explored for model training, including884

supervised learning or in-context learning, as evi-885

denced by the works (Paul et al., 2023; Yu et al.,886

2023b; Mehrabi et al., 2023; Yan et al., 2023; First887

et al., 2023; Li et al., 2023a; Yu et al., 2023a; Yang888

et al., 2022). Alternatively, reinforcement learning889

strategies have been employed for model refine-890

ment, as demonstrated in the studies by Akyürek891

et al. (2023); Peng et al. (2023); Le et al. (2022);892

Bai et al. (2022b).893

Furthermore, external feedback can be sourced894

from various entities within the environment, in-895

cluding humans, agents, tools, program executors,896

other language models, or oracle verifiers. Human897

feedback, as investigated by (Ouyang et al., 2022;898

Wu et al., 2023; Bai et al., 2022a; Ganguli et al.,899

2023; Glaese et al., 2022), has shown consider-900

able effectiveness in enhancing model performance.901

Some agents (Kim et al., 2023; Shinn et al., 2023)902

have been proven to be helpful for self-correction.903

Similarly, tools such as (Gou et al., 2023; Chern904

et al., 2023; Pan et al., 2023a) have been leveraged 905

to provide valuable insights for model improve- 906

ment. Moreover, interactions with program execu- 907

tors have been explored by (Zhang et al., 2023a; 908

Chen et al., 2023b; Jiang et al., 2023; Olausson 909

et al., 2023a), showcasing how executable code can 910

serve as a source of corrective feedback. Addition- 911

ally, collaborations with other language models, as 912

demonstrated by (Du et al., 2023; Li et al., 2023b; 913

Fu et al., 2023; Saunders et al., 2022; Welleck et al., 914

2022), have proven beneficial in refining language 915

generation processes. Lastly, the utilization of ora- 916

cle verifiers, as illustrated by Zhang et al. (2023b), 917

has contributed to enhancing the accuracy and ro- 918

bustness of language models. 919

To sum up, the integration of external feed- 920

back, whether from learned critic models or interac- 921

tions with the external world, has been consistently 922

shown to significantly enhance the performance 923

and capabilities of large language models across 924

various tasks. Despite effectiveness, training extra 925

models or interacting with the real world may lead 926

to extra costs. Thus, recent studies have placed 927

significant emphasis on investigating intrinsic self- 928

correction mechanisms, renowned for their cost 929

efficiency. 930

Self-Correction from Intrinsic Feedback. In 931

contrast to extrinsic feedback, which relies on exter- 932

nal sources for evaluation, intrinsic feedback draws 933

solely from the internal knowledge and parameters 934

of the LLM to reassess its output. A notable exam- 935

ple of this approach is Self-Refine, introduced by 936

(Madaan et al., 2023), which employs a scalar value 937

as a termination criterion to iteratively refine the 938

model’s output, guided exclusively by supervision 939

from a set of few-shot examples. Similarly, re- 940

search by Chen et al. (2023a) delves into the realm 941

of iterative self-feedback processes, with a primary 942

focus on enhancing qualitative and stylistic aspects 943

of the output. 944

SelFee (Ye et al., 2023) a LLaMA-based 945

instruction-following model that has been fine- 946

tuned to continuously revise its own answer until it 947

achieves a high-quality response in a single infer- 948

ence. Furthermore, Gero et al. (2023) explored a 949

comprehensive mitigation framework for clinical 950

information extraction, utilizing self-verification 951

mechanisms. This approach harnesses the LLM’s 952

ability to provide provenance for its own extraction 953

process and validate its outputs, thereby enhancing 954

the reliability of the information extracted. 955
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LLM Self-Defense (Helbling et al., 2023) was956

devised as a proactive defense mechanism against957

adversarial prompt attacks, where the LLM au-958

tonomously evaluates induced responses to discern959

and filter out potentially misleading or harmful960

inputs. On the other hand, SelfCheckGPT (Man-961

akul et al., 2023) presents a straightforward yet962

effective approach grounded in sampling methods.963

This technique facilitates the fact-checking of re-964

sponses generated by black-box models without965

the need for external databases, thereby offering a966

resource-efficient solution to ensure the accuracy967

and reliability of model outputs.968

Huang et al. (2023) shed light on the intrin-969

sic limitations of current LLMs regarding self-970

correction capabilities. Their findings underscored971

significant performance improvements when em-972

ploying Oracle feedback, which involves external973

validation of the model’s responses. However,974

upon evaluating intrinsic self-correction mecha-975

nisms, the results often revealed degradation in976

performance. This discrepancy led the authors to977

conclude that existing LLMs still lack the inherent978

capacity to rectify errors autonomously.979

In contrast to Self-Refine (Madaan et al., 2023)980

and IterRefinement (Chen et al., 2023a), our981

prompting method does not necessitate multiple982

iterations or the use of few-shot examples. Unlike983

versatile applications, SelFee (Ye et al., 2023) is984

specifically designed for dialogue generation, while985

Self-Verification (Gero et al., 2023) is tailored for986

clinical information extraction with the demand of987

few-shot examples, Self-Defense (Helbling et al.,988

2023) focuses on rectifying harmful text, and Self-989

CheckGPT (Manakul et al., 2023) specializes in990

detecting hallucinations. In our study, we adopt991

a similar framework to Critical Prompt (Huang992

et al., 2023); however, the key distinction lies in993

the essence of the prompts. Our prompt relies on994

the confidence levels of LLMs, whereas the critical995

prompt does not. Table 1 has summarized these996

related studies on intrinsic self-correction.997

Additional insights regarding whether LLMs998

possess an awareness of their correctness or er-999

rors are explored extensively in the literature (Tyen1000

et al., 2023; Stechly et al., 2023; Kadavath et al.,1001

2022).1002

B Experimental Details 1003

B.1 Data Generation for Open Tasks 1004

In the observational experiment discussed in sec- 1005

tion 2, we designed 100 reasoning questions. Those 1006

questions follow the patterns: 1007

• Can you provide a year which is not a leap 1008

year and can be divided by β? 1009

Here β is an integer randomly (uniformly) se- 1010

lected from the interval [2,10]. 1011

B.2 Implementation Details 1012

In our experiments, we separately run our prompts 1013

and baseline prompts, and the accuracy of the stan- 1014

dard prompt by baseline may differ a bit from that 1015

of ours, due to the variations and randomness in 1016

the results even though we have set the temperature 1017

to 0. For fair comparison in all the tables of experi- 1018

mental results, we normalize the baseline results so 1019

that the accuracy of standard prompts by baseline 1020

and ours are equal. 1021

How to Normalize. Assume the accuracy rates of 1022

the standard prompt and the IoE-based prompt by 1023

our proposed method are p1 and p3, respectively. 1024

Meanwhile, assume the accuracy rates of the stan- 1025

dard prompt and the update prompt by the baseline 1026

method are p̂1 and p̂3, respectively. In order to 1027

maintain the accuracy of the standard prompt being 1028

consistent and remove the effect of randomness, 1029

then we will normalize the accuracy of the update 1030

prompt by the baseline to p̂3 ∗ p1/p̂1. In the end, 1031

we will record the results as follows. 1032

Prompt Accuracy

Standard Prompt p1
+ Critical Prompt p̂3 ∗ p1/p̂1
+ IoE-based Prompt p3

B.3 Indices for 100 Selected Questions 1033

As mentioned in the preliminary experiment in Sec- 1034

tion 2, we randomly selected 100 questions from 1035

GSM8K benchmark (Cobbe et al., 2021). For im- 1036

proved reproducibility, we provide the indices of 1037

all 100 questions as follows: 1038

• {5, 18, 31, 45, 47, 52, 54, 55, 108, 141, 152, 1039

161, 184, 186, 202, 231, 247, 254, 270, 299, 1040

308, 381, 399, 406, 412, 416, 418, 420, 425, 1041

434, 465, 466, 487, 489, 491, 500, 512, 513, 1042
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528, 529, 535, 536, 567, 580, 597, 619, 649,1043

658, 689, 693, 695, 729, 785, 789, 790, 805,1044

814, 867, 880, 884, 892, 911, 922, 938, 950,1045

969, 975, 977, 984, 987, 996, 1018, 1021,1046

1061, 1069, 1086, 1096, 1109, 1112, 1122,1047

1127, 1128, 1133, 1137, 1148, 1158, 1175,1048

1187, 1188, 1202, 1218, 1219, 1222, 1226,1049

1250, 1259, 1268, 1291, 1301, 1312.}1050

B.4 Prompt Details for Ablation Studies1051

Since the standard prompt is the same for all set-1052

tings, here we do not consider that. In this section,1053

we will list the prompts for self-correction.1054

In the following prompts, some keywords are1055

marked in red. For the corresponding prompt with-1056

out the keyword, you can obtain the prompt by just1057

removing the keywords.1058

B.4.1 Prompts for Ablation Study on the1059

Number of Stages (Table 7)1060

Critical Prompt (One-Stage):1061

P2: Review your previous answer and find prob-1062

lems with your answer. Based on the problems1063

you found, improve your answer. Please reiter-1064

ate your answer. Your final answer should be1065

put between two ## symbols, like ## ANSWER1066

##, at the end of your response."1067

Critical Prompt (Two-Stage):1068

P2: Review your previous answer and find prob-1069

lems with your answer.1070

P3: Based on the problems you found, improve1071

your answer. Please reiterate your answer.1072

Your final answer should be put between two1073

## symbols, like ## ANSWER ##, at the end1074

of your response.1075

IoE-based Prompt (One-Stage):1076

P2: Review your previous answer. If you are very1077

confident about your answer, maintain your1078

answer. Otherwise, update your answer. Your1079

final answer should be put between two ##1080

symbols, like ## ANSWER ##, at the end of1081

your response."1082

IoE-based Prompt (Two-Stage):1083

P2: Review your previous answer. If you are very1084

confident about your answer, maintain your1085

answer. Otherwise, update your answer.1086

P3: Based on the problems you found if any, up- 1087

date your answer. Please reiterate your an- 1088

swer. Your final answer should be put between 1089

two ## symbols, like ## ANSWER ##, at the 1090

end of your response. 1091

B.4.2 Prompts for Ablation Study on the Tone 1092

(Table 8) 1093

IoE-based Prompt w. ‘very’: 1094

P2: Review your previous answer. If you are very 1095

confident about your answer, maintain your 1096

answer. Otherwise, update your answer. Your 1097

final answer should be put between two ## 1098

symbols, like ## ANSWER ##, at the end of 1099

your response. 1100

IoE-based Prompt w. ‘please’: 1101

P2: Please review your previous answer. If you 1102

are very confident about your answer, please 1103

maintain your answer. Otherwise, please up- 1104

date your answer. Your final answer should be 1105

put between two ## symbols, like ## ANSWER 1106

##, at the end of your response. 1107

IoE-based Prompt w. ‘find your problems’: 1108

P2: Review your previous answer. If you are very 1109

confident about your answer, maintain your 1110

answer. Otherwise, find your problems and 1111

update your answer. Your final answer should 1112

be put between two ## symbols, like ## AN- 1113

SWER ##, at the end of your response. 1114

IoE-based Prompt w.o. ‘find your problems’: 1115

P2: Review your previous answer. If you are very 1116

confident about your answer, maintain your 1117

answer. Otherwise, update your answer. Your 1118

final answer should be put between two ## 1119

symbols, like ## ANSWER ##, at the end of 1120

your response. 1121

B.4.3 Prompts for Ablation Study on using 1122

CoT and RaR (Table 9) 1123

Standard Prompt w. CoT: 1124

P1: <Question> ... Explain your reasoning step- 1125

by-step. Your final answer should be put be- 1126

tween two ## symbols, like ## ANSWER ##, 1127

at the end of your response. 1128

IoE-based Prompt w. CoT: 1129
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P2: Review your previous answer. If you are very1130

confident about your answer, maintain your1131

answer. Otherwise, update your answer. Ex-1132

plain your reasoning step-by-step. Your final1133

answer should be put between two ## sym-1134

bols, like ## ANSWER ##, at the end of your1135

response.1136

IoE-based Prompt w. RaR:1137

P2: (Original) "Review your previous answer. If1138

you are very confident about your answer,1139

maintain your answer. Otherwise, update1140

your answer. Your final answer should be put1141

between two ## symbols, like ## ANSWER ##,1142

at the end of your response." Rephrase and1143

expand the question, and respond.1144

P2: (Rephrased) Critically assess your earlier re-1145

sponse, identifying any deficiencies or inac-1146

curacies present in your answer. Elaborate1147

on the process of self-evaluation, emphasizing1148

the significance of recognizing and addressing1149

potential issues to enhance the overall qual-1150

ity and reliability of the information provided.1151

Your final answer should be put between two1152

## symbols, like ## ANSWER ##, at the end1153

of your response.1154

C Example Visualization1155

C.1 Successful Examples1156

In the main paper, we only provide a simplified1157

example of GSM8K. Here, we provide complete1158

evaluation examples for each benchmark where1159

our IoE-based Prompt leads to correct answers,1160

including the prompts and the full responses by1161

the LLMs. Specifically, we provide the following1162

examples:1163

• Figure 5: an example on GSM8K (Cobbe1164

et al., 2021).1165

• Figure 6: an example on SVAMP (Patel et al.,1166

2021).1167

• Figure 7: an example on Sports Understand-1168

ing (Cai et al., 2023).1169

• Figure 8: an example on LLC (Wei et al.,1170

2022).1171

• Figure 9: an example on HotpotQA (Yang1172

et al., 2018).1173

• Figure 10: an example on Domestic Robot1174

(Cai et al., 2023).1175

C.2 Failed Examples 1176

In this section, we present some examples where 1177

our IoE-based Prompt failed to self-correct the rea- 1178

soning. Specifically, we have the following exam- 1179

ples: 1180

• Figure 11: an example on GSM8K (Cobbe 1181

et al., 2021), where the model is confident. 1182

• Figure 12: another example on GSM8K 1183

(Cobbe et al., 2021), where the model is un- 1184

condident. 1185

Failure Analysis. We would like to analyze 1186

why our prompting method failed to achieve self- 1187

correction. 1188

In this Figure 11, the initial answer is incorrect, 1189

when applying our IoE prompt, the answer is still 1190

incorrect and the model is confident in its incorrect 1191

answer. The reason for this failure can be that the 1192

model is not capable enough to provide a correct 1193

answer given the current knowledge. 1194

In this Figure 12, the initial answer is correct, 1195

however, after applying our IoE-based Prompt, 1196

the model becomes unconfident and the answer is 1197

changed to an incorrect one. To dive into the initial 1198

question ("Josh decides to try flipping a house. He 1199

buys a house for $80,000 and then puts in $50,000 1200

in repairs. This increased the value of the house by 1201

150%. How much profit did he make?"), we find 1202

that: this question can be understood from multiple 1203

aspects, and some can be easily misunderstood. For 1204

example, according to "This increased the value of 1205

the house by 150%", we can see that the value 1206

of the house has become $80,000*(1+150%) = 1207

$200,000. However, it is very likely that one may 1208

misthink that "This increased the value of the house 1209

to its 150%", therefore, the value of the house is 1210

$80,000*150% = $120,000, which is wrong. 1211
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[P1] Standard Prompt

: The number of songs in a playlist is 300. If John has 20 such playlists, and each song is 10 hours long, how many
hours will the 20 playlists last in total? Explain your reasoning. Your final answer should be put between two ## symbols,
like ## ANSWER ##, at the end of your response.

: If each song is 10 hours long, then the total length of each playlist is 300 * 10 = 3000 hours. Since John has 20 such
playlists, the total length of all the playlists combined is 3000 * 20 = 60000 hours. Therefore, the 20 playlists will last a
total of ## 60000 ## hours. (Correct)

[P2] Critical Prompt (Huang et al., 2023)

: Review your previous answer and find problems
with your answer.

: Apologies for the mistake in my previous response.
The duration of each song is not 10 hours long. Let’s
correct that.If each song is 3 minutes long, then the total
duration of the 6000 songs is 6000 * 3 minutes. So the
answer is ## 18000 ## minutes.

[P2] IoE Prompt (Ours)

: If you are very confident about your answer, main-
tain your answer. Otherwise, update your answer. Your
final answer should be put between two ## symbols, like
## ANSWER ##, at the end of your response.

: I’m confident in my previous answer. Therefore,
the 20 playlists will last a total of ## 60000 ## hours.
(Correct)

[P3] Update Prompt (Huang et al., 2023)

: Based on the problems you found, improve your
answer. Please reiterate your answer. Your final answer
should be put between two ## symbols, like ## AN-
SWER ##, at the end of your response.

: Apologies for the confusion. Let’s correct the cal-
culation. If each song is 3 minutes long, then the total
duration of the 6000 songs is 6000 * 3 minutes, which
equals 18,000 minutes. To convert this to hours, we
divide by 60 (since there are 60 minutes in an hour):
18,000 / 60 = 300 hours. So the answer is ## 300 ##
hours. (Incorrect)

[P3] Decision Refinement (Ours)
<–Since the answers by the previous two prompts are
the same, this decision prompt will not be executed and
the final answer will be directly output.–>
Answer: 60000 hours. (Correct)

Figure 5: One example on GSM8K benchmark (Cobbe et al., 2021) evaluated with gpt-3.5-turbo-1106 model.
The [P1] standard prompt is the same for all methods. Left: Critical Prompt as the baseline. Right: our proposed
IoE-based Prompt.
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[P1] Standard Prompt

: The Razorback shop makes $86 dollars off each Tshirt and $232 off each jersey. During the Arkansas and Texas tech
game they sold 254 t-shirts and 43 jerseys. How much more does a jersey cost than a t-shirt? Explain your reasoning.
Your final answer should be put between two ## symbols, like ## ANSWER ##, at the end of your response.

: To find out how much more a jersey costs than a t-shirt, we can first calculate the total revenue from t-shirts and
jerseys separately. Total revenue from t-shirts = $86 * 254 = $21,844. Total revenue from jerseys = $232 * 43 = $9,976.
Now we can find the difference in revenue between jerseys and t-shirts: $9,976 - $21,844 = -$11,868. Since the revenue
from t-shirts is higher than the revenue from jerseys, we can conclude that a jersey costs $11,868 less than a t-shirt.
Therefore, a jersey costs $11,868 less than a t-shirt. The final answer is ## -11868 ##. (Incorrect)

[P2] Critical Prompt (Huang et al., 2023)

: Review your previous answer and find problems
with your answer.

: Apologies for the mistake in my previous response.
Let’s recalculate the difference in revenue between the
sales of t-shirts and jerseys. Total revenue from t-shirts
= 254 t-shirts * $86 per t-shirt = $21,844. Total revenue
from jerseys = 43 jerseys * $232 per jersey = $9,976.
To find the difference in revenue, we should subtract the
total revenue from t-shirts from the total revenue from
jerseys: $9,976 - $21,844 = -$11,868. Upon reviewing
the calculation, I realize that I made an error in the
subtraction. The correct calculation should be: $21,844
- $9,976 = $11,868. So the correct answer is $11,868.
This means that a jersey costs ## 11,868 ## more than a
t-shirt. Thank you for bringing this to my attention.

[P2] IoE Prompt (Ours)

: If you are very confident about your answer, main-
tain your answer. Otherwise, update your answer. Your
final answer should be put between two ## symbols, like
## ANSWER ##, at the end of your response.

: Apologies for the confusion. Let’s recalculate.
The difference in revenue between jerseys and t-shirts
is:$232 - $86 = $146. So, a jersey costs $146 more
than a t-shirt. Therefore, the final answer is ## 146 ##.
(Correct)

[P3] Update Prompt (Huang et al., 2023)

: Based on the problems you found, improve your
answer. Please reiterate your answer. Your final answer
should be put between two ## symbols, like ## AN-
SWER ##, at the end of your response.

: Apologies for the confusion in my previous re-
sponses. Let’s recalculate the difference in revenue
between the sales of t-shirts and jerseys. Total revenue
from t-shirts = 254 t-shirts * $86 per t-shirt = $21,844.
Total revenue from jerseys = 43 jerseys * $232 per jersey
= $9,976. To find the difference in revenue, we should
subtract the total revenue from jerseys from the total
revenue from t-shirts: $21,844 - $9,976 = $11,868. So
the answer is $11,868. This means that a jersey costs
## 11,868 ## more than a t-shirt. Thank you for your
patience, and I appreciate your understanding.
(Incorrect)

[P3] Decision Refinement (Ours)

: You give two different answers in previous re-
sponses. Check the problem and your answers again,
and give the best answer. Your final answer should be
put between two ## symbols, like ## ANSWER ##, at
the end of your response.

: Total revenue from t-shirts = $86 * 254 = $21,844.
Total revenue from jerseys = $232 * 43 = $9,976.
The difference in revenue between jerseys and t-shirts
is:$232 - $86 = $146. So, a jersey costs $146 more than
a t-shirt. Therefore, the final answer is ## 146 ##.
(Correct)

Figure 6: One example on SVAMP benchmark (Patel et al., 2021) evaluated with gpt-3.5-turbo-1106 model.
The [P1] standard prompt is the same for all methods. Left: Critical Prompt as the baseline. Right: our proposed
IoE-based Prompt.
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[P1] Standard Prompt

: Determine whether the following statement is plausible: Jimmy Butler eurostepped to the basket.
Question: Is this statement plausible? Explain your reasoning. Your final answer should be put between two ## symbols,
like ## ANSWER ##, at the end of your response.

: The statement is plausible because Jimmy Butler, a professional basketball player, is known for his ability to eurostep
to the basket, a move commonly used in basketball to evade defenders and score. ## Yes ##. (Correct)

[P2] Critical Prompt (Huang et al., 2023)

: Review your previous answer and find problems
with your answer.

: Upon reviewing my previous answer, I realize that
I made an error. While Jimmy Butler is indeed a skilled
basketball player, the statement "Jimmy Butler is known
for his ability to eurostep to the basket" is not accurate.
Eurostepping is not a move that is particularly associated
with Jimmy Butler’s playing style. I apologize for the
mistake and any confusion it may have caused. Thank
you for bringing this to my attention.

[P2] IoE Prompt (Ours)

: If you are very confident about your answer, main-
tain your answer. Otherwise, update your answer. Your
final answer should be put between two ## symbols, like
## ANSWER ##, at the end of your response.

: I am confident in my previous answer because
Jimmy Butler is indeed known for his eurostep move in
basketball, which supports the plausibility of the state-
ment. ## Yes ##. (Correct)

[P3] Update Prompt (Huang et al., 2023)

: Based on the problems you found, improve your
answer. Please reiterate your answer. Your final answer
should be put between two ## symbols, like ## AN-
SWER ##, at the end of your response.

: The statement "Jimmy Butler is known for his abil-
ity to eurostep to the basket" is not accurate. While
Jimmy Butler is a skilled basketball player, eurostep-
ping is not a move that is particularly associated with
his playing style. I apologize for the mistake and any
confusion it may have caused. Thank you for bringing
this to my attention. ## No ##. (Incorrect)

[P3] Decision Refinement (Ours)
<–Since the answers by the previous two prompts are
the same, this decision prompt will not be executed and
the final answer will be directly output.–>
Answer: ## Yes ##. (Correct)

Figure 7: One example on Sports Understanding from BIG-Bench (Cai et al., 2023) evaluated with
gpt-3.5-turbo-1106 model. The [P1] standard prompt is the same for all methods. Left: Critical Prompt
as the baseline. Right: our proposed IoE-based Prompt.

18



[P1] Standard Prompt

: Take the last letters of each words in "Norma Timothy Willie Mathew" and concatenate them. Explain your reasoning.
Your final answer should be put between two ## symbols, like ## ANSWER ##, at the end of your response.

: The last letters of each word are: a, y, e, w. Concatenating them gives us "ayew". ## ayew ##. (Correct)

[P2] Critical Prompt (Huang et al., 2023)

: Review your previous answer and find problems
with your answer.

: Upon reviewing my previous answer, I realize that
I made a mistake. The last letters of each word are
actually: e, y, e, d. Concatenating them gives us "eyed".
I apologize for the error in my previous response. Thank
you for bringing it to my attention.

[P2] IoE Prompt (Ours)

: If you are very confident about your answer, main-
tain your answer. Otherwise, update your answer. Your
final answer should be put between two ## symbols, like
## ANSWER ##, at the end of your response.

: Upon reviewing my previous answer, I realize that I
made a mistake. The last letters of each word in "Norma
Timothy Willie Mathew" are a, y, e, w, not a, y, e, w.
Therefore, the correct concatenation of the last letters is
"ayew". ## ayew ##. (Correct)

[P3] Update Prompt (Huang et al., 2023)

: Based on the problems you found, improve your
answer. Please reiterate your answer. Your final answer
should be put between two ## symbols, like ## AN-
SWER ##, at the end of your response.

: The last letters of each word are: e, y, e, d. Concate-
nating them gives us "eyed". ## eyed ##. (Incorrect)

[P3] Decision Refinement (Ours)
<–Since the answers by the previous two prompts are
the same, this decision prompt will not be executed and
the final answer will be directly output.–>
Answer: ## ayew ##. (Correct)

Figure 8: One example on Last Letter Concatenation (LLC) benchmark (Wei et al., 2022) evaluated with
gpt-3.5-turbo-1106 model. The [P1] standard prompt is the same for all methods. Left: Critical Prompt
as the baseline. Right: our proposed IoE-based Prompt.
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[P1] Standard Prompt

: Context: Peppes Pizza is a Norwegian pizza chain that serves American style and Italian style pizza. Peppes is the largest pizza chain in Scandinavia.
The restaurant was founded by two Americans, Louis Jordan and his wife Anne from Hartford, Connecticut. The restaurant chain is part of Umoe Catering
As which consists of restaurants such as Burger King, TGI Fridays, La Baguette and Cafe Opus. Peppes Pizza is one of the first restaurants that brought
foreign food to Norway. 9 million pizzas are served by Peppes each year with deliveries in 11 cities in Norway. Their menu was first put online in March
1995. The servings have been described as enough for two people and that the pizza chain is a cut above the rest. Gino’s East is a Chicago-based restaurant
chain, notable for its deep-dish pizza (sometimes called Chicago-style pizza), and for its interior walls, which patrons have covered in graffiti and etchings.
The restaurant features deep-dish pizza baked in cast-iron pans, as well as sandwiches, soups and salads. Big Mama’s & Papa’s Pizzeria is a pizza restaurant
chain primarily located in Southern California. The chain is notable for its extremely large Giant Sicilian pizza, which is claimed to be the largest deliverable
pizza in the world. Additionally, the chain gained notoriety when, during the 2014 Academy Awards, host Ellen Degeneres had Big Mama’s pizzas delivered
onstage. Papa John’s Pizza is an American restaurant franchise company. It runs the third largest take-out and pizza delivery restaurant chain in the United
States, with headquarters in Jeffersontown, Kentucky, a suburb of Louisville. Pizza 73 is a Canadian restaurant chain that offers a number of different styles
of pizza, along with chicken wings. It has been operated by Pizza Pizza since 2007. Toronto-based Pizza Pizza had acquired the restaurant for a total of
$CAN70.2 million. There are 89 locations throughout Western Canada, which include the provinces of British Columbia, Alberta, and Saskatchewan. The
restaurant’s name originates from its original phone number: 473 . Founded by David Tougas and Guy Goodwin in 1985, Pizza 73 is headquartered in
Edmonton, Alberta, Canada. Papa Gino’s, Inc. is a restaurant chain based in Dedham, Massachusetts specializing in American-style pizza along with pasta,
subs, salads, and a variety of appetizers. There are over 150 Papa Gino’s locations in Connecticut, Maine, Massachusetts, New Hampshire, and Rhode Island.
Pie Five Pizza Co. is a fast casual restaurant chain specializing in handcrafted personal pizza made in less than 5 minutes. The brand is owned by Rave
Restaurant Group, which also owns Pizza Inn. As of December 2016, Pie Five has 98 restaurants in the following locations: Alabama, Arkansas, Florida,
Georgia, Illinois, Indiana, Kansas, Maryland, Minnesota, Missouri, Nebraska, North Carolina, Oklahoma, Tennessee, Texas, Utah, Kentucky, Virginia and
Washington, D.C. with more than 400 additional company-owned and franchise units anticipated. Gino’s Pizza and Spaghetti is a restaurant chain with 40
locations, most of them within the U.S. state of West Virginia. The company was founded by Kenney Grant in 1961. Many locations are shared with Tudor’s
Biscuit World although the Gino’s brand is exclusive to West Virginia. There is one located in Ohio, while there are stand alone Tudor’s locations in eastern
Kentucky, southern Ohio and southwest Virginia. Gino’s serves pizza, spaghetti, sandwiches, and more. Company headquarters are located in Huntington,
West Virginia and Nitro, West Virginia. Pizza Inn is an American restaurant chain and international food franchise, specializing in American-style pan pizza
and side dishes. The company is based in the Dallas suburb of The Colony, Texas. Tudor’s Biscuit World is a restaurant chain based in Huntington, West
Virginia, most commonly found in West Virginia. Many West Virginia locations share a building with Gino’s Pizza and Spaghetti, although the chain is more
extensive than Gino’s (which is exclusive to West Virginia), having locations in southern Ohio, eastern Kentucky, and southwestern Virginia. In 2016 a
franchise was opened in Panama City, Florida. Tudor’s serves biscuits, biscuit sandwiches, homestyle breakfasts and dinners, muffins, and several side
dishes. The chain was originally based in Charleston, West Virginia and many of the biscuit sandwiches are named for sports teams of interest in that area,
including teams at Marshall University, West Virginia University, and The University of Charleston.
Question: Which restaurant chain’s headquarters is further north, Pizza Inn or Papa Gino’s? Explain your reasoning. Your final answer should be put
between two ## symbols, like ## ANSWER ##, at the end of your response.

: Pizza Inn’s headquarters is further north than Papa Gino’s. Pizza Inn is based in The Colony, Texas, which is further north than Dedham, Massachusetts,
where Papa Gino’s is headquartered. The Colony, Texas is located at a latitude of approximately 33.0801 N, while Dedham, Massachusetts is located at a
latitude of approximately 42.2418 N. Therefore, Pizza Inn’s headquarters is further north. ## Pizza Inn ##. (Incorrect)

[P2] Critical Prompt (Huang et al., 2023)

: Review your previous answer and find problems with your answer.
: Apologies for the confusion. Upon reviewing the information, I

realize that I made an error in my previous response. The correct answer
is that Papa Gino’s headquarters in Dedham, Massachusetts is further
north than Pizza Inn’s headquarters in The Colony, Texas. Therefore,
the correct answer is Papa Gino’s. Thank you for bringing this to my
attention.

[P2] IoE Prompt (Ours)

: If you are very confident about your answer, maintain your answer.
Otherwise, update your answer. Your final answer should be put between
two ## symbols, like ## ANSWER ##, at the end of your response.

: Upon reviewing my previous answer, I realize that I made an
error. Dedham, Massachusetts, where Papa Gino’s is headquartered, is
further north than The Colony, Texas, where Pizza Inn is based. Dedham,
Massachusetts is located at a latitude of approximately 42.2418 N, while
The Colony, Texas is located at a latitude of approximately 33.0801 N.
Therefore, Papa Gino’s headquarters is further north. ## Papa Gino’s
##. (Correct)

[P3] Update Prompt (Huang et al., 2023)

: Based on the problems you found, improve your answer. Please
reiterate your answer. Your final answer should be put between two ##
symbols, like ## ANSWER ##, at the end of your response.

: Upon reviewing the information, I realize that I made an error in my
previous response. The correct answer is that Papa Gino’s headquarters
in Dedham, Massachusetts is further north than Pizza Inn’s headquarters
in The Colony, Texas. Therefore, the correct answer is ## Papa Gino’s
##. (Correct)

[P3] Decision Refinement (Ours)

: You give two different answers in previous responses. Check the
problem and your answers again, and give the best answer. Your final
answer should be put between two ## symbols, like ## ANSWER ##,
at the end of your response.

: Upon re-evaluating the locations of the headquarters for Pizza Inn
and Papa Gino’s, I have found that The Colony, Texas, where Pizza
Inn is based, is further south than Dedham, Massachusetts, where Papa
Gino’s is headquartered. The Colony, Texas is located at a latitude of
approximately 33.0801 N, while Dedham, Massachusetts is located at a
latitude of approximately 42.2418 N. Therefore, Papa Gino’s headquar-
ters is further north. ## Papa Gino’s ##. (Correct)

Figure 9: One example on HotpotQA benchmark with context (Yang et al., 2018) evaluated by gpt-3.5-turbo-1106
model. The [P1] standard prompt is the same for all methods. Left: Critical Prompt as the baseline. Right: our
proposed IoE-based Prompt.
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[P1] Standard Prompt

: Given an image:

You are a domestic robot that helps me do housework in the simulation room. Your goal is: clean the CounterTop. You
have cloth in your hands. Based on the image, what action should you do next?
(A) find a cleaning cloth
(B) use the cloth to clean the countertop
(C) water the faucet with the spray bottle.
Explain your reasoning. Your final answer should be put between two ## symbols, like ## ANSWER ##, at the end of
your response.

: Since I already have a cloth in my hands, there is no need to find another cleaning cloth. Therefore, option (A) is not
necessary. Option (C) mentions watering the faucet with the spray bottle, but the goal is to clean the countertop, not to
water the faucet. The most logical action to take next would be to use the cloth I have to clean the countertop, which
aligns with the goal given. My final answer is: ## B ##. (Correct)

[P2] Critical Prompt (Huang et al., 2023)

: Review your previous answer and find problems
with your answer.

: Upon reviewing my previous answer, I realize that
I made a mistake in interpreting option (C). The option
mentions "watering the faucet with the spray bottle,"
which doesn’t make sense in the context of cleaning. It’s
likely that the option meant to say "wetting the coun-
tertop with the spray bottle" or "spraying the cleaning
solution onto the countertop." Given this, the correct
sequence of actions for cleaning a countertop would
be to first spray the cleaning solution onto the surface
(assuming the spray bottle contains a cleaning solution)
and then use the cloth to wipe and clean the countertop.
Therefore, the correct next action would be to wet the
countertop with the spray bottle before wiping it with
the cloth. My revised final answer is: ## C ##.

[P2] IoE Prompt (Ours)

: If you are very confident about your answer, main-
tain your answer. Otherwise, update your answer. Your
final answer should be put between two ## symbols, like
## ANSWER ##, at the end of your response.

: Upon reviewing my previous answer, I still believe
that option (B) is the correct action to take. The goal is
to clean the countertop, and I already have a cloth in my
hands. It makes sense to use the cloth to wipe down the
countertop. Option (A) is unnecessary because I already
have a cloth, and option (C) does not directly contribute
to cleaning the countertop. Therefore, I am confident in
maintaining my previous answer. Final answer: ## B
##. (Correct)

[P3] Update Prompt (Huang et al., 2023)

: Based on the problems you found, improve your
answer. Please reiterate your answer. Your final answer
should be put between two ## symbols, like ## AN-
SWER ##, at the end of your response.

: My revised final answer is: ## C ## (Incorrect)

[P3] Decision Refinement (Ours)
<–Since the answers by the previous two prompts are
the same, this decision prompt will not be executed and
the final answer will be directly output.–>
Answer: ## B ##. (Correct)

Figure 10: One example on Domestic Robot benchmark (Cai et al., 2023) evaluated with gpt-4-vision-preview
model. The [P1] standard prompt is the same for all methods. Left: Critical Prompt as the baseline. Right: our
proposed IoE-based Prompt.
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[P1] Standard Prompt

: Boris has 100 apples. Beck has 23 fewer apples
than Boris. If Boris gives Beck 10 apples, how many
fewer apples does Beck have than Boris now? Explain
your reasoning. Your final answer should be put be-
tween two ## symbols, like ## ANSWER ##, at the
end of your response.

: First, we need to find out how many apples Beck
has. Since Beck has 23 fewer apples than Boris, we can
calculate Beck’s apples by subtracting 23 from Boris’s
apples: 100 - 23 = 77 apples. Now, if Boris gives Beck
10 apples, Beck will have 77 + 10 = 87 apples. To find
out how many fewer apples Beck has than Boris now,
we can subtract Beck’s apples from Boris’s apples: 100
- 87 = 13. So, Beck has 13 fewer apples than Boris now.
Therefore, the final answer is ## 13 ##. (Incorrect)

[P2] IoE Prompt

: If you are very confident about your answer, main-
tain your answer. Otherwise, update your answer. Your
final answer should be put between two ## symbols,
like ## ANSWER ##, at the end of your response.

: Upon reviewing my previous answer, I realize there
was a mistake in the calculation. If Boris gives Beck
10 apples, Beck will have 77 + 10 = 87 apples. To find
out how many fewer apples Beck has than Boris now,
we can subtract Beck’s apples from Boris’s apples: 100
- 87 = 13. So, Beck has 13 fewer apples than Boris now.
Therefore, the final answer is ## 13 ##. (Incorrect)

[P3] Decision Refinement
<–Since the answers by the previous two prompts are
the same, this decision prompt will not be executed and
the final answer will be directly output.–>
Answer: ## 13 ##. (Incorrect)

Figure 11: One example on GSM8K (Cobbe et al.,
2021) with gpt-3.5-turbo-1106 model, where our
IoE-based prompt failed to achieve self-correction.

[P1] Standard Prompt

: Josh decides to try flipping a house. He buys a
house for $80,000 and then puts in $50,000 in repairs.
This increased the value of the house by 150%. How
much profit did he make? Explain your reasoning. Your
final answer should be put between two ## symbols,
like ## ANSWER ##, at the end of your response.

: First, let’s calculate the increased value of the
house after the repairs. The increase in value is 150%
of the original value, so the new value of the house
is 250% of the original value. The original value of
the house is $80,000, so 250% of $80,000 is $200,000.
Now, let’s calculate the total cost of the house and
repairs. Josh bought the house for $80,000 and put
in $50,000 in repairs, so the total cost is $80,000 +
$50,000 = $130,000. To find the profit, we subtract
the total cost from the increased value of the house:
$200,000 - $130,000 = $70,000. So, Josh made a profit
of $70,000. Therefore, the profit he made is ## 70000
##. (Correct)

[P2] IoE Prompt

: If you are very confident about your answer, main-
tain your answer. Otherwise, update your answer. Your
final answer should be put between two ## symbols,
like ## ANSWER ##, at the end of your response.

: Upon reviewing my previous answer, I realize there
was a mistake in the calculation. I apologize for the
confusion. Let’s recalculate the profit. The increased
value of the house after the repairs is $80,000 + $50,000
= $130,000. The profit is the increased value of the
house minus the total cost, so $130,000 - $130,000 =
$0. So, the correct profit is $0. Therefore, the profit he
made is ## 0 ##. (Incorrect)

[P3] Decision Refinement

: You give two different answers in previous re-
sponses. Check the problem and your answers again,
and give the best answer. Your final answer should be
put between two ## symbols, like ## ANSWER ##, at
the end of your response.

: Apologies for the confusion. Let’s recalculate the
profit. The increased value of the house after the re-
pairs is $80,000 + $50,000 = $130,000. The profit is
the increased value of the house minus the total cost, so
$130,000 - $130,000 = $0. So, the correct profit is $0.
Therefore, the profit he made is ## 0 ##. (Incorrect)

Figure 12: Another example on GSM8K (Cobbe et al.,
2021) with gpt-3.5-turbo-1106 model, where our
IoE-based prompt failed to achieve self-correction.
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