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ABSTRACT
In response to the escalating ecological challenges that threaten
global sustainability, there’s a deep need to investigate alternative
methods of commerce, such as rental economies. Like most online
commerce, rental or otherwise, a functioning recommender sys-
tem is crucial for their success. Yet the domain has, until this point,
been largely neglected by the recommender system research com-
munity.

Our dataset, derived from our collaboration with the leading
Norwegian fashion rental companyVibrent, encompasses 64𝑘 trans-
actions, rental histories from 2.2𝑘 anonymized users, and 15.8𝑘
unique outfits in which each physical item’s attributes and rental
history is meticulously tracked. All outfits are listed as individual
items or their corresponding item groups, referring to shared de-
signs between the individual items. This approach underlines the
novel challenges of rental as compared to more traditional recom-
mender system problems where items are generally interchange-
able. Each outfit is accompanied by a set of tags describing some
of their attributes. We also provide a total of 50𝑘 images displaying
across all items along with a set of precomputed zero-shot embed-
dings.

We apply amyriad of common recommender systemmethods to
the dataset to provide a performance baseline. This baseline is cal-
culated for the traditional fashion recommender system problem of
recommending outfit groups and the novel problem of predicting
individual item rental. To our knowledge, this is the first published
article to directly discuss fashion rental recommender systems, as
well as the first published dataset intended for this purpose. It is
our hope that the publication of this dataset will serve as a catalyst
for a new branch of research for specialized fashion rental recom-
mender systems.
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The dataset is temporarily hosted at https://anonymous.4open.
science/r/clothes_rental_dataset-B1E8/ and Google Cloud at https:
//console.cloud.google.com/storage/browser/clothes-rental-dataset.

The code for collecting, processing, and evaluating the dataset
is hosted at https://anonymous.4open.science/r/Vibrent_Dataset_
Collection-03DC/
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1 INTRODUCTION
In the estimation of the EU, the fashion industry is responsible for
between 2% and 10% of the environmental impact of consumption
in its member states[13]. Meanwhile, the average number of times
an outfit has been worn before being disposed of has decreased
by 36% between 2000 and 2015[5]. Though an increased focus on
the recycling of clothes and materials may be a component of a
more sustainable economy, reuse is substantially more beneficial
than recycling[5]. Even though companies built around Circular
BusinessModels (CBMs) and sustainability are generally perceived
positively by the general public[11],This positive perception is not
enough to gain traction for a functioning rental economy. Rather,
the move to a rental economy needs to be made as frictionless as
possible. To minimize the perceived inconvenience of using digi-
tal platforms, users should be presented with clothing options that
are immediately appealing[2]. One of the most pertinent ways to
accomplish this is through effective Recommender Systems (RS)
tailored to this domain, a topic that, until this point, has seen re-
markably little written about it.

Vibrent is a leading Norwegian fashion rental company estab-
lished in 2020 originally called Fjong. The company is particularly
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focused on providing women’s everyday and party wear. During
the period since its founding, it has collected troves of useful, im-
plicit RS data of its customers and product line. Though it does of-
fer one-time rentals, its primary focus is on its subscription service
with which its users may rent a set number of clothes per month.

Recommendations for clothes rental services offer several unique
challenges not present in other domains, such as managing tem-
poral item availability and modeling item condition. Though most
fashion rental companies will likely find the use ofmore traditional
RS adequate for the job of providing recommendations, the cre-
ation and application of tailored RS will improve performance in
the domain.

The key contribution in this paper is the Vibrent Clothes Rental
dataset. The lack of existing literature on clothes rental RS is re-
markable, but could be explained by the lack of datasets dedicated
to this purpose with the exception of the dataset discussed in Sec-
tion 2.1. With the introduction

2 RELATEDWORK
In contrast to fashion rental, RSs for the domain of fashion retail
are largely well-explored. Deldjoo et al.[4] has published a sur-
vey paper detailing the different aspects of RS research regard-
ing fashion. Two examples of well-established datasets for this do-
main are the H&M dataset[6] and the Amazon Fashion dataset[12].
These document the transactions of two of the world’s largest fash-
ion retailers and will, therefore, naturally be far more extensive
than our own dataset. These are still retail companies, however,
and won’t be suitable for capturing the signals inherent in rental
recommendations. Further, the level of detail concerning the out-
fits is lacking as compared to our dataset with the documenta-
tion of both attributes (tags) and product images being less com-
prehensive. While fashion CBMs and rental enterprises have re-
ceived some previous academic attention, this research has pre-
dominantly emerged from less quantitative disciplines [2, 5, 8, 11].
These generally cover the aspects of clothing rental relating to its
sustainability and customer perception.

There is a previous precedent for the publication of papers an-
nouncing datasets for relevant tasks. This is particularly common
in the context of Natural Language Processing and Large Language
Models as a method for acquiring quantitative metrics for perfor-
mance on specific tasks. QASPER[3], Hellaswag[18], are two promi-
nent examples of this. The paper introducing LiveRec by Rappaz et
al.[14] also released their accompanying dataset. There is some ex-
isting literature relating to the application of RSs to rental in other
areas aside from fashion, for example, Iqbal et al discuss apply-
ing machine learning to optimize the rental activities of a Korean
library[7].

2.1 Existing datasets
To our knowledge the only existing dataset relating to fashion rental
is the RentTheRunway dataset collected by Misra et al. for their
article discussing adapting RSs to account for clothing fit[10]. It
appears to have been collected through scraping Rent the Run-
way’s website.The dataset contains 192, 544 transactions and 5, 850

items in total, but little supplemental information about the rele-
vant items. Remarkably few of the transactions discussed are from
repeat customers, only 32% of the customerbase has more than a
single transaction associatedwith them.The dataset has beenmade
available at https://cseweb.ucsd.edu// jmcauley/datasets.html.

3 METHOD
This paper introduces the Vibrent Clothes Rentaldataset, which
consists of four separate components: outfits, users, pictures, and
transactions. Of these, there are 15.8𝑘 unique outfits and 9.7𝑘 out-
fit groups, 2.2𝑘 anonymized users with accompanying rental his-
tories, 50𝑘 pictures, and a total of 64𝑘 transactions. These users
represent all users that have rented at least one item via Vibrent’s
subscription service. As Vibrent worked off a subscription model,
the average user in our dataset has rented a significantly higher
number of outfits than the RentTheRunway dataset discussed in
Section 2.1. Overall less than 3% of users have rented only a single
item.

In the context of this RS rental problem, there are two distinct
approaches for evaluating recommendations, either for individual
items or groups of items. As Vibrent’s initial priority was to gather
a catalogwith the highest possible diversity of clothing items, a sig-
nificant portion of them (49.7%) are completely unique compared
to the rest of the dataset.The remaining half has two ormore copies
of the same item available, though not always in the same size.
All in all, of the 9791 distinct outfit groups available, 76.8% have
a single item tied to them while the rest have two or more items.
Predicting a user’s interest in an outfit group will naturally be eas-
ier than predicting interest in individual items. Later benchmarks
will refer to these as either “Groups” or “Individuals” and will eval-
uate these separately. None of the data contains explicit product
feedback from the user, any benchmarks applied will therefore be
compatible with implicit training methods.

As the dataset consists of relatively few users with compara-
tively sizable rental histories, we evaluate performance by hiding
a portion of the most recent rentals of a given user and quantify
performance using the Hit Rate at 10 and 100 (HR@10, HR@100).
The size of the test data is 30% of the user’s entire rental history
(rounded down). Tomeasure amethod’s reliance on previous rentals
to improve performance, we also recordHR@10-new andHR@100-
new, which prevents the hidden test outfit from the previous rental
history from being one the user previously rented. Hit rate is de-
fined as HR@n = 𝐻𝑛

𝑈 in which𝐻𝑛 is the number of users for whom
the correct item is in the top𝑛 recommendations and𝑈 be the total
number of users.

3.1 Picture Embeddings
Although images are vital for ensuring humans are interested in
renting a clothing item, they provide little useful information to
machines and RSs in their raw form. As these images have been
made available alongside the rest of the dataset, any parties inter-
ested in applying their own methods of embedding these images
are free to do so. This process can be compute and time intensive,
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however. With this in mind, we provide a set of pre-computed em-
beddings for each image in our dataset. These embeddings were ar-
rived at via retrieving the embeddings from the second to last layer
of the torchvision[9] pre-trained EfficientNet_V2_L[16] model. We
chose this model because it is the top-performing model for zero-
shot fashion image similarity[1].

3.2 Heuristic Baselines
We evaluate the following heuristic baselines:

• Popular Outfits (Pop): Recommends the 𝑛 globally most
commonly rented outfits to every single user.

• Repeat Outfits (Rep): Recommends the 𝑛 outfits the user
has previously rented.

• Popular and Repeated Outfits (Pop + Rep): A combi-
nation of Popular Outfits and Repeat Outfits. Recommends
repeated items if the user has less than 𝑛 rentals. Other-
wise, the recommendations are padded with the most popu-
lar global items.

3.3 Collaborative Filtering Baselines
We evaluate two collaborative filtering techniques:

• Alternating Least Squares (ALS): ALS is a matrix factor-
ization technique particularly effective for handling large-
scale and sparse datasets and can incorporate both explicit
and implicit feedback [19]. ALS has been applied to our data
with 32 factors and regularization of 0.01.

• Bayesian Personalized Ranking (BPR): BPR is a pair-
wise learning method designed to optimize for personalized
ranking. It utilizes a matrix factorization model with the ob-
jective of maximizing the difference between the observed
positive interactions and unobserved negative interactions
[15]. BPR has been applied to our dataset with 128 factors,
a regularization of 0.01, and a learning rate of 0.01.

3.4 Content-based Baselines
We evaluate two content-based approaches:

• Image Embeddings (Img Embed): A content-based ap-
proach built on the Vibrent Clothes Rentaldataset image em-
beddings as discussed in Section 3.1. Recommendations are
made by calculating the 𝑛 nearest neighbors of a mean rep-
resentation of all images in a user’s rental history.

• TagEmbeddings (Tag Embed): A content-based approach
built on each outfit’s tags. Each outfit’s set of tags is one-hot
encoded, and a user is represented as the mean embeddings
across its rental history. Recommendations are made by cal-
culating the 𝑛 nearest neighbor outfit embeddings of these
user embeddings.

4 RESULTS AND DISCUSSION
The results from the baseline experiments are presented in Table
1. Overall, the simple heuristics of recommending popular and re-
peated items fared remarkably well, outperforming the other meth-
ods when evaluation allows for repeated items. Despite this do-
main being related to rentals, users are seemingly still most in-
clined to interact with items they have previously engaged with.

This phenomenon is well established in other domains too, how-
ever, a particularly relevant example of this is within live stream-
ing recommendation[14]. The collaborative filtering models out-
compete the other methods when recommending novel items.

Recommendations within the domain of fashion rental have the
added advantage of far denser interactionmatrixes than traditional
retail fashion RSs. Quantifying a sparsity score as 𝑆𝑝𝑎𝑟𝑠𝑖𝑡𝑦 = 1 −
𝑇

𝑈𝑥𝐼 where T is the total number of unique transactions, U is the
number of users, and I is the number of items. Figure ⁇ displays a
direct comparison of density between the Vibrent Clothes Rental-
dataset and some prominent Collaborative Filtering (CF) datasets.
While still more sparse than the Netflix Prize Competition dataset,
both versions are still significantly denser thanmost other RS datasets,
which speaks to the applicability of CF-based methods compared
to most other RS problems.

The top-performing CF models differ when recommending item
groups or individual products. Indicating that algorithms can be
more suited to one of the tasks and not the other. The content-
based methods recommending items based on tag and image at-
tributes also perform far better on individual product recommen-
dations as compared to group recommendations. In the case of the
tag-based method, this could to some extent be chalked up to outfit
size being an explicit factor and brand loyalty. Minor adjustments
to the scheme for the domain, such as applying a simple machine
learning approach to weight tag categories, would likely make it
the most performant on this topic.

4.1 Future work
Although traditional fashion RSs perform adequately in the con-
text of fashion rental as well, as we’ve already demonstrated, there
are some unique challenges to this domain.

4.1.1 Clothing wear and decay. As clothing items are worn over
time, their condition will naturally deteriorate as they accumulate
wear from multiple uses. The Vibrent Clothes Rentalcould be used
to model this gradual decay by observing when clothes are either
deleted or retired and re-sold. Any CBM company interested in de-
veloping an RS tailored for rental would likely benefit from model-
ing the likelihood of a clothing piece being retired after any num-
ber of successive uses and weighting tentative recommendations
accordingly.

4.1.2 Clothing availability. Similarly to the live-streaming RS by
Rappaz et al.[14] a clothing rental RSwould benefit from consciously
factoring in whether a clothing item was available when factoring
in positive and negative signals.

As the same individual items cannot be rented to different peo-
ple for any given period, a tailored clothes rental RS could also
benefit from consciously balancing who gets recommended items
in high demand. As we’ve demonstrated in Table 1, recommend-
ing the globally most popular items to all users is a reasonably ef-
fective strategy. However, suppose user 𝑥 and user 𝑦 both have a
popular item among their highest-scoring recommendations. Still,
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HR@10 HR@100 HR@10-new HR@100-new
Pop Ind 0.0221 0.1372 0.0271 0.1711

Pop Groups 0.0785 0.3439 0.1043 0.3467
Rep Ind 0.1340 0.2671 0.0000 0.0000

Rep Groups 0.1593 0.2974 0.0000 0.0000
Rep + Pop Ind 0.1354 0.3145 0.0018 0.1530

Rep + Pop Groups 0.1638 0.4499 0.0086 0.3219
BPR Ind 0.0582 0.2685 0.0650 0.2912

BPR Groups 0.0609 0.3051 0.0835 0.3345
ALS Ind 0.0469 0.2324 0.0619 0.2569

ALS Groups 0.0857 0.3556 0.1084 0.3589
Img Embed Ind 0.0338 0.1503 0.0312 0.1670

Img Embed Groups 0.0338 0.1620 0.0361 0.1783
Tag Embed Ind 0.0740 0.3096 0.0623 0.2880

Tag Embed Groups 0.0979 0.3281 0.0659 0.2849
Table 1: Hit rates evaluations for our baseline methods. For a deeper explanation of the different approaches see Sections 3.2,
3.3, 3.4

Dataset Density
Netflix Prize 1.18e-02
Clothing Rental Groups 3.71e-03
Clothing Rental Individual 2.32e-03
Rent The Runway 3.12e-04
H&M Fashion 1.92e-04
Book Rental 3.41e-05
Goodreads 1.63e-05
Amazon Fashion 6.30e-06

Table 2: Comparison between the density of various
datasets.

user𝑥 has several similar scoring other recommendations, and user
𝑦 has a larger gap between the top-scoring popular item and the
less popular items. In that case, user y should be the only user rec-
ommended the popular item. Thereby optimizing global user satis-
faction. Wang et al.’s survey on fairness in RSs[17] mentions some
relevant existing approaches to this topic when discussing fairness
from an item perspective and a system perspective.

5 CONCLUSION
This article has introduced the Vibrent Clothes Rentaldataset and
presented some of the unique and novel problems inherent in the
clothes rental domain of fashion, such as the recommendation of
individual items rather than product lines, the gradual wear and de-
cay of used clothes, and the varying availability of clothing items.
We have also made and evaluated a few initial implementations to
provide recommendations in this environment to serve as a base-
line for later work. The overall best-performing methods among
our models are popularity heuristics for repeated recommenda-
tions and ALS and BPR for novel product recommendations. The
collaborative filteringmodels differ in performance based onwhether
they recommend individual outfits or outfit groups, indicating that
proficiency in one of the tasks isn’t necessarily directly correlated
with proficiency in the other. We hope this publication will serve

as a springboard to engage more researchers on this issue, aiming
to lower the entry barrier for future commercial actors within this
field.
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