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ABSTRACT

Efficient large-scale retrieval requires representations that are both compact and
discriminative. Foundation models provide powerful visual and multimodal em-
beddings, but nearest neighbor search in these high-dimensional spaces is com-
putationally expensive. Hashing offers an efficient alternative by enabling fast
Hamming distance search with binary codes, yet existing approaches often rely on
complex pipelines, multi-term objectives, designs specialized for a single learning
paradigm, and long training times. We introduce CroVCA (Cross-View Code
Alignment), a simple and unified principle for learning binary codes that remain
consistent across semantically aligned views. A single binary cross-entropy loss
enforces alignment, while coding-rate maximization serves as an anti-collapse
regularizer to promote balanced and diverse codes. To implement this, we de-
sign HashCoder, a lightweight MLP hashing network with a final batch normal-
ization layer to enforce balanced codes. HashCoder can be used as a probing
head on frozen embeddings or to adapt encoders efficiently via LoRA fine-tuning.
Across benchmarks, CroVCA achieves state-of-the-art results in just 5 training
epochs. At 16 bits, it particularly well—for instance, unsupervised hashing on
COCO completes in under 2 minutes and supervised hashing on ImageNet100 in
about 3 minutes—on a single GPU. These results highlight CroVCA’s efficiency,
adaptability, and broad applicability.

1 INTRODUCTION

Foundation models have reshaped representation learning across vision, language, and multimodal
domains (Awais et al., 2025; Radford et al., 2021; Oquab et al., 2023; Siméoni et al., 2025). Their
embeddings capture rich semantic structure and enable applications such as image retrieval, text-to-
image search, and recommendation systems. Yet, these embeddings are high-dimensional, making
storage and nearest-neighbor search computationally expensive. This motivates the need for com-
pact representations that preserve semantics while enabling fast large-scale retrieval.

Hashing addresses this challenge by mapping embeddings into binary codes, allowing efficient Ham-
ming distance search with reduced memory and computation (Luo et al., 2023). However, learning
high-quality hash codes for foundation models remains difficult. Existing methods often rely on
multi-stage pipelines or distillation from pretrained embeddings (Cao et al., 2017), and use multi-
term objectives to approximate binarization (Li et al., 2024), enforce alignment (Jang et al., 2022),
or decorrelate bits (Ma et al., 2024). These designs complicate optimization, slow convergence, and
are typically specialized to a single paradigm, such as unsupervised or supervised hashing (Jang &
Cho, 2021; Luo et al., 2023).

This raises a central question:

Can a single, simple framework unify unsupervised and supervised hashing by efficiently
leveraging foundation model embeddings?

We answer this by introducing CroVCA (Cross-View Code Alignment), a simple principle for
learning binary codes that remain consistent across semantically aligned views. Depending on the
setting, aligned views may come from data augmentations (unsupervised) or class-consistent sam-
ples (supervised). Alignment is enforced via a binary cross-entropy loss, while coding-rate maxi-
mization (Wu et al., 2025; Li et al., 2022; Tong et al., 2023) prevents collapse and promotes balanced
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utilization of the Hamming space. This formulation unifies unsupervised and supervised hashing un-
der a single objective, and can naturally extend to cross-modal scenarios, which we leave for future
work.

To realize this framework, we design HashCoder, a lightweight MLP hashing network with a final
BatchNorm layer to balance bits. HashCoder can be used as a probing head on frozen embeddings
or to efficiently adapt encoders through LoRA fine-tuning (Hu et al., 2022), supporting both dataset-
specific adaptation and transfer from large pretraining datasets (e.g., ImageNet-1k (Deng et al.,
2009)). We provide two variants: a compact MLP for small datasets (e.g., Flickr25K, COCO,
ImageNet100) and a larger one for large-scale datasets (e.g., ImageNet-1k).

Our contributions are as follows:

• We propose CroVCA (Cross-View Code Alignment), a simple principle that unifies unsu-
pervised and supervised hashing under one objective.

• We introduce HashCoder, a lightweight MLP hashing network with BatchNorm for bal-
anced bit usage, available in small and large variants.

• We demonstrate efficient adaptation of foundation models via probing and LoRA fine-
tuning, enabling dataset-specific and transfer learning scenarios.

• We achieve state-of-the-art retrieval performance with minimal cost—for example, un-
supervised hashing on COCO in under 2 minutes and supervised hashing on ImageNet100
in about 3 minutes, trained for only 5 epochs on a single GPU.

2 RELATED WORKS

Foundation models. Large-scale pretrained encoders provide versatile visual and multimodal em-
beddings that serve as backbones for several tasks Awais et al. (2025). In vision, DINOv3 Siméoni
et al. (2025) achieves strong performance on downstream tasks including classification, retrieval,
segmentation, and depth estimation. In multimodal settings, text-image models Radford et al.
(2021); Fang et al. (2023); Li et al. (2023) enable zero-shot image classification, captioning, and
text-to-image retrieval. These embeddings can be used directly off-the-shelf, through probing with
shallow networks or adapted via fine-tuning and parameter-efficient methods such as LoRA Hu et al.
(2022). Their strong semantic structure makes them attractive candidates for hashing in large-scale
retrieval.

Hashing. Early hashing approaches combined handcrafted features (e.g., raw pixels, color his-
tograms, edge descriptors) with simple hash functions such as random projections Johnson et al.
(1984), PCA Weiss et al. (2008), or iterative quantization Gong et al. (2012). With the rise of
pretrained neural networks Deng et al. (2009); Krizhevsky et al. (2012); Simonyan & Zisserman
(2014), deep hashing replaced handcrafted features with learned embeddings. Initial approaches
applied classical hashing to these features Cao et al. (2017), while subsequent works directly opti-
mized binarization objectives using tanh or sigmoid relaxations, or straight-through estimators to
backpropagate through non-differentiable operations Luo et al. (2023). Supervised hashing often
uses class labels to sample triplets or construct class-specific hash centers Long et al. (2018); Liu
et al. (2018); Hoe et al. (2021); Yuan et al. (2020), whereas unsupervised methods preserve instance-
level consistency, sometimes via knowledge distillation from pretrained encoders Luo et al. (2023);
Gong et al. (2022); Cao et al. (2023); Ma et al. (2024) or adversarial regularization Cao et al. (2018).
Self-supervised learning principles such as contrastive objectives Cao et al. (2023); Qiu et al. (2021);
Shen et al. (2024); Jang & Cho (2021), masked patch modeling Shen et al. (2024), and entropy max-
imization Li & van Gemert (2021) have also been applied to unsupervised hashing. Cross-modal
hashing extends these ideas to align codes across modalities such as image–text Li et al. (2024); Liu
et al. (2020); Li et al. (2018). A common challenge across these methods is collapse, where binary
codes degenerate to low-variance solutions; prior work mitigates this with entropy-based regulariz-
ers or decorrelation constraints Li & van Gemert (2021); Hoe et al. (2021). Despite these advances,
most methods remain paradigm-specific, and rely on multi-term objectives that are complex and
difficult to optimize.
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Our distinction. Unlike prior methods that design separate objectives for different paradigms or
rely on complex multi-term losses, we propose CroVCA (Cross-View Code Alignment), a simple
principle for learning binary codes. By aligning semantically consistent views with a binary cross-
entropy loss and regularizing with coding-rate maximization Wu et al. (2025); Li et al. (2022); Tong
et al. (2023), our approach avoids code collapse while promoting balanced, high-entropy codes.
This formulation unifies unsupervised and supervised hashing within a single objective, removing
the need for paradigm-specific designs. While the same principle can naturally extend to cross-
modal settings, our focus in this work is on supervised and unsupervised hashing.

3 METHOD

Hashing with either Probing or LoRA (Unified Figure)
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Figure 1: Cross-view code alignment for different hashing setups: unsupervised (left), supervised
(middle), and cross-modal (right). Encoders are either frozen or fine-tuned via LoRA.

We introduce CroVCA (Cross-View Code Alignment), a unified, information-theoretic framework
for learning compact binary codes on top of foundation model embeddings. Figure 1 summarizes
the idea across unsupervised, supervised, and cross-modal settings. We first introduce the prob-
lem statement and the HashCoder module, then derive a principled training objective that balances
alignment (agreement across views) and diversity (code utilization).

3.1 NOTATION AND PROBLEM STATEMENT

Let X be the input space (images, text, or both) and b the target hash length. The goal is to learn a
mapping

ϕ : X → {0, 1}b
that preserves semantic similarity, i.e., semantically related inputs should have small Hamming dis-
tance.

For each input x ∈ X we construct a paired example (x(1), x(2)) where the pairing depends on the
setting: unsupervised, where two augmentations of the same input are used; supervised, where x(2)

is a class-representative (prototype or batch-mean) of x(1)’s class; and cross-modal, where paired
modalities are used (e.g., image and caption).

Let y(1), y(2) ∈ {0, 1}b be the observed binary codes for the two views, modeled as realizations of
underlying random variables Y (1) and Y (2). The desiderata are: (i) alignment: dH(y(1), y(2)) is
small for paired views; and (ii) diversity: the marginal distribution of Y should be high-entropy,
ensuring balanced and decorrelated bits.

3.2 HASHCODER: HASHING NETWORK

We implement ϕ as a pretrained encoder fθ (frozen or adapted via LoRA) followed by a lightweight
MLP, HashCoder, that outputs per-bit logits. For a view x(v), v ∈ {1, 2}:

h(v) = fθ(x
(v)) ∈ Rd, (backbone embedding) (1)

z(v) = HashCoder(h(v)) ∈ Rb, (logits) (2)

p(v) = σ
(
z(v)

)
∈ [0, 1]b, (bit probabilities) (3)

y(v) = 1{p(v) ≥ 0.5} ∈ {0, 1}b, (binary code) (4)

3
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where σ is the elementwise sigmoid.

Architecture and design choices. HashCoder is a compact MLP inspired by SSL projection
heads Balestriero et al. (2023). We use two variants: (i) a large 3-layer MLP for large datasets,
and (ii) a small 2-layer MLP for lightweight adaptation. Both variants include a final batch normal-
ization layer, implicitly balancing bit usage, following OrthoHash Hoe et al. (2021). Figure 2 shows
the design.
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Figure 2: HashCoder design

Training dynamics. For each paired example, one branch is
binarized to serve as the teacher (y(1)), while the other branch
remains soft (p(2)) and acts as the student. Gradients are
stopped on the teacher, so only the student branch is updated.
The roles are swapped symmetrically across views, providing
discrete supervision without backpropagating through the hard
threshold and thus avoiding the need for straight-through esti-
mators Bengio et al. (2013).

3.3 INFORMATION-THEORETIC
OBJECTIVE AND TRACTABLE SURROGATES

We aim to increase the mutual information between codes of
paired views:

I(Y (1);Y (2)) = H(Y (1))−H(Y (1) | Y (2)),

which decomposes naturally into alignment (small condi-
tional entropy) and diversity (large marginal entropy). Both
terms are intractable for discrete high-dimensional codes; we
derive tractable surrogates.

Conditional entropy → binary cross-entropy (alignment).
Let P (Y (1) | Y (2)) denote the true conditional distribution and Q(Y (1) | Y (2)) a surrogate model.
By the standard cross-entropy decomposition:

H(Y (1) | Y (2)) = E[− logQ(Y (1) | Y (2))]−KL(P ∥ Q) ≤ E[− logQ(Y (1) | Y (2))],

so the conditional entropy is upper-bounded by the expected negative log-likelihood of the surrogate.

We choose Q to be an elementwise-independent Bernoulli distribution parameterized by the soft
outputs p(2) of the other branch:

Q(Y (1) = y(1) | p(2)) =
b∏

j=1

(p
(2)
j )y

(1)
j (1− p

(2)
j )1−y

(1)
j .

The negative log-likelihood under this distribution gives exactly the binary cross-entropy (BCE)
between the teacher code y(1) and the student probabilities p(2):

BCE(y(1), p(2)) = −
b∑

j=1

[
y
(1)
j log p

(2)
j + (1− y

(1)
j ) log(1− p

(2)
j )

]
.

Averaging over the batch approximates the expected negative log-likelihood. Symmetrizing across
both views yields the alignment loss:

Lalign =
1

2

[
BCE(y(1), p(2)) + BCE(y(2), p(1))

]
.

Minimizing Lalign therefore reduces an upper bound on the conditional entropy H(Y (1) | Y (2)),
providing a principled surrogate for alignment.
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Marginal entropy → coding-rate surrogate (diversity). The marginal entropy,

H(Y ) = −
∑

y∈{0,1}b

P (Y = y) logP (Y = y),

promotes balanced, decorrelated bits. Direct computation is infeasible. We define a continuous
surrogate using the pre-threshold logits z:

vi =
zi

∥zi∥2
, C =

1

B

B∑
i=1

viv
⊤
i .

Modeling vi as zero-mean Gaussian, the differential entropy is h(v) = 1
2 log det(2πeΣ) Ma et al.

(2007). Maximizing log detΣ spreads the vectors along independent directions, increasing diversity
after thresholding. The numerically stable coding rate surrogate is

R(C) =
1

2
log det

(
I +

d

B
C
)
, Ldiv = −R(C).

The overall hashing objective is
Lhash = Lalign + λLdiv,

with λ > 0 controlling the trade-off. Minimizing this loss simultaneously reduces an upper bound
on conditional entropy and increases a differentiable surrogate for marginal entropy, yielding a prin-
cipled framework for unsupervised, supervised, and cross-modal hashing.

4 EXPERIMENTS

We evaluate CroVCA on standard image retrieval benchmarks, focusing on supervised and un-
supervised hashing. All experiments use either HashCoder probing or LoRA fine-tuning, with
models trained for 5 epochs. For retrieval, we compute asymmetric Hamming distance Jain et al.
(2011) between query logits and database codes. Following standard practice, retrieval performance
is reported using mean Average Precision (mAP) at typical cutoffs: mAP@1,000 for CIFAR10,
ImageNet100, and ImageNet-1k, and mAP@5,000 for FLICKR25K, COCO, and NUS-WIDE. Im-
plementation details are in Table 8 in the Appendix.

4.1 TASK-SPECIFIC FINE-TUNING

Question 4.1.1: Can foundation model embeddings be efficiently adapted into compact binary codes
with lightweight unsupervised fine-tuning?

Experiment 4.1.1: We train HashCoder by fine-tuning foundation model embeddings with LoRA
at 16, 32, and 64 bits using unsupervised hashing. Retrieval performance is compared with state-of-
the-art unsupervised hashing results in Table 1, with additional comparisons in Table 11.

Table 1: Unsupervised hashing of pre-trained foundation models in comparison to state-of-the-art.
Best and second best results are highlighted.

Model CIFAR10 COCO FLICKR25K NUS-WIDE ImageNet100
Orig 16 32 64 Orig 16 32 64 Orig 16 32 64 Orig 16 32 64 Orig 16 32 64

SOTA – 94.2 95.1 95.8 – 82.2 87.5 89.4 – 81.8 83.8 84.9 – 81.2 83.2 84.4 – 82.0 86.0 86.9

CroVCA (ours)
SimDINOv2 (IN-1k)
ViT-B 89.6 95.9 95.1 93.8 87.4 85.4 87.0 87.8 81.1 78.3 78.0 75.6 84.3 81.8 81.8 82.4 84.1 79.6 81.8 83.8
DINOv2 (LVD-142M)
ViT-B 95.4 98.6 98.7 97.9 88.3 87.5 89.2 89.0 76.3 69.1 69.1 68.2 79.8 75.7 77.4 77.3 88.2 87.1 88.5 89.2
DINOv3 (LVD-1689M)
ViT-S 86.9 93.8 92.5 90.6 82.7 79.5 82.3 82.4 72.9 68.2 67.5 66.7 81.4 80.8 81.2 80.1 77.7 60.8 72.1 74.8
ViT-B 93.6 97.7 97.7 96.7 86.6 86.7 88.8 89.1 73.0 64.2 65.3 65.4 80.7 76.7 78.9 78.9 85.9 83.5 86.1 88.9
DFN (DFN-2B)
ViT-B 94.2 93.0 93.2 93.6 87.0 83.4 87.5 89.2 83.1 83.3 82.4 81.9 84.1 80.4 83.1 83.0 81.1 61.9 73.9 78.8
SWAG (IG-3.6B → IN1k)
ViT-B 89.5 92.8 91.7 90.5 88.6 84.7 89.0 90.1 79.2 82.2 80.7 78.5 82.5 80.6 82.2 82.6 94.3 91.9 93.3 94.3
DeiT (IN-1k)
ViT-B 84.3 89.8 90.2 88.9 84.9 82.1 84.8 85.4 77.9 80.4 80.0 78.7 82.3 80.1 81.8 82.4 90.9 91.5 92.9 93.7
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Findings 4.1.1: LoRA fine-tuning with cross-view code alignment consistently matches or sur-
passes prior unsupervised hashing methods across datasets and bit lengths. Even after only 5 epochs,
HashCoder produces competitive or state-of-the-art retrieval performance.

Takeaway 4.1.1

Cross-view code alignment efficiently learns compact binary codes via lightweight LoRA
fine-tuning in an unsupervised manner, while preserving class-level semantic structure.

Question 4.1.2: How well is semantic structure preserved when embeddings are compressed into
very short binary codes via unsupervised hashing?

Experiment 4.1.2: To evaluate semantic preservation, we visualize 16-bit HashCoder embeddings
on CIFAR10 using t-SNE and compare them with the original 768-dimensional embeddings (Fig-
ure 3). Additionally, we perform nearest neighbor retrieval on ImageNet100: for a zebra query,
we compare results using the original 768-dim features versus the 16-bit HashCoder codes (Fig-
ure 4). In both cases, we start from pretrained SimDINOv2 features and train HashCoder on top via
unsupervised hashing using LoRA finetuning of the backbone.

Findings 4.1.2: Even with over 40× dimensionality reduction, the 16-bit HashCoder codes preserve
the overall class structure. On CIFAR10, t-SNE shows clearly separable clusters corresponding to
different categories. On ImageNet100, nearest neighbor retrieval indicates that HashCoder captures
semantic features: for a zebra query, it retrieves diverse zebra images, whereas the original em-
beddings mostly select visually near-identical images. This demonstrates that HashCoder’s binary
representations retain meaningful semantic organization despite extreme compression.

768-dim 16-dim

Figure 3: t-SNE of CIFAR10 embeddings: orig-
inal 768-dim (left) vs. 16-dim HashCoder
(right).

Query 208 - class diversity

Nearest Neighbors

768-dim
16-bit

Query

Figure 4: Nearest neighbors of a zebra using
SimDINOv2 features vs. HashCoder’s 16-bit
codes.

Takeaway 4.1.2

Unsupervised cross-view code alignment compresses embeddings into 16-bit codes while
preserving class-level semantics, enabling retrieval of diverse and semantically meaningful
images.

Question 4.1.3: How does cross-view code alignment perform compared to state-of-the-art super-
vised methods for compact code learning?

Table 2: Supervised hashing.
Method Epochs IN100 IN1k

16 32 64 16 32 64
FPPQ (VQ) 100/90 89.5 91.2 91.5 62.0 65.4 66.4

OrthoHash (Hashing) 100 86.9 88.6 89.9 59.3 65.1 67.6

Ours (DINOv2) 5 90.2 91.1 92.1 58.4 64.3 65.9

Experiment 4.1.3: We train HashCoder
with class supervision on ImageNet100
and ImageNet-1k, and compare it against
FPPQ Liang et al. (2023), the state-of-the-art
supervised quantization method, and Ortho-
Hash Hoe et al. (2021), the state-of-the-art
supervised hashing method (Table 2). Addi-
tional comparisons are provided in Table 12.
All experiments use 16-, 32-, and 64-bit codes.

Findings 4.1.3: Our approach surpasses FPPQ and OrthoHash on ImageNet100 and achieves com-
petitive performance on ImageNet-1k, despite using only 5 training epochs compared to 90–100

6
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for the other methods. This highlights that cross-view code alignment enables efficient supervised
compact code learning.

Takeaway 4.1.3

Cross-view code alignment efficiently produces supervised hash codes while requiring very
few training iterations.

Question 4.1.4: How does our method perform qualitatively compared to an efficient hashing ap-
proach?

Experiment 4.1.4: We perform nearest-neighbor retrieval on ImageNet100 for two carefully chosen
queries of an indigo bird and a grey langur, to highlight fine-grained distinctions and visual ambigu-
ity. We compare three methods: (1) cosine similarity on the original 768-dimensional SimDINOv2
embeddings, (2) Hashing-Baseline (H-B) Moummad et al. (2025), a fast PCA-based 16-bit hashing
method, and (3) HashCoder with 16-bit codes trained via LoRA fine-tuning for 5 epochs on a single
GPU in 3 minutes (Figure 5).ImageNet100 - Query 147 / 312

Nearest Neighbors Nearest NeighborsQuery Query

O
riginal

H
-B

O
urs

Figure 5: ImageNet100 retrieval results for two queries. Rows: original SimDINOv2 768-dim
embeddings; Hashing-Baseline (H-B) Moummad et al. (2025); HashCoder with 16-bit codes trained
via unsupervised LoRA fine-tuning.

Findings 4.1.4: For the indigo bird query, the original embeddings retrieve visually consistent im-
ages of the species. Hashing-Baseline Moummad et al. (2025), although efficient, retrieves only one
correct image and four unrelated birds, showing a loss of fine-grained semantic detail. In contrast,
HashCoder successfully retrieves all five correct images, including a very small bird (see Figure 9
for a zoom), demonstrating effective preservation of semantic information under 16-bit compres-
sion. For the grey langur query, HashCoder retrieves nearest neighbors from the correct class,
whereas Hashing-Baseline returns visually similar but semantically incorrect animals. These re-
sults highlight that cross-view code alignment maintains semantic structure and is robust to visually
challenging or ambiguous queries.

Takeaway 4.1.4

Cross-view code alignment preserves fine-grained class semantics and outperforms fast
PCA-based hashing under extreme 16-bit compression, even for ambiguous or visually chal-
lenging queries.

4.2 TRANSFERABILITY OF IMAGENET FINE-TUNING

Question 4.2.1: Can a single HashCoder trained via cross-view code alignment on a large dataset
such as ImageNet-1k generate hash codes that transfer effectively to downstream datasets, reducing
the need for per-task retraining?

Experiment 4.2.1: We train HashCoder on ImageNet-1k via LoRA for multiple bit lengths (16, 32,
64) and evaluate the transfer of these hash codes to CIFAR10, FLICKR25K, COCO, NUS-WIDE,
and ImageNet100 without any additional training. Both unsupervised and supervised fine-tuning
settings are considered (Table 3).

7
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Table 3: Transferability of hash codes from ImageNet-1k to downstream datasets.
Method CIFAR10 COCO FLICKR25K NUS-WIDE ImageNet100

Orig 16 32 64 Orig 16 32 64 Orig 16 32 64 Orig 16 32 64 Orig 16 32 64

Unsupervised
DINOv2 95.4 93.2 95.0 95.8 88.3 82.8 85.8 86.6 76.3 76.5 78.9 78.2 79.8 74.0 76.0 77.6 88.2 79.9 84.0 85.6

SimDINOv2 89.6 77.3 79.5 81.3 87.4 82.5 83.3 84.9 81.1 78.0 78.2 78.3 84.3 76.0 77.4 78.7 84.1 72.8 77.8 79.6

Supervised
DINOv2 95.4 92.9 95.2 95.7 88.3 82.2 85.8 86.7 76.3 75.4 77.0 76.7 79.8 71.6 75.2 76.4 88.2 83.0 87.8 88.3

SimDINOv2 89.6 78.8 82.1 82.7 87.4 79.9 83.2 84.0 81.1 76.3 76.5 76.7 84.3 73.6 76.2 76.8 84.1 74.6 81.0 83.0

Findings 4.2.1: HashCoder trained on ImageNet-1k transfers effectively to all downstream datasets,
with only minor drops compared to dataset-specific fine-tuning (Table 1). This holds for both un-
supervised and supervised hashing, showing that cross-view code alignment produces semantically
rich codes that generalize well across datasets.

Takeaway 4.2.1

A single HashCoder trained via cross-view code alignment on a large-scale dataset like
ImageNet-1k can generate compact hash codes that transfer effectively to downstream tasks,
reducing the need for per-task retraining.

4.3 TRANSFERABILITY OF IMAGENET-1K PROBING

Previous experiments demonstrated that LoRA fine-tuning can efficiently produce low-bit hash
codes with competitive retrieval performance in just a few training iterations. However, adapting
to new datasets typically requires task-specific training, or training a general-purpose HashCoder on
a large-scale dataset may incur some performance loss. This motivates investigating whether a sin-
gle, general-purpose HashCoder, trained once on a large dataset, can generate compact, transferable
embeddings that generalize effectively across diverse downstream tasks.

Question 4.3.1: Can a single, general-purpose HashCoder, trained via cross-view code alignment on
a frozen foundation model using a large-scale dataset, produce compact codes that preserve semantic
structure and transfer effectively across different models and downstream tasks?

Experiment 4.3.1a: To determine the minimal code length that preserves the semantic richness of
the original embeddings, we conduct an ablation study with code lengths ranging from 16 to 256 bits.
We use DINOv3’s ConvNext-Small (CNX-S) as a frozen backbone and apply HashCoder probing
on ImageNet-1k to generate hash codes of different lengths. These codes are then transferred to
downstream datasets (CIFAR10, FLICKR25K, COCO, NUS-WIDE, and ImageNet100) to evaluate
retrieval performance. Table 4 summarizes the results, allowing us to identify code lengths that
match or approach the performance of the full embeddings.

Table 4: Ablation of code dimension with DINOv3 CNX-S using HashCoder probing on IN1k. Best
and second best results are highlighted.

Features CIFAR10 COCO FLICKR25K NUS-WIDE ImageNet100

768-dim 94.1 86.7 75.5 78.1 88.3

256-bit 93.2 87.3 75.8 77.2 89.5
128-bit 92.9 86.6 76.0 77.3 88.4
64-bit 92.1 85.4 77.4 76.6 87.2
32-bit 90.8 84.1 78.5 74.5 84.8
16-bit 85.9 78.6 77.3 72.2 80.7

Findings 4.3.1a: Retrieval performance generally improves with longer codes, with 256-bit codes
achieving the best balance across datasets, closely matching or surpassing the original embeddings.
Shorter codes (16–64 bits) still maintain reasonable performance, demonstrating that compact hash
codes preserve substantial semantic information.

8
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Experiment 4.3.1b: Using the 256-bit codes from the ablation, we perform HashCoder probing
on ImageNet-1k with ViT-L, ViT-B, and CNX-S backbones under both unsupervised and super-
vised settings. The resulting codes are transferred to downstream datasets to evaluate transferability
(Table 5).

Table 5: Transfer learning of HashCoder probing on IN1k. Retrieval is evaluated across multiple
datasets using original and hashed 256-bit codes.

Model CIFAR10 COCO FLICKR25K NUS-WIDE ImageNet100

Orig Code Orig Code Orig Code Orig Code Orig Code

Random HashCoder
ViT-B 94.2 87.4 86.4 74.5 73.5 62.2 81.2 68.7 85.6 77.7

Unsupervised
ViT-L 96.9 97.4 86.9 88.3 73.3 76.1 79.8 78.3 90.2 92.3
ViT-B 94.2 94.8 86.4 88.4 73.5 78.5 81.2 80.2 85.6 87.6

CNX-S 94.1 93.2 86.7 87.3 75.5 75.8 78.1 77.2 88.3 89.5

Supervised
ViT-L 96.9 97.4 86.9 87.5 73.3 76.3 79.7 78.7 90.2 93.5
ViT-B 94.2 94.6 86.4 87.8 73.5 77.0 81.2 78.9 85.6 89.7

CNX-S 94.1 93.1 86.7 86.6 75.5 74.6 78.1 76.6 88.3 91.3

Findings 4.3.1b: Across supervised and unsupervised settings, 256-bit codes obtained via Hash-
Coder probing preserve the semantic information of the original embeddings. Retrieval performance
on downstream datasets is comparable to full embeddings, demonstrating that HashCoder can gen-
erate compact, transferable codes efficiently from a single large-scale dataset.

Takeaway 4.3.1

Cross-view code alignment enables frozen foundation models to produce compact hash
codes that preserve semantics—creating lightweight, transferable hashing networks with-
out any backbone retraining.

5 CONCLUSION

We introduced CroVCA (Cross-View Code Alignment), a simple and efficient framework for
adapting foundation models to hashing. It leverages a lightweight hashing network, HashCoder,
trained either by probing frozen embeddings or via LoRA fine-tuning, supporting both supervised
and unsupervised settings. By aligning views through maximization of mutual information, our
method produces compact binary codes that preserve the semantic structure of the original embed-
dings with minimal training. Even extremely low-bit codes capture meaningful class-level informa-
tion in a fully unsupervised manner. Future work will extend CroVCA to fine-grained retrieval and
explore transferability to new domains.

9
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LLM USAGE

We used the GPT-5 model to refine sentence structure and improve grammar while preserving the
original meaning. All generated text was carefully reviewed to ensure semantic fidelity and to avoid
errors or hallucinated content. The use of large language models is fully disclosed in accordance
with the ICLR 2026 policies.
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Maxime Oquab, Timothée Darcet, Théo Moutakanni, Huy Vo, Marc Szafraniec, Vasil Khalidov,
Pierre Fernandez, Daniel Haziza, Francisco Massa, Alaaeldin El-Nouby, et al. Dinov2: Learning
robust visual features without supervision. arXiv preprint arXiv:2304.07193, 2023.

11

https://arxiv.org/abs/2509.14427
https://arxiv.org/abs/2509.14427


594
595
596
597
598
599
600
601
602
603
604
605
606
607
608
609
610
611
612
613
614
615
616
617
618
619
620
621
622
623
624
625
626
627
628
629
630
631
632
633
634
635
636
637
638
639
640
641
642
643
644
645
646
647

Under review as a conference paper at ICLR 2026

Qibing Qin, Yadong Huo, Wenfeng Zhang, Lei Huang, and Jie Nie. Deep discriminative boundary
hashing for cross-modal retrieval. IEEE Transactions on Circuits and Systems for Video Technol-
ogy, 2025.

Zexuan Qiu, Qinliang Su, Zijing Ou, Jianxing Yu, and Changyou Chen. Unsupervised hashing with
contrastive information bottleneck, 2021. URL https://arxiv.org/abs/2105.06138.

Alec Radford, Jong Wook Kim, Chris Hallacy, Aditya Ramesh, Gabriel Goh, Sandhini Agarwal,
Girish Sastry, Amanda Askell, Pamela Mishkin, Jack Clark, et al. Learning transferable visual
models from natural language supervision. In International conference on machine learning, pp.
8748–8763. PmLR, 2021.

Xiaobo Shen, Haoyu Cai, Xiuwen Gong, and Yuhui Zheng. Contrastive transformer masked im-
age hashing for degraded image retrieval. In Proceedings of the Thirty-ThirdInternational Joint
Conference on Artificial Intelligence. International Joint Conferences on Artificial Intelligence,
2024.
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A APPENDIX

A.1 REPRODUCIBILITY

To facilitate reproducibility, we will release the code for cross-view code alignment at:

https://anonymous.4open.science/r/cross-view-code-alignment/

A.2 TEXT-IMAGE HASHING

While the main paper focuses on applying CroVCA to unsupervised and supervised image hashing,
we investigate its use for text-image hashing (see Figure 1, right).

A.2.1 LIGHTWEIGHT FINE-TUNING

Objective: Can cross-view code alignment train a hashing network on top of a pretrained text-
image foundation model to achieve comparable retrieval performance in low-bit regimes (e.g., 16-bit
codes)?

Experiment: We perform LoRA fine-tuning on the DFN-Base Fang et al. (2023) text and image
encoders, using COCO2017 and FLICKR25K following the evaluation protocol of DDBH Qin et al.
(2025). Retrieval performance is measured using mean Average Precision (mAP) for both text-to-
image (T2I) and image-to-text (I2T) tasks.

Table 6: Text-image hashing (16-bit codes) with cross-modal retrieval.
Method Epochs Flickr25K NUSWIDE

T2I I2T T2I I2T

DDBH (SOTA) 100 82.4 84.5 71.9 70.4
DFN (Base) - 66.9 64.9 48.2 46.4

Ours (DFN Hashed) 5 64.8 65.0 49.9 49.6

Findings: Cross-view code alignment allows rapid adaptation of large text-image models for low-bit
hashing. In fewer than 5 epochs (=2 minutes), our method compresses 512-dimensional embeddings
into 16-bit Hamming codes while preserving a substantial fraction of retrieval performance.

While the results do not surpass state-of-the-art DDBH, the key takeaway is that cross-view code
alignment provides an efficient, low-cost mechanism to learn compact, cross-modal binary codes.
Extending to fully competitive text-image hashing is left as future work.

A.2.2 PROBING

In Section 4.3, we explored probing of image foundation models for hashing by training on
ImageNet-1k and transferring to downstream datasets. Here, we extend this exploration to image-
text models.

Objective: Can compact 256-bit codes preserve cross-modal semantic alignment between text and
image embeddings, enabling effective text-to-image (T2I) and image-to-text (I2T) retrieval?

Experiment: We perform MLP probing on DFN text and image encoders (Base and Large) using the
CC3M training set to learn 256-bit hash codes. Retrieval performance is evaluated on COCO (Fig-
ure 6) and ImageNet-1k (Table 7) under multiple similarity measures: Asymmetric Hamming (AH);
Binary cross-entropy (BCE); Symmetric BCE (symBCE)—requires logits from database items. We
report both T2I and I2T retrieval using mean Average Precision (mAP@k).

Results on COCO: Hashed embeddings capture cross-modal alignment reasonably well, though
performance lags behind the original continuous embeddings. BCE outperforms asymmetric Ham-
ming, and symBCE provides a small additional improvement by utilizing full logits from the
database.
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Figure 6: COCO retrieval using DFN (ViT-L) encoder with trained and randomly initialized Hash-
Coders.

Table 7: Text-to-Image retrieval performance of DFN models on ImageNet-1k validation set using
original features (Cosine) and 256-bit hashed codes via MLP probing on CC3M. Evaluation metrics:
mAP@k.

Model Original Code (256-bits)

Cosine AH BCE symBCE

1 5 10 1 5 10 1 5 10 1 5 10

DFN (Base) 85.0 87.8 86.3 74.4 79.0 76.0 80.4 83.9 81.1 82.3 85.1 82.8
DFN (Large) 87.5 89.6 88.6 73.9 78.5 75.5 81.2 84.4 82.3 81.6 85.9 83.9

Results on ImageNet-1k: The 256-bit hashed embeddings achieve good retrieval performance.
Symmetric BCE consistently improves over BCE, which in turn outperforms asymmetric Hamming,
across all k (Figure 7).

Cosine

AH

BCE

symBCE

m
A

P
@

k 
(%

)

k

Figure 7: IN1k: text-to-image retrieval using DFN (Large) showing mAP@k for k ∈ [1, 50].

Figure 8 illustrates retrieval performance on Flickr30K using DFN (Large).

Unlike lightweight fine-tuning, probing text-image models is more challenging: compressing the
shared embedding space into a compact Hamming representation is difficult. We hypothesize that
this is partly due to modality mismatches in the original embeddings. An investigation of this phe-
nomenon is left for future work.
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Figure 8: FLICKR30k retrieval using DFN (Large).

Our hashing training relies on a binary cross-entropy objective to align paired views. While ef-
fective for finding the closest match, this formulation does not enforce properties such as triangle
inequality, unlike Hamming distance or cosine similarity. Exploring its role as a retrieval measure,
or incorporating it as a ranking loss to better structure the learned space, may open new avenues for
information retrieval.

A.3 HYPERPARAMETERS AND TRAINING PROCEDURES

Table 8 summarizes the hyperparameter settings used across different training protocols.

Table 8: Hyperparameter settings for different training protocols. LoRA rank is 16 and LoRA
dropout is 0.1 for all experiments.

Hyperparameter Image Image-Text

Small Datasets ImageNet-1k Small Datasets CC3M

Batch size 256 256 256 256
Optimizer AdamW AdamW AdamW AdamW
Learning rate 1e-3 1e-4 1e-3 1e-4
Weight decay 1e-2 1e-4 1e-2 1e-4
Lambda 0.1 0.1 0.1 1
Image size 224 224 224 224
Crop size 40% 40% 40% -
# of views (incl. text) 2 2 2 2
HashCoder hidden layers 2 3 2 3
Epochs 5 5 5 1
LoRA rank 16 16 16 -
LoRA dropout 0.1 0.1 0.1 -

A.4 DATASET DETAILS

Table 9 provides an overview of the datasets used in our experiments.

A.5 BACKBONE ARCHITECTURES AND CHECKPOINTS

We employed several vision transformer–based backbones in our experiments. Table 10 summa-
rizes the model families, their variants, and pretraining datasets. For SWAG Singh et al. (2022)
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Table 9: Dataset statistics for vision-only and vision-language retrieval tasks. For cross-modal
datasets, both text-to-image (T2I) and image-to-text (I2T) tasks are considered.

Dataset Task Type Train Database Query Eval Metric

Vision-only
Flickr25K Image-to-Image 4,000 20,000 1,000 mAP@5k
NUS-WIDE-21 Image-to-Image 10,500 193,734 2,000 mAP@5k
COCO Image-to-Image 10,000 117,218 5,000 mAP@5k
CIFAR10 Image-to-Image 50,000 50,000 10,000 mAP@1k
ImageNet100 Image-to-Image 13,000 128,503 5,000 mAP@1k
ImageNet1K Image-to-Image 1,281,167 45,000 5,000 mAP@1k

Vision-Language
Flickr25K I2T / T2I 10,000 10,000 5,000 mAP@all
NUS-WIDE-21 I2T / T2I 10,000 193,734 5,000 mAPall
Flickr30K I2T / T2I 30,000 158,915 31,783 Recall@1
COCO I2T / T2I 25,000 25,000 5,000 Recall@1
ImageNet1K T2I - 50,000 1,000 mAP@[1-50]

and DeiT Touvron et al. (2021), we used the official Torchvision checkpoints.1 For SimDINOv2,
we used the checkpoint provided in its official repository,2 for DINOv2 we relied on the official
GitHub release,3 for DINOv3 on the Hugging Face collection,4 and for DFN on the Hugging Face
checkpoint.5

Table 10: Backbone models used in our experiments, with variants and pretraining datasets.
Model Family / Reference Variants Training Dataset

SimDINOv2 ViT-Base IN1k
DINOv2 ViT-Base LVD-142M
DINOv3 CNX-S, ViT-B, ViT-L LVD-1689M
DFN ViT-Base, ViT-Large DFN-2B
SWAG ViT-Base IG-3.6B → IN1k
DeiT ViT-Base IN1k

A.6 FULL COMPARISON WITH STATE-OF-THE-ART

Table 11 provides a more detailed comparison of lightweight task-specific finetuning of unsuper-
vised hashing with state-of-the-art-methods. Our hashing protocol provides the best results overall.

Table 12 provides a more detailed comparison of lightweight task-specific finetuning of supervised
hashing with state-of-the-art-methods.

A.7 NEAREST NEIGHBORS

Figure 9 illustrates an example of nearest-neighbor retrieval for an indigo bird in ImageNet100
using 16-bit hashed representations derived from SimDINOv2 features. Interestingly, the retrieved
neighbor suggests that the model captures contextual cues and semantic information beyond low-
level visual similarity. This allows the correct identification of the bird’s class despite both the heavy
compression and the small size of the bird within the image.

1https://docs.pytorch.org/vision/main/models/generated/torchvision.
models.vit_b_16.html

2https://github.com/RobinWu218/SimDINO/tree/main
3https://github.com/facebookresearch/dinov2
4https://huggingface.co/collections/facebook/dinov3-68924841bd6b561778e31009
5https://huggingface.co/apple/DFN2B-CLIP-ViT-B-16
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Table 11: Unsupervised hashing - comparison with state-of-the-art methods.
Model CIFAR10 COCO FLICKR25K NUS-WIDE ImageNet100

16 32 64 16 32 64 16 32 64 16 32 64 16 32 64

SOTA
IPHASH(Gong et al., 2022) 94.2 95.1 95.8 82.6 87.5 89.4 - - - 79.7 81.6 82.6 - - -

HARR*(Ma et al., 2024) - - - 74.8 78.9 81.6 81.8 83.0 83.8 80.7 82.6 84.1 - - -
FSCH(Cao et al., 2023) 87.6 91.2 92.6 76.0 78.7 79.9 81.5 83.8 84.9 81.2 83.2 84.4 - - -

CTMIH(Shen et al., 2024) - - - 80.9 83.4 84.6 - - - 79.5 81.6 82.6 82.0 86.0 86.9

Ours
SimDINOv2 (IN-1k)

ViT-B 95.9 95.1 93.8 85.4 87.0 87.8 78.3 78.0 75.6 81.8 81.8 82.4 79.6 81.8 83.8
DINOv2 (LVD-142M)

ViT-B 98.6 98.7 97.9 87.5 89.2 89.0 69.1 69.1 68.2 75.7 77.4 77.3 87.1 88.5 89.2
DINOv3 (LVD-1689M)

ViT-S 93.8 92.5 90.6 79.5 82.3 82.4 68.2 67.5 66.7 80.8 81.2 80.1 60.8 72.1 74.8
ViT-B 97.7 97.7 96.7 86.7 88.8 89.1 64.2 65.3 65.4 76.7 78.9 78.9 83.5 86.1 88.9

DFN (DFN-2B)
ViT-B 93.0 93.2 93.6 83.4 87.5 89.2 83.3 82.4 81.9 80.4 83.1 83.0 61.9 73.9 78.8

SWAG (IG-3.6B → IN1k)
ViT-B 92.8 91.7 90.5 84.7 89.0 90.1 82.2 80.7 78.5 80.6 82.2 82.6 91.9 93.3 94.3

DeiT (IN-1k)
ViT-B 89.8 90.2 88.9 82.1 84.8 85.4 80.4 80.0 78.7 80.1 81.8 82.4 91.5 92.9 93.7

Table 12: Supervised hashing results on IN100 and IN1k datasets. Best and second best results are
highlighted.

Method Epochs IN100 IN1k
16 32 64 16 32 64

SOTA
CSQ(Yuan et al., 2020) 90 83.7 87.5 88.7 50.4 60.6 60.9

GreedyHash(Su et al., 2018) 120 85.4 87.9 88.5 54.2 58.9 59.5
OrthoHash(Hoe et al., 2021) 100 86.9 88.6 89.9 59.3 65.1 67.6

FPPQ(Liang et al., 2023) 100/90 89.5 91.2 91.5 62.0 65.4 66.4

Ours (DINOv2) 5 90.2 91.1 92.1 58.4 64.3 65.9

Query 147 - zoom in on last retrieved item

5th NN
Zoom In

Figure 9: Zoom in on the fifth-nearest neighbor of the query image of a blue bird in ImageNet100
using our 16-bit hashed representations of SimDINOv2.
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