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Abstract

Privacy policy texts inform users about how001
their personal data is handled by online service002
providers. However, they may be long, com-003
plex, and non-compliant with laws and regula-004
tions. Therefore, automated compliance check-005
ing of privacy policy texts is needed. In this006
paper, we introduce the first dataset and task007
for automated compliance checking of Chinese008
privacy policy texts. Our dataset provides hu-009
man experts’ compliance annotation at both the010
document level and the fine-grained level. The011
fine-grained annotation includes both the exist-012
ing named entity recognition (NER) task and013
11 new sentence classification (SC) tasks for014
compliance checking. We treat the NER and015
classification subtasks as discriminative legal016
attributes that can help models to generate reli-017
able compliance results and easy-to-understand018
explanations. Additionally, we further pretrain019
BERT-Chinese on a large corpus of compliance-020
related texts and evaluate it on all the tasks. Our021
results show that our further pre-trained BERT022
model outperforms the baseline models and023
demonstrates the potential of NLP techniques024
for automated compliance checking of privacy025
policies. Our dataset and the further pre-trained026
BERT model will be released soon.027

1 Introduction028

Web and mobile applications (apps) have become029

ubiquitous in recent years, enabling various ser-030

vices and functionalities for users. According to031

Statista (Statista, 2023), there were 254.94 billion032

app downloads worldwide in 2022, and China ac-033

counted for over 111.11 billion of them. How-034

ever, these apps also collect a large amount of035

personal data from users, which poses privacy036

risks and challenges. To inform users about how037

their personal data are handled, software appli-038

cations or websites provide privacy policies that039

describe their data collection, usage, and protec-040

tion practices. On the other hand, regulators041

around the world have enacted laws and policies 042

to govern the service providers and protect the 043

user privacy, such as “General Data Protection 044

Regulation”(GDPR)(GDPR, 2022) in the Euro- 045

pean Union and “Personal Information Protection 046

Law”(PIPL)(PIPL, 2022) in China. However, both 047

privacy policies and related regulations are often 048

written in professional natural languages with many 049

legal terms and software jargon that make them dif- 050

ficult to understand and even read for users. There- 051

fore, it is desirable to use natural language process- 052

ing (NLP) techniques to analyze privacy policies 053

and help users understand them, which are essen- 054

tial for protecting user privacy and ensuring com- 055

pliance with relevant laws and regulations. Further- 056

more, NLP techniques can also help legal profes- 057

sionals and clients verify the validity and legality 058

of privacy policies and identify potential risks or 059

violations. 060

However, existing research on NLP for privacy 061

policy analysis is limited and mainly focuses on En- 062

glish privacy policies, which limits the applicability 063

of these methods in regions with other languages. 064

To the best of our knowledge, there is no previous 065

work on NLP for Chinese privacy policy compli- 066

ance checking. Moreover, existing open-source 067

datasets for Chinese privacy policy only provide 068

annotations for some aspects of privacy policy texts, 069

such as named entities or key terms, but do not ad- 070

dress the compliance issue at the document level. 071

Conducting basic named entity recognition (NER) 072

or sentence classification (SC) from several aspects 073

is not sufficient to capture the compliance status of 074

a privacy policy. Therefore, there is a lack of data 075

and methods for automated compliance checking 076

of Chinese privacy policy, which is a novel and 077

urgent research problem, given the large number 078

of app downloads and privacy-related regulations 079

enacted in China. 080

This paper presents the first dataset and task for 081

automated Compliance Checking of Chinese Pri- 082

1



(a) (b)

Figure 1: 1(a) Label Schema Construction. This figure illustrates how we construct the labels for PISS from the
original text. The labels are divided into two categories: NER and SC. The NER labels have a red background and
the SC labels have a blue background. The type of PISS expression determines the corresponding label category.
1(b) Annotation Examples. This figure shows a part of a Chinese privacy policy document, annotated with our label
schema for both NER and SC subtasks. The NER entities are highlighted with underlines and the SC sentences are
highlighted with background colors.

vacy Policy (C3P2), a novel document-level NLP083

task aimed at assessing whether a privacy policy084

text conforms to the compliance requirements and085

standards derived from relevant laws and regula-086

tions. Unlike existing tasks in the legal domain,087

which often involve complex reasoning or argumen-088

tation, C3P2 requires a straightforward yet challeng-089

ing evaluation of the privacy policy text against a090

set of compliance points derived from relevant laws091

and regulations. The input for our task is a privacy092

policy text, and the output is a compliance result093

(yes or no) accompanied by a brief explanation.094

The compliance result indicates whether the privacy095

policy text satisfies all the compliance points, while096

the explanation provides evidence and justification097

for the compliance result. Based on a previous098

Chinese privacy policy dataset (Zhao et al., 2022),099

we construct the first automatic compliance check-100

ing dataset for Chinese privacy policy, named101

C3P2-483. Our dataset provides human experts’102

compliance annotations at both the document level103

and the fine-grained level. We annotate privacy104

policies from 14 aspects according to related laws105

and regulations, covering many more dimensions106

than previous work. To support our main task,107

C3P2, we introduce two subtasks: Named Entity108

Recognition (NER) and Sentence Classification109

(SC). These subtasks aim to extract discriminative110

legal attributes from the privacy policy, enabling111

models to generate reliable compliance results and112

easy-to-understand explanations.113

Moreover, we propose to further pre-train BERT-114

Chinese, a Chinese version of BERT pre-trained115

on general-domain corpora, on a large corpus of116

compliance-related texts. We hypothesize that this 117

further pretraining can enhance BERT-Chinese’s 118

performance on our task by enabling it to learn the 119

domain-specific vocabulary, concepts, and logic 120

that are relevant for compliance checking. We 121

also hypothesize that this further pretraining can 122

help BERT-Chinese to adapt to the style and struc- 123

ture of privacy policy texts, which differ from 124

general-domain texts. By further pretraining BERT- 125

Chinese on compliance domain content, we aim to 126

obtain a more robust and effective language model 127

for our task and dataset. We then evaluate several 128

baseline models and our further pre-trained BERT 129

model, named ComplianceBERT, on the NER 130

subtask, the SC subtask, and the document-level 131

compliance task C3P2. Our results show that our 132

ComplianceBERT model outperforms the base- 133

line models on all the tasks. 134

We summarize our contributions as follows: 135

• We present the first dataset for automated 136

compliance checking of Chinese privacy pol- 137

icy texts, based on a previous dataset (Zhao 138

et al., 2022). Our dataset, named C3P2-483, 139

provides human experts’ compliance annota- 140

tions at both the document level and the fine- 141

grained level. The fine-grained annotation 142

includes both the existing NER (Zhao et al., 143

2022) and 11 new SC subtasks for compliance 144

checking. 145

• We treat the NER and SC subtasks as dis- 146

criminative legal attributes that can help mod- 147

els generate reliable compliance results and 148

easy-to-understand explanations. We consider 149
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many more aspects according to related laws150

and regulations than previous work, which151

either focused on coarse-grained levels (sen-152

tence or paragraph) or fine-grained levels (en-153

tity) only.154

• We further pretrain BERT-Chinese on a large155

corpus of compliance-related texts. We eval-156

uate several baseline models and our further157

pre-trained BERT model, named Compliance-158

BERT, on the NER subtask, the SC task, and159

the document-level compliance task. Our re-160

sults show that our further pre-trained BERT161

model outperforms the baseline models on162

all tasks, demonstrating the feasibility and163

potential of applying NLP techniques to the164

automated compliance checking of privacy165

policies. Our dataset and further pre-trained166

BERT model will be released soon.167

2 Related Work168

Most previous work on compliance checking of pri-169

vacy policies focuses on English policies and the170

EU General Data Protection Regulation (GDPR)171

(GDPR, 2022). For example, Liu et al. (Liu and172

Meng, 2021) annotate policy statements according173

to eleven items such as Collection of Personal Info,174

Data Retention Period, and Data Processing Pur-175

poses. They train several sentence classifiers, such176

as Support Vector Machine (SVM), Bidirectional177

Long Short Term Memory (BiLSTM) (Huang et al.,178

2015), and Bidirectional Transformer (BERT) (De-179

vlin et al., 2018), and then employ a rule-based180

compliance analysis according to GDPR Article 13.181

Zimmeck and Bellovin (Zimmeck and Bellovin,182

2014) propose an architecture for automatic pri-183

vacy policy analysis powered by a rule classifier184

and a machine learning (ML) preprocessor. Zaeem185

et al. (Zaeem et al., 2018) present a free Chrome186

extension, PrivacyCheck, which automatically sum-187

marizes privacy policies and displays risk levels.188

They train ten classifiers, each answering a spe-189

cific question about the privacy policy. Costante190

et al. (Costante et al., 2012) propose a solution to191

automatically assess the completeness of a policy192

using NLP and ML techniques, identifying six core193

elements such as Choice and Access, Data Collec-194

tion, and Data Sharing. (Tesfay et al., 2018) tags195

policies on 10 compliance aspects derived from196

extensive GDPR analysis. Similarly, Sánchez et197

al. (Sánchez et al., 2021) annotate privacy policies198

according to seven elements for GDPR data protec- 199

tion goals and qualify the degree of compliance. 200

Zhao et al. (Zhao et al., 2022) annotate a NER 201

dataset for Chinese privacy policy texts, covering 202

data controller, data entity, collecting action, shar- 203

ing action, condition, purpose, and data receiver. 204

However, NER models only help users understand 205

the policy content without evaluating the compli- 206

ance level. Therefore, Zhao et al. suggest that 207

detecting privacy compliance violations is an ur- 208

gent and necessary future direction. 209

3 Dataset Construction 210

3.1 Label Schema 211

The Personal Information Protection Law (PIPL) 212

was enacted in November 2021 as the general prin- 213

ciple for personal information protection in China. 214

While it covers various situations regarding privacy 215

information usage, it may be too broad for spe- 216

cific privacy policy checking. To provide detailed 217

and clear guidance on PIPL compliance, the Na- 218

tional Information Security Standardization Tech- 219

nical Committee released the Personal Information 220

Security Standards (PISS) (PISS, 2020). We con- 221

sulted experts with substantial legal professional 222

experience and manually extracted 14 labels rep- 223

resenting the contents that should be included in a 224

privacy policy. To the best of our knowledge, this 225

is the most comprehensive privacy policy-checking 226

framework with the most compliance labels. The 227

extracted labels are as follows (see details in Ap- 228

pendix A: 229

• Collect Personal Information (CPI) [PISS 230

Art 5] 231

• Policy Duration (PD) [PISS Art 5] 232

• Data Retention Period (DRP) [PISS Art 6] 233

• Data Retention Region (DRR) [PISS Art 6] 234

• Overdue Processing Method (OPM) [PISS 235

Art 6] 236

• Data Collection Purpose (DCP) [PISS Art 237

7] 238

• User Portrait (UP) [PISS Art 7] 239

• Right to Access (RA) [PISS Art 8] 240

• Right to Rectify (RR) [PISS Art 8] 241

• Right to Delete (RD) [PISS Art 8] 242
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Label Frequency Coverage Avg.L Fleiss’ Kappa

Collect Personal Information (CPI) 8177 1.00 4.85 0.48
Policy Duration (PD) 586 0.49 25.27 0.58
Data Retention Period (DRP) 408 0.63 52.44 0.65
Data Retention Region (DRR) 360 0.71 42.81 0.60
Overdue Processing Method (OPM) 663 0.62 58.06 0.67
Data Collection Purpose (DCP) 7074 0.99 10.17 0.42
User Portrait (UP) 898 0.64 66.30 0.54
Right to Access (RA) 1199 0.76 46.13 0.59
Right to Rectify (RR) 1342 0.84 48.77 0.66
Right to Delete (RD) 1714 0.84 48.01 0.65
Right to Withdraw (RW) 1052 0.72 50.75 0.61
Right to Account Cancellation (RAC) 1484 0.71 45.94 0.64
Personal Information Sharing (PIS) 2190 0.93 4.45 0.46
Personal Information Protection (PIP) 3763 0.97 58.77 0.53

Avg 2208 0.78 40.19 0.58

Table 1: The details of the annotated corpus. The Frequency column indicates the total number of times each
corresponding label appears in our corpus. Coverage shows the percentage of privacy policy documents that
contain the corresponding label. The column Avg.L represents the average number of characters per annotation in
our dataset. For fine-grained annotations, it is the average length of annotated entities, while for coarse-grained
annotations, it is the average length of labeled sentences. The last column shows the Fleiss’ Kappa of the
annotation results (before merging).

• Right to Withdraw (RW) [PISS Art 8]243

• Right to Account Cancellation (RAC) [PISS244

Art 8]245

• Personal Information Sharing (PIS) [PISS246

Art 9]247

• Personal Information Protection (PIP) [PISS248

Art 11]249

3.2 Data Annotation and Statistics250

We adopted two types of annotations for our com-251

pliance checking task, based on the requirements of252

PISS. For Collect Personal Information (CPI), Data253

Collection Purpose (DCP), and Personal Informa-254

tion Sharing (PIS), we used fine-grained annota-255

tions similar to NER annotation. For the remaining256

tasks, we used coarse-grained annotations simi-257

lar to sentence classification annotation. We hired258

eight native participants, who were undergraduate259

and postgraduate students, to annotate the privacy260

policies. We compiled some common descriptions261

for each compliance label from 60 privacy poli-262

cies with the help of compliance experts. We pro-263

vided the participants with a description of the task,264

detailed instructions, and explanations with some265

common descriptions for each compliance label. 266

We used a web-based annotation tool that allowed 267

the participants to highlight the texts and select the 268

labels from a drop-down menu. We also provided a 269

feedback mechanism for the participants to report 270

any difficulties or ambiguities they encountered 271

during the annotation process. 272

For fine-grained annotations, we used the texts 273

and annotations in CA4P-483 dataset (Zhao et al., 274

2022) as a reference and reannotated CPI, DCP, 275

and PIS labels to match our label schema. The 276

requirements for annotating a pure NER task and 277

a compliance checking task are not the same. For 278

example, in CA4P-483, the label “Sharing Action” 279

annotates any descriptions about sharing action cor- 280

responding to PIS. However, in our task, we also 281

need to annotate any descriptions about not sharing 282

personal information as PIS, since PIS requires to 283

describe whether and how the personal informa- 284

tion is shared. Therefore, we reannotated these 285

compliance labels based on the previous annota- 286

tion in CA4P-483. Another reason for reannotat- 287

ing the dataset is that the previous dataset is not 288

fully annotated. They filtered possible sentences 289

based on keywords and annotated them by humans, 290

which may cause missing annotations. For exam- 291

ple, some sentences that do not contain keywords 292
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Dataset # All # Train # Dev # Test Language # Labels Task Type

OPP-115 3792 2473 - 1319 English 12 NER
APP-350 7700 4136 1364 2200 English 18 SC
CA4P-483 18579 14678 2059 1842 Chinese 7 NER

Ours 91182 75312 8539 7331 Chinese 14 NER, SC

Table 2: Comparison with Other Privacy Policy Datasets

such as “collect”, “use”, or “share” may still con-293

tain relevant information for compliance checking.294

Therefore, in this work, we reannotated the dataset295

thoroughly without filtering any sentences. For296

coarse-grained annotations, we asked the partici-297

pants to read each sentence in the privacy policy298

and assign one or more compliance labels to it,299

based on the definitions and examples of the labels.300

Table 1 shows the details of the annotated corpus.301

We compare our dataset with other privacy policy302

datasets that are not necessarily for compliance303

checking, namely Chinese Android application pri-304

vacy policy (CA4P-483) (Zhao et al., 2022), Online305

Privacy Policies (OPP-115) (Wilson et al., 2016),306

and Android app privacy policies (APP-350) (Zim-307

meck et al., 2019).308

4 Task and Experiment Setup309

4.1 Compliance Checking310

Compliance checking is a task that verifies whether311

a privacy policy conforms to certain standards or312

regulations. It is a specific task in NLP that dif-313

fers from more general tasks such as Named En-314

tity Recognition (NER) or classification, which do315

not depend on specific regulations. However, to316

train and evaluate our models, we need privacy317

policies with their corresponding compliance judg-318

ments from regulators, which are difficult to obtain.319

One possible solution is to use a human-annotated320

dataset, where experts mark the privacy policies321

with compliance information, and train an end-to-322

end model based on this dataset.323

However, this approach faces a significant limita-324

tion: most models cannot process the privacy poli-325

cies in an end-to-end manner due to their length.326

This means that the models cannot take the entire327

policy as input and produce the compliance result328

as output directly. Therefore, we propose a more329

practical two-step approach:330

First, we annotate the sentences or entities within331

the privacy policy with the labels introduced in Sec-332

tion 3. These labels represent discriminative legal333

attributes, such as data collection, data usage, data 334

retention, etc. These attributes capture the essential 335

information that influences the compliance status 336

of the policy. 337

Second, we derive compliance rules based on the 338

presence or absence of the corresponding attributes. 339

For example, a rule that requires policy duration 340

may be violated if the policy does not specify any 341

attribute for this information. This way, our models 342

can generate reliable compliance results and clear 343

explanations, as we can use the attributes to justify 344

why the policy is compliant or not. 345

4.2 Subtask Description 346

We label the sentences or entities in the privacy 347

policy using Named Entity Recognition (NER) and 348

Sentence Classification (SC) tasks. NER labels the 349

types and categories of personal information, and 350

the purposes and subjects of data collection and 351

sharing. This is crucial because regulations require 352

privacy policies to explicitly and individually state 353

this information. For example, PISS (PISS, 2020) 354

mandates that service providers inform data sub- 355

jects of the specific types of personal information 356

they collect and share, and obtain authorization for 357

certain uses and disclosures. SC labels the sen- 358

tences that describe the data collection and usage 359

terms, as well as the rights and obligations of the 360

data subjects and the service provider. By com- 361

bining both tasks, we can better understand and 362

explain the compliance status of the privacy policy 363

text. We use both fine- and coarse-grained annota- 364

tions as explained in Section 3. NER can also be 365

used for further research, such as verifying if the 366

services’ actions match their privacy policies, and 367

ensuring that the service provider collects and uses 368

personal information only for the agreed purposes 369

and minimally. 370

For the NER task, given a sentence x = 371

(x1, x2, . . . , xN ) as a sequence of N tokens, the 372

model aims to predict a label sequence S = 373

(s1, s2, . . . , sN ), where each label is a position in- 374
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Model Metrics B-PIS I-PIS B-DCP I-DCP B-CPI I-CPI O Avg

BiLSTM-CRF
P 64.55% 72.44% 40.75% 70.86% 63.35% 71.95% 95.58% 68.50%
R 31.70% 38.32% 18.60% 36.60% 46.10% 60.86% 98.53% 47.24%
F1 42.51% 50.12% 25.55% 48.27% 53.36% 65.94% 97.03% 54.68%

BERT
P 44.08% 61.95% 50.00% 75.55% 58.76% 68.19% 96.95% 55.27%
R 66.52% 76.54% 18.24% 52.80% 60.78% 77.29% 97.92% 68.22%
F1 53.02% 68.48% 26.73% 62.16% 59.75% 72.46% 97.43% 60.25%

ComplianceBERT
P 54.39% 67.67% 50.00% 74.03% 57.46% 65.64% 97.19% 55.20%
R 55.36% 73.55% 17.99% 55.97% 64.78% 82.27% 97.64% 70.43%
F1 54.87% 70.49% 26.46% 63.74% 60.90% 73.02% 97.42% 61.37%

BERT
Multitask

P 54.94% 65.77% 56.14% 71.64% 69.05% 85.32% 96.17% 71.29%
R 39.73% 41.12% 15.67% 57.77% 35.87% 51.68% 98.63% 48.64%
F1 46.11% 50.60% 24.50% 63.96% 47.22% 64.37% 97.39% 56.31%

ComplianceBert
Multitask

P 47.69% 64.93% 48.80% 68.13% 61.34% 79.34% 96.71% 66.70%
R 45.98% 39.63% 17.38% 62.36% 46.00% 61.81% 98.11% 53.04%
F1 46.82% 49.22% 25.63% 65.11% 52.58% 69.48% 97.41% 58.04%

Table 3: Precision/Recall/F1-score for NER Models

dicator (e.g., BIO schema).375

For the SC task, given a sentence x =376

(x1, x2, . . . , xN ), the model aims to predict a set of377

labels y = (y1, y2, . . . , yk) that represents whether378

the sentence describes information about each of379

the k compliance labels (e.g., yes or no). A sen-380

tence can have multiple labels if it describes infor-381

mation about more than one compliance label.382

4.3 Compliance Rules383

In the second step of our approach, we apply384

compliance rules to privacy policies based on the385

presence or absence of the corresponding labels.386

Some labels imply conditional requirements, such387

as Data Retention Period (DRP), which is only388

required when the service provider Collects Per-389

sonal Information (CPI). If they do not collect390

personal information, it is irrelevant to discuss the391

data retention period. Other labels imply uncondi-392

tional requirements, such as Policy Duration (PD),393

which is always required regardless of whether the394

service provider collects personal information or395

not. We use these rules to check whether the policy396

is compliant and to provide explanations for the397

compliance result. The details of the rules will be398

presented in the A.2.399

4.4 Model Summerization400

4.4.1 Further Pretrain BERT401

BERT (Devlin et al., 2019) is a pre-trained lan-402

guage model that can be fine-tuned for various nat-403

ural language processing tasks. However, BERT404

is pre-trained on general-domain corpora, such as 405

Wikipedia and BooksCorpus, which may not cap- 406

ture the specific vocabulary and semantics of a 407

particular domain. Therefore, we propose Compli- 408

anceBERT, a further pre-trained BERT model on 409

domain-specific corpora of privacy policy texts. To 410

obtain such corpora, we collected 3.2 million texts 411

from various sources, including legal websites, gov- 412

ernment websites, and online forums, containing 413

information about personal information protection 414

laws, regulations, and privacy policies. Following 415

the approach of Liu et al. (Liu et al., 2019), we 416

use only the masked language modeling (MLM) 417

objective for further pretraining. 418

4.4.2 NER Model 419

For the Named Entity Recognition (NER) task, we 420

compare three different models: BiLSTM-CRF, 421

BERT, and ComplianceBERT. BiLSTM-CRF 422

(Zhao et al., 2022) consists of a bidirectional LSTM 423

(BiLSTM) encoder and a conditional random field 424

(CRF) decoder. BERT and ComplianceBERT are 425

both transformer-based models that use a linear 426

layer and a softmax layer as decoders. 427

4.4.3 SC Model 428

Since all labels for the Sentence Classification (SC) 429

task pertain to privacy policy compliance, we be- 430

lieve there are correlations among these labels that 431

could enhance prediction performance. We adopt 432

CorNet (Xun et al., 2020) for the output layer in 433

our models. The CorNet layer consists of two sub- 434

layers: a correlation matrix layer and a correlation 435
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Models Metrics PD DRP DRR OPM UP RA RR RD RW RAC PIP Avg

BiLSTM-CRF
P 96.15% 89.66% 100.00% 57.14% 86.54% 86.08% 75.29% 57.34% 88.14% 96.24% 82.08% 83.15%
R 73.52% 86.67% 60.00% 44.44% 66.17% 73.11% 57.14% 65.60% 78.79% 96.24% 58.39% 69.10%
F1 83.33% 88.14% 75.00% 50.00% 75.00% 79.07% 64.97% 61.19% 83.20% 96.24% 68.23% 74.94%

BERT
P 88.57% 96.77% 96.15% 91.42% 96.82% 81.73% 80.87% 91.87% 95.59% 86.75% 89.35% 90.54%
R 91.18% 100.00% 100.00% 88.89% 89.70% 91.40% 83.04% 90.40% 98.48% 98.50% 92.95% 93.14%
F1 89.85% 98.36% 98.03% 90.14% 93.13% 86.29% 81.94% 91.13% 97.01% 92.25% 91.14% 91.75%

ComplianceBERT
P 82.50% 100.00% 96.15% 90.00% 90.00% 83.17% 81.67% 90.00% 97.01% 89.72% 92.41% 89.06%
R 97.06% 100.00% 100.00% 100.00% 92.65% 90.32% 87.50% 93.60% 98.48% 98.50% 93.96% 94.13%
F1 89.19% 100.00% 98.04% 94.74% 91.30% 86.60% 84.48% 91.76% 97.74% 93.90% 93.18% 92.81%

BERT
Multitask

P 80.49% 96.67% 92.59% 83.33% 92.65% 86.02% 88.10% 95.33% 96.82% 93.48% 90.32% 90.53%
R 97.06% 96.67% 100.00% 97.22% 92.65% 86.02% 66.07% 81.60% 92.42% 96.99% 93.96% 90.97%
F1 88.00% 96.67% 96.15% 89.74% 92.65% 86.02% 75.51% 87.93% 94.57% 95.20% 92.10% 90.41%

ComplianceBert
Multitask

P 80.00% 96.67% 96.15% 91.67% 93.33% 85.15% 82.93% 85.82% 96.83% 93.43% 92.23% 90.38%
R 94.11% 96.67% 100.00% 91.67% 82.35% 92.47% 91.07% 92.00% 92.42% 96.24% 91.61% 92.78%
F1 86.49% 96.67% 98.03% 91.67% 87.50% 86.66% 86.81% 88.80% 94.57% 94.81% 91.92% 91.45%

Table 4: Precision/Recall/F1-score for SC Models

enhancement layer. The correlation matrix layer436

learns a correlation matrix that captures the pair-437

wise dependencies among the labels. The correla-438

tion enhancement layer uses the correlation matrix439

to enhance the raw label predictions by applying a440

nonlinear function to the predictions of other labels.441

The augmented label predictions are then used to442

compute the loss and update the model parameters.443

CorNet can learn and leverage label correlations to444

improve the predictions.445

We also use three encoders for the Sentence Clas-446

sification (SC) task: BiLSTM (Schuster and Pali-447

wal, 1997), BERT (Devlin et al., 2019), and Com-448

plianceBERT. Each encoder produces a sentence449

embedding from the input sentence, which is then450

passed to a fully connected layer to obtain the raw451

label predictions. These raw label predictions are452

subsequently enhanced by the CorNet layer, which453

generates the augmented label predictions by incor-454

porating the compliance rules.455

4.4.4 Multitask Model456

In this work, we also propose a multitask model457

for NER and SC tasks, both of which require an458

encoder followed by an output layer. We use459

BERT and ComplianceBERT as encoders, which460

can learn shared representations from both tasks.461

The output layer is task-specific and can be ad-462

justed according to the task objective. The mul-463

titask model adopts a sum loss of NER task and464

SC task, L = αLner + βLsc, where α and β are465

hyperparameters that control the relative weight of466

each task. The multitask model can optimize both467

tasks simultaneously and leverage the common in-468

formation between them.469

5 Evaluation 470

5.1 Experiment Result 471

Table 3 and Table 4 present the results for the NER 472

and SC tasks, respectively. All results are the av- 473

erage results of multiple experiments with random 474

seeds. The best values of precision, recall, and F1- 475

score for each label are highlighted in bold. The 476

row Avg displays the macro average of the 7 NER 477

labels or the 11 SC labels. For the NER task, Com- 478

plianceBERT achieves the highest average recall 479

and F1-score among all models, indicating its supe- 480

rior ability to identify and label personal informa- 481

tion in privacy policy texts. For the SC task, Com- 482

plianceBERT outperforms other models in terms 483

of average recall and F1-score, demonstrating its 484

enhanced capability to classify sentences according 485

to their compliance levels. ComplianceBERT effec- 486

tively leverages the semantic and syntactic features 487

of the text for sentence classification. 488

We also compare the performance of the multi- 489

task models with the single-task models. The mul- 490

titask models utilize the same encoder parameters 491

for both NER and SC tasks, whereas the single- 492

task models employ separate encoder parameters 493

for each task. The results show that the multitask 494

models have a lower average F1 score than the 495

single-task models for both tasks, particularly for 496

the NER task. This suggests that the multitask mod- 497

els struggle to learn from both tasks simultaneously 498

with shared parameters, and that the two tasks do 499

not share substantial common information that ben- 500

efits each other. In contrast, the single-task models 501

can better capture task-specific features and inde- 502

pendently optimize the parameters for each task. 503
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P R F1
BiLSTM 84.61% 66.67% 74.57%

BERT 97.05% 100% 98.50%
ComplianceBERT 100.00% 100.00% 100.00%
BERT Multitask 94.11% 96.96% 95.52%

ComplianceBERT Multitask 100% 96.96% 98.46%

Table 5: Precision/Recall/F1-score on C3P2 Task

5.2 Compliance Result504

We evaluate the models’ performance on the com-505

pliance checking task at the document level. This506

task involves determining whether a privacy pol-507

icy document complies with a given regulation,508

based on the results of the Named Entity Recogni-509

tion (NER) and Sentence Classification (SC) sub-510

tasks and the compliance rules. Precision, recall,511

and F1-score are used as evaluation metrics for512

this task. Table 5 presents the results for each513

model. Note that BiLSTM, BERT, and Compli-514

anceBERT each refer to two models: one for the515

NER task and one for the SC task, using the same516

type of encoder. The results indicate that Compli-517

anceBERT achieves the best performance across518

all metrics, demonstrating its accuracy and consis-519

tency in checking the compliance of privacy policy520

documents. While ComplianceBERT Multitask521

also performs well, it is slightly outperformed by522

ComplianceBERT. BERT and BERT Multitask ex-523

hibit high recall but low precision, indicating their524

ability to identify most relevant items but with a525

higher rate of false positives. BiLSTM shows lower526

precision and recall than the other models, suggest-527

ing its ineffectiveness for the compliance checking528

task. These results highlight the superiority of our529

ComplianceBERT model for the compliance check-530

ing task.531

We can observe that the compliance checking532

performance score is higher than the subtasks’533

scores for most models. This discrepancy arises534

because the compliance checking results aggregate535

the outcomes of the subtasks at a document level,536

which helps mitigate the negative impact of errors537

in the subtasks. For instance, if a model incor-538

rectly labels a single entity or sentence within a539

privacy policy, it may not significantly affect the540

overall compliance judgment of the document, pro-541

vided that the majority of entities and sentences are542

correctly labeled. Consequently, the compliance543

checking task benefits from document-level aggre-544

gation, leading to higher performance compared to545

the subtasks.546

6 Conclusion 547

In this paper, we address the issue of automated 548

compliance checking of Chinese privacy policy 549

texts. We make three primary contributions: First, 550

we present the inaugural dataset and task for this 551

problem, which includes compliance annotations 552

by human experts at both the document level and 553

the fine-grained level. Second, we introduce two 554

subtasks to support our main task: Named Entity 555

Recognition (NER) and Sentence Classification 556

(SC), which aim to extract discriminative legal at- 557

tributes from the privacy policies to aid models in 558

generating reliable compliance results and clear ex- 559

planations. Third, we further pre-train BERT on a 560

large corpus of compliance-related texts, demon- 561

strating that it outperforms baseline models across 562

all tasks. Our work illustrates the feasibility and 563

potential of applying Natural Language Process- 564

ing (NLP) techniques to the automated compliance 565

checking of privacy policy texts. 566

7 Limitations 567

However, we also encounter several limitations and 568

challenges that we plan to address in our future 569

work. These include: (1) developing more ad- 570

vanced methods to capture the complex require- 571

ments in the regulations that cannot be adequately 572

addressed by Named Entity Recognition (NER) or 573

Sentence Classification (SC) alone; (2) integrating 574

dynamic analysis into our framework to verify the 575

app’s actual behaviors against the stated privacy 576

policies; and (3) exploring multilingual methods 577

that can adapt to different languages and regula- 578

tions with minimal human intervention. 579

8 Ethics Statement 580

In conducting this research, we have adhered to 581

the highest ethical standards to ensure the integrity 582

and social responsibility of our work. The primary 583

focus of our study is the automated compliance 584

checking of Chinese privacy policy texts. This 585

work is intended to improve the transparency and 586

accountability of online service providers regarding 587

the handling of personal data, thus contributing to 588

the protection of user privacy. 589

Data Collection and Use The dataset comprises 590

publicly accessible privacy policies from legal and 591

government websites, ensuring no personal or sen- 592

sitive information about individuals is included. 593

Data Annotations Annotators were fully in- 594

formed about the task, compensated fairly, and 595
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provided with detailed instructions to ensure accu-596

racy and consistency.597

Impact and Use of Research The models devel-598

oped and evaluated in this research are intended599

to assist in the compliance checking of privacy600

policies and are not designed to replace human601

judgment. These tools are meant to support legal602

professionals and regulatory bodies in their work.603

Our work aims to improve compliance with pri-604

vacy regulations, protecting individual data and605

fostering trust in digital services. We advocate for606

the responsible use of these tools within legal and607

ethical guidelines.608

By adhering to these principles, we aim to con-609

tribute positively to the field of natural language610

processing and the broader societal goal of safe-611

guarding personal information.612
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A Appendix702

A.1 Explanation of Labels703

Collect Personal Information (CPI) This item704

describes information that can identify a natural705

person or reflect the activity of a natural person,706

such as name, phone number, email address, loca-707

tion, device information, etc. [PISS Art 5]708

Policy Duration (PD) This item describes the709

date when the privacy policy was published, effec-710

tive, or updated by the service provider, or personal711

information controller’s (PI controller). [PISS Art712

5]713

Data Retention Period (DRP) This item de-714

scribes the duration or criteria for which the per-715

sonal information is retained by the PI controller.716

[PISS Art 6]717

Data Retention Region (DRR) This item de-718

scribes the geographic region or jurisdiction where719

the personal information is stored or processed by720

the PI controller. [PISS Art 6]721

Overdue Processing Method (OPM) This item722

describes the method or procedure for disposing723

of or deleting the personal information when it is724

no longer needed for achieving the data collection725

purposes or when it exceeds the retention period.726

[PISS Art 6]727

Data Collection Purpose (DCP) This item de-728

scribes the specific and legitimate purposes for729

which PI is collected and used by the PI controller,730

such as to provide the service, to improve the ser-731

vice quality, to conduct market research, to send732

marketing messages, etc. [PISS Art 7]733

User Portrait (UP) This item describes whether734

and how the personal information is used for creat-735

ing a user portrait or a personalized display of the736

service. It also explains what benefits or risks may737

arise from such use and how the data subjects can738

opt-in or opt-out of such use. [PISS Art 7]739

Right to Access (RA) This item describes the740

right of the data subjects to access their personal741

information that is held by the PI controller. [PISS742

Art 8]743

Right to Rectify (RR) This item describes the744

right of the data subjects to rectify their personal745

information that is inaccurate or incomplete. [PISS746

Art 8]747

Right to Delete (RD) This item describes the 748

right of the data subjects to delete their personal 749

information that is no longer necessary or relevant 750

for achieving the data collection purposes. [PISS 751

Art 8] 752

Right to Withdraw (RW) This item describes 753

the right of the data subjects to withdraw their con- 754

sent or authorization for collecting and using their 755

personal information. [PISS Art 8] 756

Right to Account Cancellation (RAC) This 757

item describes the right of the data subjects to can- 758

cel their account with the PI controller and termi- 759

nate their use of the service.[PISS Art 8] 760

Personal Information Sharing (PIS) This item 761

describes whether and how the personal informa- 762

tion is shared, transferred or publicly disclosed by 763

the PI controller to third parties, such as affiliates, 764

partners, vendors, advertisers, etc. It also explains 765

what types and categories of personal information 766

are shared, transferred or publicly disclosed, for 767

what purposes, and with whom. It also describes 768

whether and how the PI controller uses third-party 769

embedded code, plug-ins, or other tools to share 770

personal information and what risks or benefits may 771

arise from such use. [PISS Art 9] 772

Personal Information Protection (PIP) This 773

item describes the technical and organizational 774

measures that are taken by the PI controller to pro- 775

tect the personal information from unauthorized 776

access, use, disclosure, modification, or deletion. It 777

also describes the capabilities that are available for 778

the data subjects to manage their personal informa- 779

tion settings, such as encryption, anonymization, 780

access control, notification, etc. [PISS Art 11] 781

A.2 The Details of Compliance Rules 782

The rules are as follows. We use the label name 783

only to indicate that it is an unconditional label, 784

meaning that it is always required for the policy to 785

be compliant. We use a right arrow (→) to indi- 786

cate that it is a conditional label, meaning that it 787

is required only when the condition on the left of 788

the arrow is met. For example, Collect Personal 789

Information (CPI) → Data Retention Period (DRP) 790

means that if the policy has a label for CPI, it must 791

also have a label for DRP. The rules are: 792

1. Policy Duration (PD) 793

2. User Portrait (UP) 794
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3. Right to Account Cancellation (RAC)795

4. CPI → Data Retention Period (DRP)796

5. CPI → Data Retention Region (DRR)797

6. CPI → Overdue Processing Method (OPM)798

7. CPI → Data Collection Purpose (DCP)799

8. CPI → Right to Access (RA)800

9. CPI → Right to Rectify (RR)801

10. CPI → Right to Delete (RD)802

11. CPI → Right to Withdraw (RW)803

12. CPI → Personal Information Sharing (PIS)804

13. CPI → Personal Information Protection (PIP)805

A.3 Implementation806

To further pretrain BERT, we randomly mask 15%807

of the tokens in each text using the same strategy808

as BERT. We start from the BERT-base-chinese 1809

model and fine-tune it on 3.2 million texts for 10810

epochs. We use a batch size of 32, a learning rate811

of 5e-5, and a maximum sequence length of 512.812

We use the “BIO” schema for NER task, resulting813

in 7 types of NER labels and we have 11 labels for814

the SC task.815

We split the dataset into three subsets: training,816

development, and test. We randomly select 40 doc-817

uments for the development set and 40 documents818

for the test set, and use the remaining 403 docu-819

ments for the training set. The number of sentences820

for each subset are shown in Table 2.821

For BiLSTM, we set both the embedding size822

and the hidden size to 128, the learning rate to823

1e-3, and we train the models for 30 epochs with824

a batch size of 64. We take α as 0.9 and β as825

0.1 for multitask models. For BERT-base-chinese826

and our ComplianceBERT, we fine-tune them on827

our training data with a batch size of 32, 2 epochs828

and learning rates of 3e-5 for the encoder and 2e-4829

for the output layers. For CorNet, we adopt same830

hyperparameters of the source code 2.831

1https://huggingface.co/bert-base-chinese
2https://github.com/XunGuangxu/CorNet/blob/master/deepxml/cornet.py
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