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Abstract

Societal stereotypes are at the center of a myr-001
iad of responsible AI interventions targeted at002
reducing the generation and propagation of po-003
tentially harmful outcomes. While these ef-004
forts are much needed, they tend to be frag-005
mented and often address different parts of the006
issue without taking in a unified or holistic ap-007
proach about social stereotypes and how they008
impact various parts of the machine learning009
pipeline. As a result, it fails to capitalize on010
the underlying mechanisms that are common011
across different types of stereotypes, and to an-012
chor on particular aspects that are relevant in013
certain cases. In this paper, we draw on so-014
cial psychological research, and build on NLP015
data and methods, to propose a unified frame-016
work to operationalize stereotypes in gener-017
ative AI evaluations. Our framework iden-018
tifies key components of stereotypes that are019
crucial in AI evaluation, including the target020
group, associated attribute, relationship char-021
acteristics, perceiving group, and relevant con-022
text. We also provide considerations and rec-023
ommendations for its responsible use.024

CONTENT WARNING: This paper contains025
examples of stereotypes that may be offensive.026

1 Introduction & Motivation027

028
Recent years have seen unprecedented gains in gen-029

erative AI models’ capabilities across modalities —030
language (Anil et al., 2023; Achiam et al., 2023), im-031
age (Rombach et al., 2022; Saharia et al., 2022), audio032
(Kreuk et al., 2022; Borsos et al., 2023), and video (Ho033
et al., 2022; Bar-Tal et al., 2024), while simultaneously034
gaining traction in diverse application domains and us-035
age contexts across the globe (Sengar et al., 2024; Ra-036
iaan et al., 2024). Along with these advancements,037
there are growing concerns that these models may re-038
flect, propagate, and amplify societal stereotypes in039
their predictions and generations (Garg et al., 2018a;040

* equal contribution

Blodgett et al., 2020; Dev et al., 2022; Hovy and Prab- 041
humoye, 2021), and how they may lead to downstream 042
harms (Field et al., 2021; Shelby et al., 2023). 043

A growing body of empirical work shows how 044
NLP models reflect societal stereotypes about various 045
groups — gender (Bolukbasi et al., 2016), race (Sap 046
et al., 2019), nationality (Jha et al., 2023), disability 047
(Hutchinson et al., 2020), to cite a few. Many of them 048
also build datasets to enable large-scale evaluation of 049
stereotypes in model predictions (Nadeem et al., 2021; 050
Jha et al., 2023; Bhutani et al., 2024). However, cur- 051
rent research and resources lack a unified approach to- 052
wards stereotypes in AI, hindering a comprehensive 053
understanding of the problem space, thereby limiting 054
effective and scalable interventions. First, they fail to 055
capitalize on the underlying common mechanisms that 056
may be contributing to stereotypes in society, data, and 057
models. Additionally, it makes it harder to envision 058
a unified way to tackle and prioritize downstream so- 059
ciotechnical harms; instead potentially leading to un- 060
intended consequences, like new stereotypes emerg- 061
ing when others are mitigated. Another gap stems 062
from adopting simplistic representations of stereotypes 063
for expediency in evaluations, e.g., (identity, attribute) 064
pairs overlook core aspects such as how stereotypes tie 065
to specific time and place, which social groups hold 066
certain stereotypes, and what connotations they imply. 067

Finally, there are different methodologies to source 068
stereotype data — e.g., annotator-driven collection 069
(Nadeem et al., 2021), LLM-enabled collection (Jha 070
et al., 2023), and community centered collection (Dev 071
et al., 2023a), each having unique strengths in terms 072
of scalability, coverage, and reliability. However, we 073
currently do not have an effective approach to deter- 074
mine which of these methods are appropriate in which 075
contexts, what their relative merits (and demerits) are, 076
and how to use these approaches in ways that lean on 077
their strengths and complementarities. Having a uni- 078
fied framework will enable effective intervention, pri- 079
oritization in high-stake environments, shared knowl- 080
edge and methods across various efforts to collect data 081
and intervene on models, predictions, and evaluations. 082
Such a framework will also reveal aspects of this prob- 083
lem space that we still have large gaps to fill. 084
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In order to address these needs, we build off of social085
scientific theories on stereotypes as well as existing re-086
search on evaluating language technologies for stereo-087
types, and propose a unified comprehensive framework088
to operationalize stereotype evaluations. Our frame-089
work identifies various high level components such as090
the target group, the attribute associated with the group,091
the characteristics of their association, the perceiving092
group, as well as the context within which these stereo-093
types are prevalent. We also outline a set of recom-094
mendations for how to factor in responsibility consid-095
erations while using this framework.096

2 Background097

Social scientists have dedicated substantial research to098
the study of stereotypes, recognizing their intricate and099
multifaceted nature (Macrae et al., 1996; Schneider,100
2005). This exploration has led to the development101
of various frameworks over time, aiming to unravel102
the complexities of how stereotypes originate, function,103
and influence both individuals and society as a whole104
(Hilton and Von Hippel, 1996). Early work predomi-105
nantly viewed stereotypes as inaccurate generalizations106
about groups, stemming from limited or biased infor-107
mation (Allport et al., 1954). They are also seen as108
cognitive shortcuts that help individuals simplify and109
categorize the social world, although this simplification110
could lead to errors and biases (Dovidio et al., 2010).111
While these cognitive processes can be efficient, the112
connection between stereotypes (cognitive bias), prej-113
udice (attitude bias), and discrimination (behavioral114
bias) was recognized early on, pointing to stereotypes115
as the motivation for negative attitudes and behaviors116
towards out-groups (Macrae and Bodenhausen, 2000).117

Various theories have been developed that focus on118
diverse aspects of stereotypes. Social identity theory119
emphasizes the role of group membership in shaping120
self-concept and inter-group relations, suggesting that121
stereotypes can serve to enhance one’s own group iden-122
tity (Tajfel et al., 1979). Social learning theory, on123
the other hand, focuses on stereotypes being learned124
through observation and socialization, often from par-125
ents, peers, and media (Bandura and Walters, 1977).126
System justification theory examines how stereotypes127
can be used to justify existing social hierarchies, even128
by members of disadvantaged groups (Jost and Banaji,129
1994). Intersectionality theory further emphasizes the130
interconnected nature of social identities and how mul-131
tiple stereotypes can intersect to create unique experi-132
ences of discrimination (Crenshaw, 2013).133

These theoretical perspectives have guided the de-134
velopment of various frameworks for analyzing stereo-135
types. Primarily shaped by social psychologists, these136
frameworks are widely used in other fields to model137
group dynamics and interactions. One of the promi-138
nent such frameworks is the Stereotype Content Model139
(SCM), which posits that stereotypes vary along two di-140
mensions: warmth and competence, resulting in differ-141

ent emotional and behavioral responses towards groups 142
(Cuddy et al., 2007; Fiske et al., 2018). By ex- 143
tending the SCM, the dual perspectives model (Abele 144
et al., 2016) added Morality and Sociability axes to 145
the Warmth, and Ability and Assertiveness axes to the 146
Competence dimension. Agency-Beliefs-Communion 147
(ABC; Koch et al., 2016) model further added Status to 148
the Competence dimension, and Belief as a dimension; 149
“one end of Beliefs represents all religious, conserva- 150
tive, and other traditional groups; at the other end are 151
progressives, artists, scientists, and LGBTQ groups.” 152

Some of these frameworks are increasingly being 153
explored in NLP research. For instance, SCM has 154
been applied to understand annotator biases (Davani 155
et al., 2023) and debiasing word embeddings (Ung- 156
less et al., 2022; Omrani et al., 2023). Fraser et al. 157
(2022) present a computational method to apply SCM 158
to textual data and demonstrated that stereotypes in tex- 159
tual resources compare favourably with survey-based 160
studies in the psychological literature. Fraser et al. 161
(2024) used the ABC dimensions to evaluate and com- 162
pare biases toward occupational groups across tradi- 163
tional survey-based data and various text sources. As 164
NLP efforts increasingly grapple with the complexi- 165
ties of stereotypes in language, relying solely on so- 166
cial psychological frameworks of stereotypes can limit 167
the scope of the analyses. These frameworks often pri- 168
oritize dimensions like warmth and competence, po- 169
tentially overlooking crucial aspects such as social dy- 170
namics, socio-historical context, and linguistic valence, 171
which are also essential for a comprehensive under- 172
standing of stereotypes in language technologies. 173

3 Reflective exercise 174

In this section, we present a reflective exercise on 175
NLP research on social stereotypes with the objective 176
of demonstrating various focus areas surrounding this 177
topic. For comprehensive surveys on this active re- 178
search area, see Blodgett et al. (2020, 2021). 179

3.1 Stereotype Detection and Evaluation 180

A significant number of responsible AI and NLP 181
evaluations are concerned with various concepts that 182
are inherently intertwined with stereotypes. For in- 183
stance, bias measurement in co-reference resolution 184
tasks often relies on gender-based occupation stereo- 185
types (Zhao et al., 2018; Rudinger et al., 2018), hate 186
speech detection can hinge on societal stereotypes 187
(Chiril et al., 2021), offensive text can be comprised 188
of stereotypes (Jeong et al., 2022), sentiments that 189
are disparately associated with different target groups 190
stem from stereotypical perceptions about them (Kir- 191
itchenko and Mohammad, 2018), and more. How- 192
ever, the stereotype resources that these evaluations 193
depend on, are limited in which groups they repre- 194
sent. While substantial work has focused on gender and 195
racial stereotypes, they are also mostly constrained by 196
binary gender constructs (Dev et al., 2021) and Western 197
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racial histories (Sambasivan et al., 2021). Other iden-198
tity axes such as disability status, or socio-economic199
conditions are not as well represented. These resources200
are also strife with Western gaze wherein a majority of201
the resources are collected in the West (or even specif-202
ically North America), with data and annotators both203
representing Western viewpoints.204

Based on keyword-based querying of the ACL an-205
thology,1 we note that 4140 papers mention stereo-206
types, their detection, resources, and evaluation. Of207
these, 54.1% mention gender-based stereotypes, 25.8%208
mention racial stereotypes, and only 16.4% mention209
region- and nationality-based stereotypes, and an even210
smaller fraction mention other identities such as age,211
disability, and profession. Some papers categorize212
stereotypes as positive or negative, often discussing the213
associated sentiment rather than the effect it can have214
downstream, or the specific marginalization the target215
groups experience (Blodgett et al., 2021). For example,216
‘women are polite’ can arguably be considered positive217
because of the sentiment associated with politeness, but218
the stereotype can have other implicit harms (Cheng219
et al., 2023) related to the history of expectations of po-220
liteness and servitude from women (Garg et al., 2018b),221
something that can negatively influence applications222
such as job recommendations based on gender.223

3.2 Stereotype Resource Creation224

Evaluating how stereotypes impact NLP model outputs225
requires societal data that capture such stereotypes. In226
this section, we will discuss different approaches used227
to build such datasets employed in NLP research.228

Social psychology studies: Historically, social psy-229
chology studies have provided a rich source of so-230
cietal stereotypes that have been utilized to develop231
both resources and evaluation strategies for AI mod-232
els (Caliskan et al., 2017). These studies can contribute233
societal grounding regarding how a stereotype is per-234
ceived (Fiske, 1991; Kite et al., 2022), as well as pro-235
vide extensive examples of prevalent stereotypes about236
different groups of people (Borude, 1966) that have237
been used in NLP evaluations (Bhatt et al., 2022).238

Crowdsourcing studies: NLP researchers have re-239
cently began adapting social-psychological resources240
to build NLP evaluation datasets for stereotypes at241
scale. Approaches such as StereoSet (Nadeem et al.,242
2021) and CrowsPairs (Nangia et al., 2020) addressed243
the need for scaling stereotype data via crowdsourc-244
ing platforms such as Mechanical Turk. This crowd-245
sourced data, while exceptionally valuable, is often tied246
to recognizing stereotypes reflected in specific modali-247
ties (e.g., recognizing whether a particular text reflects248
a stereotype), and not as a stand-alone list of social249
stereotypes as societal knowledge. As a result, the250
number of identities and unique stereotypes captured251
in such resources tend to be relatively small.252

1https://aclanthology.org/

Media crawling: Crowdsourced data, while excep- 253
tionally valuable, is often restricted in its media form 254
(primarily text), representation (who participates in 255
crowdsourcing), and time (reflecting a specific mo- 256
ment). Researchers, therefore, turned to “big data” re- 257
sources (e.g., social networks, and web crawls) which 258
offer a broader range of content, perspectives, and tem- 259
poral data. Existing media content, whether text, im- 260
ages, or videos, is shown reflect the stereotypes present 261
in the society. Wikipedia, for instance, documents the 262
origins of some well-known stereotypes and describes 263
their provenance. News articles and social media can 264
(un)intentionally propagate stereotypes as expressed 265
by their authors. A popular approach for collecting 266
such stereotypes is to crawl resources and capture co- 267
occurrences of identity terms and attribute words (Sap 268
et al., 2020; Bhatt et al., 2022; Bourgeade et al., 2023). 269

Model-generation-based studies: While crowd- 270
sourcing and social media based curation increase the 271
scale of stereotype resources, they are still limited 272
in coverage of identities and range of associated 273
stereotypes. More recent approaches has looked into 274
leveraging large language models to expand coverage 275
of stereotypes in a rapidly scalable manner and create 276
a resource with broader coverage. When coupled 277
with human annotations, these approached provide 278
validated resources that even significantly overcome 279
selection bias of data creators (Jha et al., 2023; 280
Bhutani et al., 2024). While this expands the state of 281
stereotype resources across identity axes, languages, 282
and cultures, such an approach holds only when mod- 283
els are exposed (via their training data) to such social 284
information in specific languages and about particular 285
identity groups; thus leaving gaps in coverage across 286
the world and many marginalized groups who are not 287
well-represented in the online discourse. 288

Community-engaged studies: Marginalized 289
communities, who face some of the most severe 290
stereotypes, are often not represented in most re- 291
sources that are sourced by the previously mentioned 292
methods. Representation is often influenced by how 293
much these communities are written about, who gets 294
to participate as an annotator or crowd worker, and the 295
limits of participation in any of these roles (Birhane 296
et al., 2022). To circumvent these gaps, recent work 297
has engaged with underrepresented and underserved 298
communities in a targeted manner to bridge the gaps 299
in salient stereotype resources (e.g., (Alemany et al., 300
2022; Dev et al., 2023a; Ación et al., 2023)). 301

302
These approaches often offer complementary strengths 303
and weaknesses (Dev et al., 2023b). E.g., social 304
psychological studies and community sourced studies 305
tend to generate relatively smaller resources, but they 306
bring forth richer and nuanced perspectives such as the 307
perceiver group, and the extent of marginalization of 308
the target group, while filling gaps about communities 309
that are underrepresented in existing resources. 310
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3.3 Gaps in Current Approaches311

While the variety of approaches for collecting stereo-312
types do overlap and address some gaps (e.g., scalabil-313
ity and coverage), significant limitations persists across314
many of the mentioned approaches.315

Stereotypes evolve over time: Stereotypes are not316
static but rather temporally variable. They are influ-317
enced by how terms get reclaimed and change in mean-318
ing, historical events that lead to a shift in sentiment319
towards groups of people, and more (e.g., (Garg et al.,320
2018b)). Yet, most resources capture stereotypes as a321
snapshot without capturing their evolving nature. For322
a resource to be operationalizable in bias mitigation323
or data and model evaluations, temporal grounding is324
critical. This helps resolve questions regarding factu-325
ality (e.g., French kings in 1600s being White is fac-326
tual and not stereotypical) and misinformation (current327
Pope is not female, or Asians being associated with328
COVID 19 post the pandemic (Lin et al., 2022)), identi-329
fication of offensive slurs or pejorative terms (e.g., the330
word protestant was derogatory in 1500s but is sim-331
ply a descriptor of religious identity now) and preva-332
lent discriminatory practices (e.g. fraction of women333
who could vote in the United States before and after334
the women’s suffrage movement (Garg et al., 2018b)).335

Silowed Stereotype Evaluations: Stereotypes affect336
humans and social interactions. With stereotypes re-337
flected in generative models, they consequently im-338
pact human-AI interactions with the potential to cause339
a range of harmful or unpleasant effects. However,340
evaluations of stereotyping happen predominantly at341
the model checkpoints rather than at downstream use342
cases or applications in everyday life. They are also343
considered as an evaluation pillar of its own without344
considering the implications on various other repre-345
sentational or allocational harms (Barocas et al., 2017;346
Shelby et al., 2023).347

Lack of Consistent Conceptualization: As dis-348
cussed by Blodgett et al. (2021) in a thorough assess-349
ment of a number NLP measurements of stereotypes,350
benchmarks do not always rely on solid conceptual-351
izations of stereotypes. Definitions of stereotype often352
lack critical components such as power dynamics, and353
consistency in defining social categories. Moreover,354
even thorough considerations during conceptualization355
are not guaranteed to be accurately reflected into oper-356
ationalization. While these gaps are often hard to com-357
pletely eliminate, it is important to articulate them to358
further attention on more effective operationalizations.359

Perceiver as a missing piece of the puzzle: While360
stereotypes are born as interactions between social361
groups, one being the group that is perceiving and362
one the group that is being perceived, most frame-363
works and benchmarks do not consider the perceiver364
group and solely focus on the target group. No-365
tably, Jha et al. (2023) point out that individuals in366

different geographic regions are familiar with differ- 367
ent non-overlapping stereotypes about the same iden- 368
tities. While computational work on stereotypes have 369
expanded the participants pool through crowdsourcing 370
— although the intention for this is often to reduce the 371
cost and time, and not to diversify the sample, they still 372
do not take the crowdworkers background information 373
into account in how these resources are used. 374

Lack of Contextual/Societal Grounding: Not every 375
over-represented association is a stereotype. Stereo- 376
types require societal grounding for identification of 377
harms caused (Bhatt et al., 2022). Large-scale model 378
evaluations for stereotypical or ‘biased’ behavior with- 379
out contextual grounding merely calibrates model ten- 380
dencies. A common example is racial bias and specifi- 381
cally anti-African-American stereotypes that are preva- 382
lent in the United States and rooted in colonial history, 383
but are not as prevalent in South Asia where skin color 384
does not correlate with race or nationality. Grounding a 385
stereotype with what specific socio-cultural settings it 386
is common in, helps build better evaluation paradigms 387
and generative AI systems (Sambasivan et al., 2021). 388

Multilingual and Multi-Cultural settings Stereo- 389
types are often erroneously considered as absolute, 390
intransient features of society that translate perfectly 391
through languages and cultures. This however has 392
been noted to be objectively incorrect (Cuddy et al., 393
2009), with distinct stereotypes existing in different 394
geo-cultures (Malik et al., 2022; Bhatt et al., 2022), 395
some of which are expressed with words that are salient 396
in only one language (Bhutani et al., 2024). 397

4 Framework 398

Typically, stereotypes generalize certain social groups 399
with specific traits that allude to their agency (com- 400
petence), experience (warmth), and often even their 401
morality. This is rooted in the underlying cognitive 402
process of categorizing, which helps humans make 403
sense of the world by allowing them to track and distin- 404
guish others while using only a small amount of cog- 405
nitive resources. We build on the social psychological 406
conceptualization of stereotypes to introduce a frame- 407
work for formalizing and depicting the content of a 408
stereotype. Our framework is composed of five main 409
components: the target group, the associated trait or 410
attribute, the association between the target group and 411
the attribute, the perceiver who holds the stereotypical 412
belief, and the context in which this stereotype gets its 413
meaning. Figure 1 summarizes this framework. We 414
now describe each of these five components below. 415

Target Group The cognitive process of categorizing 416
encourages people to think in terms of “us” (in-group) 417
vs. “them,” (out-group) which in turn leads to stereo- 418
typing. The out-group, or target group, is an integral 419
component of a stereotype, and can be characterized 420
with the following features: 421
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Figure 1: Framework for operationalizing stereotypes.

• Social axis. In a social setting what separates indi-422
viduals from out-groups is their perceived member-423
ship in social groups along some social axes (e.g.,424
race, gender, ethnicity). As stereotypes are shaped425
by societal power structures and historical contexts,426
understanding the target group’s socio-demographic427
axes helps uncover the factors that contribute to the428
formation and perpetuation of stereotypes. Not all429
social groups may be determined in terms of de-430
mographic attributes (e.g., one may hold stereotypes431
about techies, or workers in the technology sector, a432
social group defined in terms of occupation).433

• Intersectional. Theories of social categorization ex-434
plain that perceiving an individual as a member of435
multiple groups (either considered as the perceiver’s436
in-groups or out-groups) leads to specific stereotypes437
beyond the ones associated to either of the con-438
stituent groups. The perceiver’s judgement might439
change when they categorize the target into in-group440
gender but out-group race, as opposed to out-group441
gender and race. So whether the group is intersec-442
tional or not is an important aspect to capture.443

• Marginalized. If a social group is historically444
marginalized, stereotypes portent to result in more445
harm. This may result in discriminatory hir-446
ing practices enabled by AI systems magnifying447
stereotypes about temperament and suitability of448
employment about women and African-Americans449
who are known to have been marginalized in the450
US (Bertrand and Mullainathan, 2004; Chen, 2023).451
Capturing such historical marginalization may help452
determine (and prioritize) the appropriate course of453
action once stereotypes are detected in model output.454

• Demographic. A social group can be defined by de-455
mographic features such as race, gender, or age, and456
other extrinsic or acquired attributes such as profes-457
sion or life style. Non-demographic groups may be458
more fluid and self-selected, whereas demographic459
groups are based on fixed or inherent characteristics.460
Stereotypes about demographic groups are often in-461

tertwined with social dynamics and can be associ- 462
ated with systematic discrimination. Therefore, it is 463
important to capture this distinction. 464

Attribute The attribute describes the beliefs, as- 465
sumptions, features, sentiments, or perceptions that are 466
widely associated with members of the target group. 467
While the association of these attributes to the target 468
group is core to the notion of stereotypes, the attributes 469
themselves can be characterized with certain features: 470

• Valence. The valence of the attribute can include 471
aspects such as the associated perceived offensive- 472
ness (Jha et al., 2023), warmth, competence, or 473
morality (Fiske et al., 2018) of the term. The percep- 474
tions of attributes as such, and what motivates people 475
to use them, is discussed in social psychology and 476
NLP literature and can inform practices that rely on 477
human ratings for identifying stereotypes. The va- 478
lence of attributes may also help NLP practitioners 479
prioritize stereotypes (e.g., focusing on stereotypes 480
associating groups with offensive attributes). 481

• Modality. Attributes manifest in different ways 482
across different modalities. For instance, attributes 483
like ‘soft spoken’ or ‘intelligent’ can be expressed 484
clearly in text, video, or audio, but less likely to be 485
depicted in images. On the other hand, the mark- 486
ers of ‘poverty’ can be vastly different in text (e.g., 487
descriptions of poverty) versus image or video (e.g., 488
dusty streets as visual markers of poverty that are not 489
often verbalized). Capturing this nuance is crucial to 490
operationalize such large databases of socio-cultural 491
information into robust model or data interventions. 492

Association The target group and the associated at- 493
tribute together constitute the core unit of the stereo- 494
typical association. The association itself can be char- 495
acterized by the following features: 496

• Statistical Basis (cf. Accuracy). The distinction be- 497
tween whether an association is a stereotype or fac- 498
tual/definitional is often blurry. For example, while 499
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it is true that Hindus often pray in temples, and this500
association is statistically accurate, generalizing all501
Hindus as temple-goers can be perceived as stereo-502
typing, as Hinduism (like any religion) in practice503
encompasses a wide range of rituals beyond temple504
worship. On the other hand, certain associations may505
be readily accepted as stereotypes, but also has sta-506
tistical basis: for instance, some occupational stereo-507
types found in NLP models align with actual US cen-508
sus data on job distribution (Garg et al., 2018b).509

• Impact. The impact of associating an attribute to a510
particular group can be distinct from the attribute’s511
valence in isolation. As such, the same attribute can512
have varying impacts when associated with different513
target groups. For example, dominating or bossy can514
be seen as slightly offensive, but when stereotypi-515
cally associated with women, it pertains to profes-516
sional behavior and competence and can be highly517
offensive. The impact captures the potential negative518
result of the association on the target group, distinct519
from (and orthogonal to) the valence of the attribute.520

• Salience or Prevalence. The salience or prevalence521
of the association can be described in various levels.522
It is useful to distinguish them at least at two levels523
from an NLP perspective: (1) model/data/language524
salience represents how frequently or prominently525
the association appears in the model or dataset in526
a given language and can be measured in different527
ways (Jha et al., 2023; Bhatt et al., 2022). Model528
salience can further be an indicator of how likely it529
is to influence model generations. (2) Social salience530
captures how widespread an association is in society,531
captured either at a global level, or variations across532
regions and communities.533

Perceiver The stereotypical association of the at-534
tribute with the target group is held by a group of peo-535
ple or a section of society, who are the perceivers of the536
stereotype. The socio-economic standing of this group537
of people, and the fraction of population they account538
for are some aspects that may be of relevance.539

• Social Group. The social group that the perceivers540
belong to is crucial in understanding stereotypes be-541
cause it significantly influences how they distinguish542
in-groups from out-groups and consequently per-543
ceive and interact with the target group. It is also im-544
portant to note that any implications of social group545
membership of perceivers will differ from those of546
target group’s social axes. For instance, whether or547
not a target group is historically marginalized may be548
crucial in determining how stereotypes about them549
may be prioritized in certain contexts, but whether550
the perceiver group was historically marginalized or551
not may not be hold the same weightage.552

• Region/Social context. Social groups often have dif-553
ferent levels of power and status in society. This554
power differential can also influence how stereotypes555
are formed and perpetuated. Therefore the interac-556
tion of perceivers’ social group and the target group557

is meaningful in this context. This dynamic is an 558
important factor for determining the possible harm- 559
fulness of the stereotype. 560

Context Finally, it is crucial to remember that stereo- 561
types are not universal or static. They exist within spe- 562
cific social, cultural, and temporal contexts. Instead of 563
implying that we are speaking about “society” in gen- 564
eral, it is important to pinpoint both the time period and 565
the specific reference/artifact (a dataset, a model, a geo- 566
cultural region, etc.) that reflects the societal views in 567
question. This precision will help avoid generalizations 568
and ensures a more accurate analysis of stereotypes. 569

• Time. Stereotypes are dynamic associations, re- 570
flecting shifts in social group interactions, cultural 571
norms, and historical events over time. The per- 572
ceivers’ exposure to the evolving information, there- 573
fore, alters their existing stereotypes. This is an im- 574
portant aspect to capture in how we operationalize 575
stereotypes in NLP research. 576

• Reference. Stereotypes captured in NLP datasets and 577
models, exist within specific socio-cultural contexts. 578
Their prevalence may vary depending on which slice 579
of society is captured in any specific dataset or 580
model. Hence, it is important to also capture this 581
referential context – i.e., which societal context, and 582
which artifact, whether data or model. 583

• Provenance and Reinforcement. The origin of a 584
stereotype can denote the intent or purpose of rein- 585
forcing this belief on a social level. Stereotypes may 586
be rooted in social policies, propaganda, myths or 587
scientific misconceptions. Understanding whether a 588
stereotype originates from scientific, religious, me- 589
dia, or political propaganda maybe helpful for eval- 590
uating its social impact. 591

It is important to also note that the features in the 592
framework may interact with one another. For exam- 593
ple, Christians are a minority group in India and can be 594
seen as marginalized, whereas, the same group is not 595
similarly marginalized in the US. This difference may 596
influence how stereotypes about the same target group 597
may be dealt with in India vs. the US. 598

5 Roadmap for Operationalization 599

The framework presented above is intentionally broad, 600
with the aim to capture all aspects of stereotypes that 601
may be relevant in responsible AI evaluations. There 602
may be crucial considerations that helps when it comes 603
to operationalizing the framework in specific contexts. 604
In this section we provide such a roadmap for imple- 605
mentation and utilizing the framework. 606

5.1 Recommendations for Implementation 607

Our framework is conceptual in nature, and is not tied 608
to any particular implementation approach. A simpler 609
implementation, for instance, using spreadsheets or re- 610
lational databases, may suffice if the evaluation con- 611
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Target Group Attribute Perceiver
ValenceSource Token Social Axis Int. Marg. Demo. Token Warm. Compet. Off. Social Group Region

Palestinian nationality F T T aggressive low high high Middle-eastern Middle East
Netherlanders nationality F F T blunt - high low European EuropeSeeGULL
Afghans nationality F T T violent low high high South-Asian South Asia
dentists profession F F F weird - - low - -
asians race F F T elegant - - low - -StereoLMs
millennials age F F T nostalgic - - low - -
brahmins caste F F T vegetarians - - low Indian India
dalits caste F T T uneducated - low high Indian IndiaSPICE
punjabis region F F T fearless - high low Indian India
old age F F T fat - - high - US
native Americans race F T T lazy - low high - USCrowsPairs
schizophrenia disability F F F stupid - low high - US
gay men SO, gender T T T disgusting - - high - US and Canada
women gender F F T objects - low high - US and CanadaSBF
immigrants nationality F T F primitive - low high - US and Canada

Table 1: The table shows instances of stereotype from five NLP resources – SeeGULL (Jha et al., 2023), Stereo-
types in LMs (StereoLMs; Choenni et al., 2021), SPICE (Dev et al., 2023a), CrowsPairs (Nangia et al., 2020), and
Social Bias Frames (SBF; Sap et al., 2020) – imported into our framework.

text is narrowly-scoped. Table 1 shows one such tabu-612
lar form implementation of our framework, where we613
mapped instances from five stereotype resources that614
are prominently used in NLP. We chose ∼20 exam-615
ples from each of the datasets, and mapped the exist-616
ing information in those datasets onto our framework.617
This exercise revealed cases where certain features are618
not applicable (e.g., vegetarianism as an attribute does619
not lend itself to the SCM categories of warmth and620
competence, as it is based on a religious practice. It621
also revealed cases where existing datasets lack certain622
relevant information; e.g., StereoLMs dataset does not623
capture perceiver information, whereas SeeGULL and624
SPICE capture regional information of perceivers.625

While such a simplistic implementation may suffice626
for demonstrative purposes, and for small scale evalua-627
tions, most real-world scenarios will require a more so-628
phisticated implementation that can account for inter-629
relationships between various elements of the frame-630
work. In particular, a knowledge graph based imple-631
mentation might be especially appropriate in this case,632
as it will support sophisticated analytics for robust data633
exploration and visualization, a high level of expres-634
siveness to capture complex contextual and metadata635
details, adaptability to accommodate evolving insights636
about stereotypes, and extensibility to incorporate re-637
lated entities and information from other resources.638

Knowledge graphs allow for flexible data model-639
ing (Angles et al., 2017), which is crucial for captur-640
ing the evolving nature of stereotypes and their associ-641
ated attributes. They emphasize relationships, enabling642
modeling complex relationships (Paulheim, 2017) be-643
tween stereotypes and other components such as social644
groups. Knowledge graphs also enable capturing nu-645
anced knowledge about context, such as time, locale,646
and source provenance associated with stereotypes.647
Their semantic capabilities enable automated reason-648
ing and insights, with structures suited to complex649
queries, visualization, and pattern detection (Hogan650
et al., 2021). Stored in graph databases, knowledge651
graphs support rapid data retrieval and efficient scaling,652
aided by query optimization techniques like partition-653

ing and indexing (Angles et al., 2017), making them 654
ideal for downstream mitigation efforts. 655

5.2 Utilizing the Framework 656

In this section, we outline some of the ways in which 657
our framework bridges many of of the gaps identified 658
in Section 3.3. Which of those gaps are crucial may 659
vary on a case by case basis. For instance, if an eval- 660
uation is aimed to be applied in a mono-lingual mono- 661
cultural setting, then the geo-cultural specification on 662
stereotypes’ context may not be crucial in that case. 663

Identifying Stereotype Categories: Our framework 664
goes beyond modeling stereotypes as simple relation- 665
ships between an identity (e.g., Mexicans) and an at- 666
tribute (e.g., lazy), and enable richer evaluations: 667

• Metadata utilization. One of the highlights of our 668
framework is that it includes metadata that can be 669
used to identify societal stereotypes according to 670
specific criteria. For instance, in addition to be- 671
ing able to extract specific stereotypes (e.g., (Mex- 672
ican, lazy), our framework enables us to retrieve cat- 673
egories of stereotypes that are of similar type (e.g., 674
other attributes similar in meaning to lazy). This will 675
not only enable robust evaluation, but also identify 676
and efficiently fill gaps in existing resources. 677

• Targeted evaluation. Our framework can facilitate 678
verifying whether model’s responses contain specific 679
categories of stereotypes. For instance, one might be 680
interested in stereotypes involving identities related 681
to a particular social axis, such as race, religion, or 682
nationality where the identity might be that of the 683
target group or the perceiver; stereotypes where the 684
target is a marginalized group; stereotypes that are 685
particularly offensive in some context; stereotypes 686
that are prevalent in a particular culture and/or re- 687
gion; and more. A unified framework lends itself for 688
such comprehensive and targeted evaluations. 689

Assessing Stereotype Evolution: Our framework 690
provides a powerful lens through which we can exam- 691
ine the dynamic nature of stereotypes and their evolu- 692
tion across time and contexts. 693

7



• Temporal evolution analysis. The temporal dimen-694
sion in our framework allows us to track how the695
prevalence, valence, and/or social groups associated696
with stereotypes have changed over time. For in-697
stance, it was shown that gender stereotypes have698
evolved over time (Garg et al., 2018b), with newer699
stereotypes emerging in different periods of time.700
Similarly, on evaluation of stereotypes and associ-701
ated offensiveness, general trends of perception of702
different groups of people can be determined.703

• Contextual evolution analysis. Stereotypes also704
differ across societal contexts, such as rural versus705
urban areas, or in different countries and cultures.706
This contextual evolution analysis can be uniquely707
conducted with a framework that not only unifies all708
prevalent stereotype data but also includes additional709
structured information regarding the perceiver, the710
marginalization of the target group, and more.711

Assessing Perceivers and Context: Beyond sim-712
ply identifying stereotypes, our framework enables a713
deeper exploration of how these stereotypes are shaped714
by and impact different perceivers and social contexts.715

• Differences. We can analyze stereotypes associated716
with a particular group according to different per-717
ceivers. This might be useful to understand how718
groups along a given spectrum may perceive a cer-719
tain relevant group to gauge deeper concerns that720
perceivers might have about the target. For instance,721
we could compare the stereotypes held by democrats722
and republicans in the US towards certain groups of723
people, such as immigrants, trans people, or atheists.724

• Societal impact. Stereotypes can have broader im-725
plications on society such as discrimination, inequal-726
ity, or social exclusion. A unified framework enables727
analyzing impact in a holistic manner, tying to down-728
stream harms (Shelby et al., 2023).729

• Policy impact. Governance policies can intervene730
on how technologies attenuate or exacerbate social731
issues such as stereotypes. Analysis of large scale732
impact of stereotypes in society can in turn enable733
impact on policies developed to protect communities734
and mitigate harms. Additionally, unified stereotype735
frameworks can enable analyzing the impact of poli-736
cies on societal change (Curto et al., 2022).737

Preventing Silowed Evaluations with Stereotype In-738
terdependency: To fully grasp the complexity of739
stereotypes, it is crucial to move beyond isolated analy-740
ses and consider how different stereotypes interact and741
influence one another.742

• Co-occurrence analysis. Stereotypes can fre-743
quently co-occur, and magnify different aspects744
of marginalization, such as stereotypes about race745
and gender, or social class and ethnicity (Bond746
et al., 2021). Such patterns reveal important inter-747
dependencies that our framework enables us to iden-748
tify in data and models, which in-turn could lead to749
preventing harms to intersectional groups.750

• Conflict and Synergy analysis. Multiple stereo- 751
types can exist in a society such that they conflict 752
or contradict each other, leading to social tensions 753
(e.g., immigrants as both lazy and stealing jobs). 754
Stereotypes may also coexist and thus can reinforce 755
or amplify one another, creating a more harmful im- 756
pact, for instance, black women being stereotypes as 757
loud and angry, can lead to workplace discrimina- 758
tion (Motro et al., 2021). This framework enables 759
analysis and aggregation of such interdependencies 760
at local and global scales. 761

Detecting Stereotype Origin and Propagation Un- 762
derstanding how stereotypes emerge and spread is es- 763
sential for developing effective interventions, and our 764
framework provides the tools for tracing these patterns. 765

• Influencer analysis. Stereotypes originate at dif- 766
ferent points of time and are propagated differently. 767
Recurring examination of resources and models over 768
time helps identify key individuals, groups, or events 769
that have contributed to the creation and/or evolution 770
of stereotypes. For example, around the time of the 771
COVID-19 outbreak and pandemic, anti-Asian sen- 772
timent and stereotypes were on the rise, which has 773
been markedly observed (Lin et al., 2022). Similar 774
analysis can help understand the origin, propagation 775
and severity of stereotypes. 776

• Media analysis. The media often plays a critical 777
role in shaping the perception of people worldwide,2 778
and in turn it also captures and reinforces percep- 779
tions of people already present in society.3 Analyz- 780
ing media representations, such as movies, television 781
shows, or news articles, contribute to understanding 782
of the formation and/or reinforcement of stereotypes. 783

6 Discussion 784

Stereotypes are known to be prevalent in everyday so- 785
cietal interactions, which in turn find their way into the 786
massive datasets used to train language models, and 787
are often reflected in those model predictions. While 788
researchers have made efforts to evaluate and mitigate 789
this issue, existing approaches on this topic often lack 790
a cohesive structure and tend to focus on isolated as- 791
pects of the problem. In this paper, we introduced a 792
comprehensive framework for systematically evaluat- 793
ing stereotypes in language technologies, focusing on 794
five core aspects: target group, attribute, association, 795
perceiver, and context, each with an associated set of 796
features. We also outline detailed guidelines for imple- 797
menting and utilizing this framework in practice. By 798
offering a holistic and operationalizable approach, we 799
aim to empower researchers and developers to develop 800
responsible AI approaches towards language technolo- 801
gies that are effective and robust. 802

2https://www.chicano.ucla.edu/files/
news/NHMCLatinoDecisionsReport.pdf

3https://blog.google/intl/en-
in/company-news/using-ai-to-study-
demographic-representation-in-indian-tv/
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7 Limitations803

While our framework captures various aspects of804
stereotyping by drawing from social psychology and805
NLP, we acknowledge its potential limitations. First,806
our goal is for the framework improve stereotype eval-807
uation and mitigation in LLMs. This inherent sub-808
jectivity in interpreting the application can limit the809
generalizability of the framework to other NLP tasks.810
Second, while out framework emphasizes the essential811
role of “context” in shaping stereotypes, we recognize812
that context is inherently multifaceted and dynamic, en-813
compassing a vast array of factors, including but not814
limited to social norms, historic events, individual ex-815
periences, and power dynamics. Due to this complex-816
ity, any attempt to model the context is inevitably meant817
to fail. Instead, we encourage researchers to explicitly818
consider and document the relevant contextual factors819
in their efforts, even if the those factors expand beyond820
the specific elements included in current framework.821
Ongoing critical engagement and reflection is highly822
necessary for social and historical grounding of stereo-823
type evaluations.824
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