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Abstract

The emergence of large language models001
(LLMs), such as Generative Pre-trained Trans-002
former 4 (GPT-4) used by ChatGPT, has pro-003
foundly impacted the academic and broader004
community. While these models offer numer-005
ous advantages in revolutionizing work and006
study methods, they have also garnered sig-007
nificant attention due to their potential nega-008
tive consequences. One example is generating009
academic reports or papers without or with a010
limited human contribution. Consequently, re-011
searchers have focused on developing detectors012
to address the misuse of LLMs. However, most013
existing works prioritize achieving higher accu-014
racy on restricted datasets, neglecting the cru-015
cial aspect of generalizability. This limitation016
hinders their practical application in real-life017
scenarios where reliability is paramount. In018
this paper, we present a comprehensive anal-019
ysis of the influence of prompts on the text020
generated by LLMs and highlight the potential021
lack of robustness in one of the current state-022
of-the-art GPT detectors. To mitigate these023
issues concerning the misuse of LLMs in aca-024
demic writing, we propose a reference-based025
Siamese detector taking a pair of texts: one as026
the inquiry and the other as the reference. Our027
method effectively addresses the lack of robust-028
ness and significantly improves the baseline029
performances in challenging scenarios, increas-030
ing them by approximately 25% to 67%.031

1 Introduction032

Recently, the applications of large-scale language033

models, such as Open AI’s GPT-4 (OpenAI, 2023),034

or Google’s Pathways Language Model 2 (Anil035

et al., 2023), have become an integral part of peo-036

ple’s lives and works, often being utilized uncon-037

sciously. From casual conversations with chatbots038

to accurately expressing search queries on search039

engines and relying on models like ChatGPT for040

writing assistants, LLMs have gained widespread041

usage due to their powerful performance. This042

extensive application potential has attracted numer- 043

ous companies to leverage LLMs for optimizing 044

their services. However, while LLMs greatly facili- 045

tate daily activities, they pose significant security 046

risks if maliciously exploited for attacks or decep- 047

tions. Consequently, with the growing popularity 048

of LLMs, the importance of AI security has come 049

to the forefront of people’s attention. 050

Among the various security concerns, academic 051

cheating stands out as a particularly grave issue. 052

Within academia, universities face the most se- 053

vere challenges in this regard. University stu- 054

dents possess the necessary expertise to lever- 055

age LLMs effectively, and they frequently en- 056

counter writing tasks such as papers, assignments, 057

and examinations. ChatGPT, in particular, has 058

gained widespread popularity among college stu- 059

dents worldwide. Consequently, universities ur- 060

gently need robust detectors to address this issue, 061

which has driven continuous advancements in the 062

field of detection technology. 063

Research on detectors in this field can be broadly 064

categorized into two directions. The first approach 065

involves expanding the machine text corpus and 066

enhancing the detector’s performance using diverse 067

training data. The second approach focuses on de- 068

signing novel detector structures to improve over- 069

all performance. Both directions have yielded no- 070

table results, with detectors showcasing good per- 071

formance on limited test sets in their respective 072

research papers. 073

The versatility of LLMs, including the GPT fam- 074

ily, enables students to exploit various prompts 075

for academic cheating, thereby undermining detec- 076

tors’ effectiveness. However, achieving high per- 077

formance solely on limited test sets falls short of ad- 078

equately addressing real-world challenges. There 079

is a pressing need to evaluate the robustness of 080

models across a broader range of prompts and test 081

sets, an aspect that has been largely overlooked in 082

existing studies. 083
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Our paper makes three contributions:084

• Highlighting the insufficient robustness of085

existing detectors through the example of086

academic writing cheating: We demonstrate087

that solely adjusting the prompt is inadequate088

for ensuring the robustness of current detec-089

tors, particularly in the context of academic090

writing cheating.091

• Introducing a new detection approach for092

academic writing cheating using a Siamese093

network: We analyze the academic writing094

cheating scenario and propose a novel detec-095

tion approach based on a Siamese network.096

Our model exhibits superior prompt general-097

ization capabilities compared to existing de-098

tectors, effectively addressing the issue of in-099

sufficient robustness when confronted with100

specific prompts.101

• Exploring the prompt-induced lack of ro-102

bustness and evaluating model applicabil-103

ity: We put forward a hypothesis to explain104

the reasons behind the lack of robustness105

caused by the prompt and provide evidence to106

support our claims. Furthermore, we demon-107

strate the broad applicability of our model108

based on this hypothesis.109

The rest of the paper is organized as follows:110

Firstly, we review the literature and evaluate the111

existing detector’s lack of robustness in detecting112

academic cheating. Subsequently, we conduct an113

in-depth analysis of the academic cheating scenario,114

leading us to propose a new network specifically115

designed to address the robustness issue. Finally,116

we put forward a hypothesis regarding the factors117

contributing to the lack of robustness in generated118

articles, supported by our experimental evidence.119

2 Related Work120

With the popularity of LLM, many studies have ex-121

plored the security problems that LLM may bring122

in recent years. Evan et al. conducted a comprehen-123

sive investigation into the potential security issues124

posed by LLMs and provided an overview of exist-125

ing detection systems (Crothers et al., 2023). Stiff126

et al. analyzed the possible disinformation of false127

texts, tested the text on multiple platforms using128

the RoBERTa model, and analyzed whether the ex-129

isting detection technology can detect the existing130

generated text (Stiff and Johansson, 2022). Gre- 131

shake, et al. pointed out that many applications now 132

integrate LLMs as part of their functions (Greshake 133

et al., 2023). However, LLMs may be affected by 134

the input. If an attacker designs malicious input 135

to mislead LLMs, it will likely cause data leakage 136

and other security problems. 137

Researchers in detector development have ex- 138

plored strategies to optimize the training set for 139

improved model performance. Notably, Liyanage 140

et al. pioneered an AI-generated academic dataset 141

using GPT-2, although it is considered inferior to 142

the more advanced ChatGPT model currently avail- 143

able (Liyanage et al., 2022). Yuan et al. proposed 144

BERTscore, a novel evaluation method for filtering 145

high-quality generated text that closely resembles 146

human writing (Yuan et al., 2021). Such text can 147

be incorporated into the training set, thereby en- 148

hancing the performance of the detectors. 149

Researchers have also focused on optimizing the 150

model itself. Jawahar et al. addressed the challenge 151

of hybrid text, introducing a method to detect the 152

boundary between machine-generated and human- 153

written content, rather than solely distinguishing 154

between the two (Jawahar et al., 2020). Zhao et 155

al. conducted a comprehensive survey of various 156

LLMs, analyzing their performance across multi- 157

ple dimensions, including pre-training, adaptation 158

tuning, utilization, and capacity evaluation. They 159

also identified potential future development direc- 160

tions for LLMs (Zhao et al., 2023). Additionally, 161

Mitchell et al. proposed a novel model utilizing a 162

curvature-based criterion to determine whether a 163

given passage was generated by an LLM (Mitchell 164

et al., 2023). 165

Studies have also examined the robustness of 166

detectors. Rodriguez et al. investigated the impact 167

of dataset domain on detector performance, high- 168

lighting a significant decrease in performance when 169

the training and test datasets differ in domain (Ro- 170

driguez et al., 2022). Their findings emphasized 171

how the diversity of training sets directly affects 172

the detector’s performance. Pu et al. analyzed the 173

issue of insufficient robustness in existing detec- 174

tion systems by exploring changes in decoding or 175

text sampling strategies (Pu et al., 2022). While 176

previous research focused on robustness in terms 177

of dataset domains and generative models’ parame- 178

ters, this study highlights that prompt adjustments 179

alone can significantly affect the robustness of the 180

detector, particularly in the context of academic 181
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Simple prompt: Write an abstract for a paper.

Specific prompt: Write an abstract for a paper about

Human-writen paper’s title

Universal Metrics for Large-scale Performance 
Analysis of Deep Neural Network.

Algorithms and Complexity of Range Clustering.
...

Figure 1: Examples of a simple prompt and a specific prompt.

cheating. The subsequent section will provide a182

demonstration of this phenomenon.183

3 Asserting the Limitation of Existing184

Detectors185

We conducted a simple preliminary test to highlight186

the prompt-induced limitations of a state-of-the-art187

AI-generated text detector.188

3.1 Dataset Construction189

Since the release of GPT-3, OpenAI has allowed190

users to provide input prompts to shape the output191

text, enabling a wide range of functionalities. This192

inclusion of prompts significantly enhances the193

variation in generated text, presenting a more signif-194

icant challenge for detection tasks. In contrast, the195

previous model, GPT-2, lacks prompt functionality196

and is irrelevant to the robustness of prompt-related197

issues. ChatGPT, a question-answering platform,198

does not offer APIs or adjustable parameters, mak-199

ing it unsuitable for generating large-scale datasets200

with diverse outputs. Hence, this paper uses GPT-3201

for dataset generation, serving as the benchmark202

for our measurements. It is essential to clarify203

that throughout this paper, the term “GPT model”204

specifically refers to GPT-3.205

For the human-written part of the dataset, we206

obtained the real human paper abstracts by collect-207

ing 500 samples from the arXiv dataset (Clement208

et al., 2019), which is available on Kaggle1 and209

covers various fields. To create the AI-generated210

part of the dataset, we divided it into two subsets211

as depicted in Fig. 1. The “Simple prompt” subset212

consists of 500 GPT abstracts generated by GPT-213

3 using the prompt “Write an abstract for a pro-214

fessional paper.” The “Specific prompt” subset215

includes 500 GPT abstracts generated by GPT-3216

using prompts beginning with "Write an abstract217

for a paper about" followed by the corresponding218

titles from the real human abstracts.219

1https://www.kaggle.com/datasets/
Cornell-University/arxiv

3.2 Detector Benchmark 220

Among the state-of-the-art detectors available, such 221

as ChatGPT detector and GPTZero, many lack as- 222

sociated published articles or datasets for reproduc- 223

tion. Moreover, a significant number of these detec- 224

tors do not provide APIs, making it impossible to 225

conduct batch-testing experiments. Consequently, 226

we have chosen the RoBERTa base OpenAI Detec- 227

tor (OpenAI detector in short) on Hugging Face2, a 228

single-input binary classifier, as our target detector 229

due to its availability and usability. 230

The detector demonstrates an impressive accu- 231

racy of 98% in detecting abstracts generated by 232

simple prompts and 98% in identifying human- 233

written abstracts. However, when it comes to ab- 234

stracts generated by specific prompts, the accuracy 235

rate drops to only 87%. This substantial reduction 236

in performance by simply adding a human-written 237

sentence to the prompt clearly indicates the limited 238

robustness of existing detectors. Notably, specific 239

prompts are commonly used in academic cheating 240

scenarios, where students tailor their assignments 241

or reports to meet specific requirements provided 242

by their professors, utilizing prompts similar to the 243

specific prompts used in this study. An example of 244

the abstract generated using the corresponding title 245

that was misclassified by the OpenAI detector is 246

shown in Tab. 4 in the Appendix. 247

4 Our Solution 248

Our solution consists of two key components. 249

Firstly, we analyze potential academic cheating 250

scenarios and develop a cheating model specifi- 251

cally tailored to address these instances of cheating. 252

Secondly, we propose a novel detection system 253

designed to identify instances of academic cheating 254

based on our developed model. 255

2https://huggingface.co/
roberta-base-openai-detector
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Figure 2: The proposed student cheating model.

4.1 Student Cheating Model256

As depicted in Fig.3, the model comprises two par-257

ties: the student side and the teacher side. Initially,258

the teacher assigns specific requirements for an aca-259

demic task. Subsequently, a potentially deceitful260

student utilizes these requirements as input to gen-261

erate an article using a generative model, such as262

GPT-3. The student may customize the provided263

requirements to evade detection, as discussed in264

Section3 with specific prompts. On the other hand,265

the teacher also proactively employs the generative266

model to generate an article. Then, the teacher uses267

a model to compare the similarities between the268

student’s submission and their own generated text269

in terms of content and style to determine whether270

the student engaged in cheating.271

This cheating model closely resembles real-life272

situations where students’ assignments or examina-273

tion articles are typically centered around specific274

topics and come with detailed requirements from275

teachers. To meet these requirements, students gen-276

erally use the teacher’s instructions as input for277

generating their articles. Any slight modifications278

to the requirements or using different seeds for279

the generative model have minimal impact on the280

cheating model.281

4.2 Detection System282

The network structure, as depicted in Fig. 3, in-283

volves the input of two articles: x and y. The arti-284

cle y represents the teacher’s AI-generated article,285

while x can either be a human-written article or an286

AI-generated one submitted by the student.287

Our detector employs a pre-trained BERT net-288

BERT

network f(.)

Input: A pair of text {x, y}

{Human text, AI text}: Label 1

{AI text, AI text}:        Label 0

Feature

vector

f(x)

Feature

vector

f(y)

Cosine 

distance d

Training Inference

If d > threshold:

x, y belong to

human and AI

Else:

x, y  belong to AI

Loss 

function

Figure 3: Overview of the proposed detector network.

work as a feature extractor, denoted as f(.), which 289

is initialized with pre-trained weights. We fine-tune 290

it using a supervised training approach. During the 291

labeling of training data, if both x and y represent 292

AI-generated articles, the label l is assigned as 0. 293

Conversely, if x corresponds to a human-written 294

article and y represents an AI-generated article, the 295

label l is set as 1. 296

We use cosine distance δ(., .) for measuring the 297

similarity between two feature vectors fx = f(x) 298

and fy = f(y), described in Eq. 1. 299

δ(fx, fy) = 1− fx · fy
∥fx∥2∥fy∥2

(1) 300

The loss function utilized during training is de- 301

scribed by Eq. 2. 302

L = lδ(fx, fy)
2 + (1− l)(2− δ(fx, fy))

2 (2) 303

During the inference phase, our model calculates 304

the cosine distance between the two input texts. 305

A smaller distance indicates a higher similarity 306

between x and y. As y represents AI-generated text, 307

a smaller distance suggests that x is more likely to 308

be generated by AI. Conversely, x is more likely 309

to be written by a human or contain a significant 310

human contribution. 311
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Table 1: Accuracy of the detectors on the prompt-generalization test set with level-n prompts.

Prompt variant Prompt content
OpenAI
detector

(original)

OpenAI
detector

(fine-tuned)

Proposed
detector

Human text 100% 98% 92%
Directly use
requirement

Write an abstract for a paper
about X

11% 35% 85%

Another
expression

If you are a student, please
complete the abstract of the
article assigned by the teacher
with topic X.

17% 46% 71%

Double GPT
Revise X then write an abstract
about the revised text.

7% 15% 81%

Many → one
Find five human abstracts about
X then summarize them into one.

11% 14% 81%

5 Experiment Results and Discussions312

5.1 Experimental Design313

We conducted experiments following similar set-314

tings as described in Section 3, but with an ex-315

panded dataset as outlined below:316

• We utilized various levels of specific prompts317

in four different variants, as illustrated in318

Fig. 4 (and exemplified in Tab. 5 in the Ap-319

pendix).320

• The training set consisted of 2,000 human-321

written abstracts and 4,000 GPT-3 generated322

texts using level-1 specific prompts. This323

dataset was employed for fine-tuning the de-324

tectors.325

• For the prompt-generalization test set, we326

selected 100 human-written abstracts and gen-327

erated 100 abstracts per each prompt vari-328

ant that mimics different manipulative behav-329

iors students may employ with level n. The330

prompt variants include “Directly use require-331

ment,” which is the specific prompt we de-332

signed before. “Another expression” is where333

the student expresses the meaning of the re-334

quirement using different wording. The “Dou-335

ble GPT” variant involves using the genera-336

tive model (GPT) twice, where the student337

modifies the original human idea X using338

GPT before generating the article. Lastly, the339

“Many → one” variant simulates a common pla-340

giarism method where the student collects five341

human articles about human idea X and com-342

bines them into a new article. These prompt343

variants allow us to evaluate the detector’s per- 344

formance in detecting different manipulative 345

strategies employed by students. Examples of 346

each variant are shown in Fig. 4 and Tab. 1. 347

• We extended the prompt-generalization test 348

set to form the human-contribution test set 349

by incorporating different levels of human 350

contribution. Each variant in the test set repre- 351

sents a different level of human’s involvement 352

in the generated text. The levels range from 353

including only the field name, to including 354

the title, summary of the abstract, and finally 355

the entire abstract, denoted as 0, 1, 2, and 356

n, respectively. By incorporating varying de- 357

grees of human contribution, we aim to assess 358

the detector’s ability to distinguish between 359

AI-generated text with different levels of hu- 360

man involvement. Examples of each level are 361

shown in Fig. 4 (and Tab. 5 in the Appendix). 362

• For the domain-generalization test set, we 363

chose 50 human-written abstracts and gener- 364

ated 50 abstracts per each generative model 365

comprising OpenAI’s GPT-3, Perplexity’s cus- 366

tomized GPT-3.53, and the Falcon-7B4. All ab- 367

stracts were generated using level-1 and level- 368

2 prompts. This test set enables us to assess 369

the detectors’ ability to generalize across dif- 370

ferent generative models, providing insights 371

into their performance and adaptability in di- 372

verse AI-generated text scenarios. 373

3https://www.perplexity.ai/
4https://falconllm.tii.ae/
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Table 2: Accuracy of the original OpenAI detector (before fine-tuning) in different levels. X denotes the human-
written content incorporated into the prompts.

X level Directly use
requirement

Another
expression

Double
GPT Many → one

level 0 (X = Field name) 100% 100% 99% 86%
level 1 (X = Title) 70% 74% 53% 72%
level 2 (X = Summary of abstract) 34% 24% 20% 29%
level n (X = Entire abstract) 11% 17% 7% 11%
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(e.g., for reports

or assignments)

AI-generated

text

AI-generated

text

Student side Teacher side

prompt 1 prompt 2

Traditional

detecotor

Siamese 

network

Strange prompts

may lead to

poor performance

Being robust on 

various prompts

Human 
abstract

GPT:
Revise this 

abstract

GPT:
Revise this 

abstract

original 
human 

abstract

GPT
generated
abstract

GPT
generated
abstract

title

random 
human 

abstract

Negative Positive

GPT
generated
abstract

GPT
generated
abstract

GPT
abstract

data pool

random choose

Anchor

Train dataset

Test 
dataset

Test 
dataset

AI
 papers

Astronomy 
papers

Write an abstract for a paper 

Write an abstract for a  paper 

about

 Universal Metrics for Large-scale Performance Analysis of 

Deep Neural

Algorithms and Complexity of Range Clustering.

.

.

simple input:

specific input:

Real human paper title

Human paper/ 

GPT-3 paper
GPT-3 paper 

Student side Teacher side

requirements

Roberta

network

Roberta

network

Cosine

Distance

<= threshold

cheating

> threshold

not cheating

Human paper 

Title

Abstract

GPT-3

Input: write an 

abstract for a 

paper titled + 

dataset

specific input：
Write an abstract for a 

professional paper titled

Human AI paper title /

Human ALL Field paper title

Title X

prompt: Write an 

abstract titled X

Title X

prompt: Revise X then 

generate an abstract 

about it

Train Test RoBERTa

network f(.)

Input: A pair of text {x, y}

{Human text, AI text}: Label 1

{AI text, AI text}:        Label 0

Feature

vector

f(x)

Feature

vector

f(y)

Cosine 

distance d

Training Inference

Write an abstract for a 

paper about X

(Field name: AI, CV)

Write an abstract for a 

paper about + X (title)

Write an abstract for a 

paper about + X

(two abstract 

sentences)

Level 0

Level 1

Level 2

If you are a student, 

please complete the 

abstract of the article 

assigned by the teacher 

with topic X

Revise X then write an 

abstract about the 

revised text.

Write an abstract for a 

paper about + X

(entire abstract)

Level n

=

Directly use 

requirement

Find five human 

abstracts about X 

then summarize them

Another 

expression
Double GPT Many → one

If d > threshold:

x, y belong to

human and AI

Else:

x, y  belong to AI

Loss 

function

Figure 4: The prompts can be categorized into different levels based on the degree of human-written content. The
horizontal red line indicates that prompts within the same level share similar characteristics. The vertical blue arrow
illustrates that the generated articles become more challenging to classify accurately as the level increases.

Regarding the classification threshold (cosine374

distance) employed by our detector, we have empir-375

ically set it at 0.8. This threshold strikes a balance376

between the false rejection rate and the false accep-377

tance rate across various scenarios. However, it is378

important to note that users have the flexibility to379

adjust this threshold based on their individual use380

cases and specific requirements.381

5.2 Prompt-Variant Generalizability382

We utilized the prompt-generalization test set to383

assess the detectors’ performance in detecting vari-384

ous prompt variants. As presented in Table 1, the385

OpenAI detector exhibited a significant drop in per-386

formance on different variants of prompts level n387

(the most extreme cases), even after fine-tuning,388

with a maximum true positive rate (TPR) of only389

46%. In contrast, our model demonstrated superior 390

generalizability, achieving a minimum TPR of 71% 391

on the “another expression” specific prompts. This 392

implies that in academic cheating scenarios, our 393

model can effectively detect the usage of GPT by 394

students, regardless of the complexity of the pro- 395

fessor’s requirements and the inclusion of a certain 396

amount of human-written content in the prompts 397

(approximately 200 to 250 words as an abstract). 398

In terms of the true negative rate (TNR), which 399

evaluates the detectors’ capability to accurately 400

identify human-written text, our detector achieved 401

a commendable accuracy of 92%. Although this 402

is slightly lower than the fine-tuned OpenAI de- 403

tector (98%) and its original version (100%), it is 404

a reasonable trade-off considering the decrease in 405

the TPRs of the OpenAI detector. Furthermore, 406
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Table 3: Accuracy (or TPR) of the detectors on the text generated by different LLMs. OpenAI detector, a binary
classifier, only needs one input. Our detector, besides the query text, requires the corresponding generated text
(from the teacher) as an anchor. Within each cell, the upper number represents the result on level-1 prompts, while
the lower number represents the result on level-2 prompts.

Source of
input text

OpenAI
detector

(original))

OpenAI
detector

(fine-tuned)

Proposed detector
GPT-3 text

as anchor
Falcon-7B text

as anchor
Perplexity text

as anchor

Human
100%
100%

98%
98%

92%
92%

70%
12%

90%
90%

GPT-3
70%
35%

99%
98%

95%
100%

Falcon-7B
16%
13%

92%
57%

60%
12%

70%
96%

Perplexity
47%
53%

98%
98%

100%
70%

100%
100%

users have the flexibility to adjust the classification407

threshold according to their specific use cases and408

requirements.409

To investigate the drop in the OpenAI detectors’410

performance, we examined the impact of reducing411

human contribution in prompts using the human-412

contribution test set. Results in Table 2 showed413

that the original OpenAI detector ideally detected414

AI-generated text with level-0 prompts, except for415

“many → one” prompts (86% accuracy). Perfor-416

mance remained acceptable at level 1 but deterio-417

rated significantly at level 2 and beyond. This is418

unacceptable in real-life scenarios where malicious419

students may strategically add additional keywords420

or phrases to make their generated text more con-421

vincing and harder to detect.422

5.3 Domain Generalizability423

Although GPT has become mainstream, students424

may utilize several other text-generation models425

based on LLMs to avoid detection. To assess the426

detectors’ effectiveness, we conducted tests using427

the domain-generalization test set. It is important to428

note that all detectors were fine-tuned solely using429

GPT-3 generated text.430

The results are presented in Table 3. The original431

OpenAI detectors struggled to perform effectively432

in most cases, while its fine-tuned version achieved433

the highest accuracies except when dealing with434

text generated by Falcon-7B using level-2 prompts.435

Our proposed detector performed highly on the436

GPT variants (GPT-3 and customized GPT-3.5).437

However, it showed limited generalizability when438

faced with Falcon’s generated text using anchor439

text generated by other LLMs.440

We hypothesized that during the training of our 441

Siamese-based detector with the proposed cheat- 442

ing model, the detector learned to identify author- 443

ship information. It distinguished GPT as one au- 444

thor and humans as another. When a new “author” 445

(Falcon-7B) emerged, the detector struggled to as- 446

sign its text to either the human or GPT. When 447

using asymmetric pairs as input, the scores fell 448

around the decision threshold, leading to degraded 449

performance. Conversely, when using pairs of 450

Falcon-7B’s text, the detector treated them as origi- 451

nating from the same author, resulting in improved 452

accuracy. 453

To improve the inter-model generalizability of 454

our detector, teachers can select representative 455

models from popular LLM families such as GPT, 456

LLaMA (Touvron et al., 2023), and Falcon to cre- 457

ate multiple anchor texts for multiple comparisons. 458

6 Hypothesis for the Prompt-Induced 459

Lack of Robustness 460

As demonstrated in the previous section, traditional 461

detectors exhibit limited robustness due to the infi- 462

nite possibilities of prompts. While we evaluated 463

specific prompts related to academic cheating, it 464

is crucial to acknowledge that the prompts we ex- 465

amined cannot encompass the entire spectrum of 466

academic cheating scenarios. To systematically ad- 467

dress this issue, we generalized the result in Tab.2 468

to form a hypothesis that aims to (1) illuminate 469

the potential factors underlying the reduced robust- 470

ness of traditional detectors and (2) substantiate the 471

generalizability of our chosen of prompts. 472

Our hypothesis can be illustrated using Figure 4 473
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and can be explained as follows:474

• Within the prompt, only the component X,475

which contains human ideas, influences the476

characteristics of the generated articles and477

contributes to the limited robustness observed478

in existing detectors.479

• When the X component remains at a certain480

level, the generated articles exhibit similar481

characteristics regardless of the other parts of482

the prompt.483

• As the complexity and level of detail in the484

X component increase, it becomes more chal-485

lenging to detect the generated articles.486

In summary, the X component of the prompt487

plays a crucial role in the characteristics of the488

generated articles and poses challenges for detec-489

tion, particularly as it becomes more intricate and490

detailed.491

7 Conclusion492

This study addresses the issue of academic cheat-493

ing facilitated by LLMs, which are widely uti-494

lized in contemporary contexts. By examining the495

RoBERTa Base OpenAI Detector as a case study,496

we identified potential limitations in the robust-497

ness of existing detection methods. To tackle this498

challenge, we formulated a cheating scenario in499

academic writing and proposed a novel detection500

approach. Our experimental results conclusively501

demonstrated that our new detector exhibits supe-502

rior prompt generalization capabilities compared to503

the OpenAI detector. Additionally, we conducted504

an in-depth analysis and presented a hypothesis505

highlighting the role of human contribution (X fac-506

tor) in prompts contributing to the detector’s lack507

of robustness. Building upon this principle, we in-508

fer that our model has the ability to detect various509

forms of GPT-generated text, extending beyond the510

scope of our experimental evaluation in this paper.511

Limitations512

Given OpenAI’s current API charging standards,513

collecting a substantial amount of the latest GPT514

articles is time-consuming and costly. As a result,515

the dataset used in this study is relatively small,516

and the test results are significantly influenced by517

randomness. While we have made efforts to ana-518

lyze the experimental results, the conclusions we519

can draw are inherently limited, particularly when 520

compared to the billion-level training set of the 521

RoBERTa Base OpenAI Detector. Additionally, we 522

suspect that different prompt variants at the same 523

level may introduce subtle differences, despite gen- 524

erally aligning with our hypothesis. Therefore, we 525

plan to conduct a comprehensive analysis using 526

larger datasets to explore and investigate various 527

possibilities in future research. 528

In relation to our proposed detector, its accuracy 529

heavily relies on the quality of the anchor article 530

used for inference. If the anchor is too brief or 531

exhibits unusual characteristics due to the inherent 532

randomness of GPT, it can adversely affect the 533

model’s accuracy. Additionally, security concerns 534

arise, such as the possibility of tampering or attacks 535

targeting the anchors. Furthermore, our detector 536

encounters challenges in generalizing effectively 537

when the query text and anchor text are generated 538

by distinct LLMs. Hence, in future research, we 539

intend to explore model-agnostic approaches for 540

generating anchor texts and selecting those that 541

best align with the requirements as input. 542
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In contrast to previous studies that primarily exam- 544
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the insights on prompt-induced detector vulnera- 552
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Table 4: An example that OpenAI detector misclassified a GPT-generated text as written by humans. Leveraging
LIME (Ribeiro et al., 2016), we demonstrate that the OpenAI Detector exhibited high confidence in its classification
of the blue sentences as human-written. In contrast, our detector accurately distinguishes between human-generated
text and GPT-generated text, correctly classifying both with precision.

GPT Text Human Text
This paper presents a new knowledge selection
method for knowledge-grounded conversation gener-
ation. This method, called Difference-aware Knowl-
edge Selection (DKS), leverages the difference be-
tween a given conversation context and the associated
knowledge to determine the most relevant knowledge
to use. DKS first computes the semantic similarity
between the conversation context and the available
knowledge. It then uses a reinforcement learning
algorithm to select the knowledge with the highest
reward, which is calculated by the semantic similarity
and the expected conversation turn difference. Ex-
perimental results demonstrate that the DKS method
outperforms baseline methods in terms of both re-
sponse quality and diversity.

In a multi-turn knowledge-grounded dialog, the dif-
ference between the knowledge selected at different
turns usually provides potential clues to knowledge
selection, which has been largely neglected in previ-
ous research. In this paper, we propose a difference-
aware knowledge selection method. It first computes
the difference between the candidate knowledge sen-
tences provided at the current turn and those chosen
in the previous turns. Then, the differential infor-
mation is fused with or disentangled from the con-
textual information to facilitate final knowledge se-
lection. Automatic, human observational, and inter-
active evaluation shows that our method is able to
select knowledge more accurately and generate more
informative responses, significantly outperforming
the state-of-the-art baselines. The codes are available
at https://github.com/chujiezheng/DiffKS.

Table 5: Examples of human-written contents from different levels of prompts. It is obvious that as the level
increases, the length and complexity of X increase. Therefore, it can be considered that the higher the level, the
more human ideas X contains.

Level 0 Level 1 Level 2 Level n
Field name Title Summary of abstracts Whole abstract
AI DeepStruct:

Pretraining
of Language
Models for
Structure
Prediction

We introduce a method for
improving the structural
understanding abilities of
language models. Un-
like previous approaches
that finetune the models
with task-specific augmen-
tation, we pretrain lan-
guage models on a collec-
tion of task-agnostic cor-
pora to generate structures
from text. Our structure
pretraining enables zero-
shot transfer of the learned
knowledge that models
have about the structure
tasks.

We introduce a method for improving the struc-
tural understanding abilities of language mod-
els. Unlike previous approaches that finetune
the models with task-specific augmentation,
we pretrain language models on a collection
of task-agnostic corpora to generate structures
from text. Our structure pretraining enables
zero-shot transfer of the learned knowledge
that models have about the structure tasks. We
study the performance of this approach on
28 datasets, spanning 10 structure prediction
tasks including open information extraction,
joint entity and relation extraction, named en-
tity recognition, relation classification, seman-
tic role labeling, event extraction, coreference
resolution, factual probe, intent detection, and
dialogue state tracking. We further enhance
the pretraining with the task-specific training
sets. We show that a 10B parameter language
model transfers non-trivially to most tasks and
obtains state-of-the-art performance on 21 of
28 datasets that we evaluate.
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C Computational Experiment Detail667

Our proposed model contained 108.57M param-668

eters and was trained for two hours on a single669

NVIDIA A100 GPU. To ensure the reliability of670

the results, we conducted two runs and averaged671

the outcomes reported in this paper.672
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