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Abstract

This work considers the non-interactive source simulation problem (NISS). In the standard NISS

scenario, a pair of distributed agents, Alice and Bob, observe a distributed binary memoryless source

(Xd,Yd) generated based on joint distribution PX,Y . The agents wish to produce a pair of discrete random

variables (Ud,Vd) with joint distribution PUd ,Vd , such that PUd ,Vd converges in total variation distance

to a target distribution QU,V . Two variations of the standard NISS scenario are considered. In the first

variation, in addition to (Xd,Yd) the agents have access to a shared Bell state. The agents each measure

their respective state, using a measurement of their choice, and use its classical output along with (Xd,Yd)

to simulate the target distribution. This scenario is called the entanglement-assisted NISS (EA-NISS). In

the second variation, the agents have access to a classical common random bit Z, in addition to (Xd,Yd).

This scenario is called the classical common randomness NISS (CR-NISS). It is shown that for binary-

output NISS scenarios, the set of feasible distributions for EA-NISS and CR-NISS are equal with each

other. Hence, there is not quantum advantage in these EA-NISS scenarios. For non-binary output NISS

scenarios, it is shown that the set of simulatable distributions in the CR-NISS scenario has measure zero

within the set of distributions in EA-NISS scenario.

I. Introduction

A fundamental problem of interest in information theory and theoretical computer science is to quantify

the correlation between the outputs in distributed processing of random sequences. The problem has been

extensively studied in the classical settings under the frameworks of non-interactive source simulation

(NISS) [1]–[10]. Applications of such quantification include design of consensus protocols [11], [12],

proof-of-stake based blockchain [13], [14], scaling smart contracts [15], anonymous communication [16],

private browsing [17], publicly auditable auctions and lottery [18], and cryptographic parameter generation

[19]–[21], among others.
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In classical NISS, two agents, Alice and Bob, observe a pair of random sequences Xd and Yd,

respectively, for some d ∈ N, where Xd,Yd are generated independently and based on an identical

joint distribution PX,Y . Their objective is to non-interactively simulate a target distribution QU,V defined

on a finite alphabet U×V. To elaborate, given d ∈ N, Alice and Bob wish to generate Ud = fd(Xd) and

Vd = gd(Yd), where fd and gd are potentially stochastic functions, respectively, such that PUd ,Vd converges

to QU,V as d grows asymptotically with respect to an underlying distance measure, e.g., total variation

distance or Kullback-Liebler divergence.

Prior works have investigated NISS scenarios in several directions, namely, they have considered de-

cidability, input complexity, feasibility, and implementability problems. The decidability problem focuses

on the question of whether it is possible for a Turing Machine to determine in finite time if QU,V can be

simulated using (Xd,Yd) ∼ PXd ,Yd for some d ∈ N. NISS scenarios with finite alphabet outputs were shown

to be decidable [1], [3]. The input complexity problem in NISS focuses on quantifying the number of

input samples necessary to achieve a desired total variation distance ϵ > 0 from a target distribution QU,V .

It was shown in [1] that given PX,Y and QU,V , the input complexity is O(exp poly( 1
ϵ
, 1

1−ρX,Y
)), where ρX,Y is

the input maximal correlation. The feasibility problem in NISS focuses on derivation of computable inner

and outer bounds on the set of distributions that can be simulated in a given scenario. In this direction,

a set of impossibility results for discrete-output NISS were given in [22], where hypercontractivity

techniques were used to provide necessary conditions for the simulatability of QU,V for a given PX,Y . These

impossibility results were further improved upon in [10], [23]. The implementability problem in NISS

investigates constructive mechanisms for finding the simulating functions fd(·) and gd(·). Witsenhausen

[24] studied this problem in doubly-symmetric binary-output NISS (i.e., QU(1) = QV(1) = 1
2 ), as well

as scenarios where (U,V) are jointly Gaussian (i.e., QU,V is a Gaussian measure on R2), and derived an

explicit algorithm to construct fd(·) and gd(·) with run-time poly(d).

The advantage of quantum protocols over their classical counterparts in various problems in compu-

tation, communications, and machine learning have been demonstrated in the literature [25]–[30]. Since

they can violate the Bell inequalities, entanglement, and quantum correlation enable the generation of

statistical correlations that classical models cannot produce. A question of considerable interest is to

characterize conditions under which such quantum advantage manifests. For instance, it shown in [31]

that classical capacity of a point-to-point classical channel does not increase with shared entanglement. In

contrast, for multiple-access channels, this quantum resource does increase the classical capacity region

as was shown in [32]–[34]. This question has also been studied in the context of Shannon quantum

resource theory [35], and quantum-quantum NISS [36].

In this work, we consider an NISS scenario, where in addition to correlated classical randomness, the
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Fig. 1. The EA-NISS and CR-NISS scenarios: (a) In the EA-NISS scenario, Alice and Bob share a Bell state and a sequence of

IID random variables Xd and Yd, respectively, generated according to PX,Y ; (b) In the CR-NISS scenario, Alice and Bob receive

one bit of common randomness and a sequence of IID random variables Xd and Yd, respectively, generated according to PX,Y .

agents have access to a pair of fully entangled states, i.e., a shared Bell state (Figure 1(a)). Alice and Bob

each perform a measurement to produce classical outputs Z1 and Z2, respectively. Then, they generate

Ud = fd(Z1, Xd) and Vd = gd(Z2,Yd) to simulate a target distribution QU,V . We call this the entanglement-

assisted NISS scenario (EA-NISS). We wish to characterize necessary and sufficient conditions under

which there is a quantum advantage in this scenario. More precisely, we define an alternative classical

NISS scenario, where, in addition to correlated sequences (Xd,Yd), Alice and Bob have access to a

common binary symmetric random variable Z (Figure 1(b)). The agents then generate Ud = fd(Z, Xd)

and Vd = gd(Z,Yd) to simulate a target distribution QU,V . We call this classical scenario the common

randomness NISS scenario (CR-NISS). It is straightforward to see that CR-NISS is a special case of

EA-NISS, where the agents choose their measurements such that they acquire a common random bit as

the output. We wish to investigate whether there are conditions under which EA-NISS can simulate a

larger set of distributions compared to CR-NISS. Our main contributions are summarized as follows:

• We provide a necessary and sufficient condition for simulatability in the binary-output CR-NISS, when

Xd and Yd are independent of each other. Furthermore, we show any distribution generated in the EA-

NISS scenario is simulatable in the corresponding CR-NISS scenario, thus demonstrating no quantum

advantage. (Propositions 1 and 2)

• We show that there is no quantum advantage in EA-NISS scenarios where Ud and Vd are binary, for

arbitrary PX,Y and choice of measurements. (Proposition 3 and Theorem 1)

• We derive a necessary condition for feasibility in the non-binary-output CR-NISS when Xd and Yd are

independent of each other. Subsequently, we prove that the set of simulatable distributions in CR-NISS

scenario forms a set of measure zero within the set of simulatable distributions in ER-NISS scenario.

( Proposition 4 and Theorem 2)
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To summarize, the main result of this work is to show that there is indeed quantum advantage in non-

binary output NISS scenarios in contrast to binary output NISS scenarios, where there is no quantum

advantage.

II. Preliminaries

A. Problem Formulation

This work considers two NISS scenarios, a quantum-classical EA-NISS scenario (Figure 1(a)) and

purely classical CR-NISS scenario (Figure 1(b)). Our objective is to identify scenarios under which

EA-NISS setup can simulate distributions which cannot be simulated in the CR-NISS scenario.

1) Entanglement-Assisted NISS: The scenario is shown in Figure 1(a). Two agents, Alice and Bob,

are each provided with a sequences of binary random variables Xd and Yd, respectively, where d ∈ N.

These sequences are independently and identically generated from a joint probability distribution PX,Y .

Additionally, Alice and Bob share an entangled Bell state, |Φ+⟩. They independently perform quantum

measurements, denoted asMi, i ∈ {1, 2}, on their parts of the entangled state, yielding classical outcomes

Z1 and Z2, respectively. The agents wish to produce variables Ud and Vd to simulate a target distribution

QU,V using (possibly stochastic) function of their respective inputs (Z1, Xd) and (Z2,Yd). The formal

definition is given in the following.

Definition 1 (EA-NISS). Consider a pair of joint distributions PX,Y defined on alphabet {−1, 1}2 and

QU,V defined on finite alphabet U ×V. Let Z be a finite set. The distribution QU,V is called feasible1

for (PX,Y ,Z) if there exist:

i) sequences of measurement pairs Md,i = (Λd,i,z, z ∈ Z)d∈N, i ∈ {1, 2}, where Z is the set of possible

outputs of Md,i and Λd,i,z are measurement operators, and

ii) sequences of (possibly stochastic) functions fd : {−1, 1}d × Z → U and gd : {−1, 1}d × Z → V, such

that

lim
d→∞

dTV(P(d),QU,V) = 0,

where dTV(·, ·) denotes the total variation distance, P(d) is the joint distribution of ( fd(Z1,d, Xd), gd(Z2,d,Yd)), d ∈

N, Z1,d and Z2,d are the measurement outputs acquired by Alice and Bob by applying Md,1 and Md,2 to

their shared Bell state, respectively, and (Xd,Yd) is independent and identically distributed (IID) according

to PX,Y . The sequence ( fd, gd), d ∈ N is called an associated sequence of functions of QU,V . We denote

1The terms feasible and simulatable are used interchangeably in the literature.
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the set of all feasible distributions for (PX,Y ,U,V,Z) by PEA(PX,Y ,U,V,Z). The set of all feasible

distribution for PX,Y ,U,V is defined as:

PEA(PX,Y ,U,V) ≜
⋃
n∈N
PEA(PX,Y ,U,V, {1, 2, · · · , n})

2) The CR-NISS Scenario: The scenario is shown in Figure 1(b). In contrast with the EA-NISS

scenario, here Alice and Bob are each given shared common symmetric random bit Z. The objective is to

produce variables Ud and Vd simulating a target distribution QU,V , using (possibly stochastic) functions

of their respective inputs (Z, Xd) and (Z,Yd).

Definition 2 (CR-NISS). Consider a joint distribution PX,Y defined on {−1, 1}2, and a joint distribution

QU,V defined on finite alphabet U ×V. The distribution QU,V is called feasible for PX,Y if there exists

a sequence of (possibly stochastic) functions fd : {−1, 1}d+1 → U and gd : {−1, 1}d+1 → V such that

limd→∞ dTV(P(d),QU,V) = 0, where P(d) is the joint distribution of ( fd(Z, Xd), gd(Z,Yd)), Z is a binary

symmetric variable, and (Xd,Yd) is IID generated according to PX,Y . We denote the set of all feasible

distributions by PCR(PX,Y ,U,V).

Note that the EA-NISS scenario may be viewed as a generalization of the CR-NISS scenario. To

elaborate, let us take the pair of measurements performed by Alice and Bob:

Λd,i,0 =

1 0

0 0

 , Λd,i,1 =

0 0

0 1

 , i ∈ {1, 2}.

Then, Alice and Bob observe the classical measurement output Z = Z1 = Z2, where Z is a binary

symmetric variable. Hence, this choice of measurement recovers the CR-NISS problem. Consequently,

PCR(PX,Y ,U,V) ⊆ PEA(PX,Y ,U,V). We wish to investigate whether there are scenarios in which PEA(PX,Y ,

U,V) strictly contains PCR(PX,Y ,U,V).

B. Boolean Fourier Expansion

The analysis provided in the next sections relies on the Boolean Fourier expansion techniques which

are briefly described in the following. A more complete discussion on Boolean Fourier analysis can be

found in [37], [38].

Consider a vector Xd consisting of IID variables with alphabet X = {−1, 1}, where PX(1) = p ∈ (0, 1).

Let µX = 2p − 1 and σX = 2
√

p(1 − p) be the mean and standard deviation, respectively. Let LXd be the

space of functions fd : {−1, 1}d → R equipped with the inner-product

⟨ fd(·), gd(·)⟩ ≜ E( fd(Xd)gd(Xd)), fd(·), gd(·) ∈ LXd .
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Then, the following collection of parity functions forms an orthonormal basis for LXd ;

ϕS(xd) ≜
∏
i∈S

xi − µX

σX
, xd ∈ {−1, 1}d,S ⊆ [d].

For an arbitrary fd ∈ LXd , the Boolean Fourier expansion is:

fd(xd) =
∑
S⊆[d]

fSϕS(xd), for all xd ∈ {−1, 1}d,

where fS= ⟨ fd(.), ϕS(.)⟩,S ⊆ [d] are the Fourier coefficients.

Consider a pair of correlated binary random variables (Xd,Yd) distributed according to the joint

distribution PX,Y , and a pair of functions fd, gd ∈ LXd × LYd . We have:

E( fd(Xd)gd(Yd)) =
∑
S⊆[d]

fSgSE
(∏

i∈S

(Xi − µX)(Yi − µY)
σXσY

)
=

∑
S⊆[d]

fSgSρ|S|, (1)

where ρ ≜ E
(

(X−µX)(Y−µY )
σXσY

)
is the Pearson correlation coefficient between X and Y .

III. Binary-Output NISS Scenarios

In this section, we restrict our analysis to binary-output NISS scenarios, where U = V = {−1, 1}.

We show that any distribution that can be simulated in a binary-output EA-NISS scenario, can also be

simulated in the corresponding CR-NISS scenario. Thus, there is no quantum advantage in binary-output

NISS scenarios. The proof is provided in several steps. We start with a special case, where (Xd,Yd) are

classical local randomness, i.e., X and Y are independent of each other. We incrementally build upon the

ideas introduced in analyzing this special case to prove the result for general binary-output NISS.

A. Binary Measurements and Local Classical Randomness

As a first step, we consider the scenario where the measurements Md,i, i ∈ {1, 2}, d ∈ N performed

by Alice and Bob have binary-valued outputs, i.e., Z = {−1, 1}. We further assume that, in addition to

the shared Bell state in the EA-NISS scenario and the classical common random bit in the CR-NISS

scenario, Alice and Bob only have access to classical local randomness, i.e., PX,Y = PXPY . We show

that in this scenario there is no quantum advantage. That is, we show that PEA(PXPY ,U,V, {−1, 1}) =

PCR(PXPY ,U,V) for all PX , PY defined on binary alphabets. The following proposition formalizes the

main claim in this section.

Proposition 1. Let PX and PY be two probability distributions on {−1, 1}, and let U = V = Z = {−1, 1}.

Then, PEA(PXPY ,U,V,Z) = PCR(PXPY ,U,V)

To prove Proposition 1, we first characterize the set of distributions which can be simulated classically.

The following proposition provides a necessary and sufficient condition for such distributions.
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Proposition 2. Let PX and PY be two probability distributions defined on {−1, 1} such that PX(1), PY(1) <

{0, 1} and let U = V = {−1, 1}. Then,

PCR(PXPY ,U,V) =
⋃

a,b∈[0,1]

{
QU,V

∣∣∣∣QU(1) = a,QV(1) = b, |QU,V(−1,−1) + QU,V(1, 1) − ζa,b| ≤ 2βab

}
, (2)

where

ζa,b ≜ 2ab − a − b + 1, a, b ∈ [0, 1],

βa,b ≜ min{a, (1 − a)}min{b, (1 − b)}, a, b ∈ [0, 1].

The proof is based on Fourier expansion techniques (Section II-B) and is given in Appendix B. To

prove Proposition 1, it suffices to show that any feasible distribution for the EA-NISS scenario satisfies

Equation (2). This is proved in Appendix A. The next corollary follows from the fact that any given

P′XP′Y may be transformed to a desired PXPY locally (e.g. [39]).

Corollary 1. Let PX , P′X , PY and P′Y be probability distributions on {−1, 1}, and let U = V = Z = {−1, 1}.

Then, PEA(PXPY ,U,V,Z) = PCR(P′XP′Y ,U,V).2

B. Binary Measurements and Correlated Randomness

We consider binary-otuput measurements Md,i, i ∈ {1, 2}, d ∈ N, and arbitrary PX,Y . The following

theorem states the main result of the section.

Proposition 3. Let PX,Y be a joint probability distribution on {−1, 1}2, and let U = V = Z = {−1, 1}.

Then, PEA(PX,Y ,U,V,Z) = PCR(PX,Y ,U,V).

The proof uses the fact that in the EA-NISS scenario, for any given realization (Xd,Yd) = (xd, yd), the

output of Alice Uxd and Bob Vyd are (possibly stochastic) functions of only their measurement outputs Z1

and Z2, respectively. So, for each (Xd,Yd) = (xd, yd), using Proposition 1, the outputs can be simulated

using classical processing of a common random bit. The proof follows by patching together each of

these classical functions for different realizations (Xd,Yd) = (xd, yd) to construct a classical simulation

protocol. The complete proof is given in Appendix C. It can be noted that in the proof of Proposition

3, we have not used the fact that the measurement operators are chosen by Alice and Bob prior to the

observation of Xd and Yd. In fact, the following corollary, which follows from the proof of Proposition

2We are grateful to Professor Masahito Hayashi for the engaging discussions following the initial publication of this result on

the arXiv repository. Professor Hayashi provided an alternative proof specific to the binary-output measurement case that avoids

the use of Fourier transforms and does not require the condition U = V = {−1, 1}.
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3 states that there is no quantum advantage in this NISS scenario, even if the agents make their choice

of measurement dependent on their observed classical sequences.

Corollary 2. Let Z = {−1, 1}, and consider PX,Y and QU,V defined on {−1, 1}2, such that there exist

sequences of collection of measurement pairs

Md,xd ,1 = (Λd,xd ,1,z, z ∈ Z)d∈N,xd∈{−1,1}d

Md,yd ,2 = (Λd,yd ,2,z, z ∈ Z)d∈N,yd∈{−1,1}d ,

such that QU,V can be simulated by Alice and Bob using source sequences (Z1,d, Xd) and (Z2,d,Yd),

respectively, where Z1,d and Z2,d are the measurement outputs acquired using Md,Xd ,1 and Md,Yd ,2. Then,

QU,V ∈ PCR(PX,Y ,U,V).

C. Non-Binary Measurements

In this section, we extend the results of previous sections to non-binary valued measurements. The

following states the main result of this section.

Theorem 1. Let PX,Y be a joint probability distribution on {−1, 1}2 and U = V = {−1, 1}. Then,

PEA(PX,Y ,U,V) = PCR(PX,Y ,U,V).

The proof follows by similar arguments as in the proofs of Propositions 1 and 3. We provide an outline

in the following. First, we consider the case where the agents do not have access to correlated randomness,

i.e., PX,Y = PXPY . We use the well-known fact that any concatenation of non-binary quantum measurement

followed by local classical processing of the measurement output into binary outputs can be mapped to a

one shot binary-output quantum measurement. Thus PEA(PXPY ,U,V) = PEA(PXPY ,U,V, {−1, 1}). We

conclude from Proposition 1 that PEA(PXPY ,U,V) = PCR(PXPY ,U,V) for all marginal distributions

PX , PY . Next, for the general scenario, where X and Y are not independent, we follow the steps in the

proof of Proposition 3. That is, from the previous arguments, we conclude that for any realization xd, yd

of the classical inputs, the output in the EA-NISS scenario can be simulated using a classical random

bit. So, for any fixed xd, yd ∈ {−1, 1}d, we can construct classical functions fxd ,yd (Z) and gxd ,yd (Z) for

the CR-NISS scenario which simulate the output of Alice and Bob in the EA-NISS scenario. Next,

we define the collection of functions f +xd ,yd , g+xd ,yd , g−xd ,yd , and pts as in the proof of Proposition 3 based

on fxd ,yd (Z, Xd) and gxd ,yd (Z,Yd). We define the CR-NISS simulation scheme as follows. Alice observes

Xd = xd, and computes f +xd (Z). She uses independent copies of Xi, i > d to generate U such that PU(1) =
1+ f +

xd (Z)

2 and PU(−1) =
1− f +

xd (Z)

2 . Bob first generates a binary random variable T such that PT (1) = pts and
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PT (−1) = 1− pts, using copies of Yi, i > d which are non-overlapping with those used by Alice. Bob then

observes Yd = yd, and uses additional non-overlapping copies of Yi, i > d to generate a binary random

variable V+ such that PV+(1) =
1+g+

yd (Z)

2 and PV+(−1) =
1−g+

yd (Z)

2 , and a binary random variable V− such

that PV−(1) =
1+g−

yd (Z)

2 and PV−(−1) =
1−g−

yd (Z)

2 . If T = 1, Bob outputs V = V+ and if T = −1, Bob outputs

V = V−. As shown in the proof of Proposition 3, this scheme guarantees that the distribution generated

by Alice and Bob in the CR-NISS scenario simulates the one generated in the EA-NISS scenario.

IV. Non-Binary Output NISS Scenarios

In the previous sections, we have shown that there is no quantum advantage in NISS scenarios

simulating binary-output variables. In this section, we demonstrate quantum advantage in general EA-

NISS scenarios over CR-NISS scenarios. We further show that the set of distributions generated in CR-

NISS has measure zero among the set of distributions generated in EA-NISS. We begin with a simple

example illustrating a specific joint distribution that can be simulated within the EA-NISS framework

but is not simulatable under the CR-NISS scenario.

Example 1. Consider a NISS scenario in which agents Alice and Bob aim to simulate an output

distribution PU,V on finite setsU,V = {1, 2, 3}. Further assume that other than the shared binary symmetric

variable Z in the CR-NISS scenario and the shared Bell pair in the EA-NISS scenario, they only have

access to local randomness, i.e., PX,Y = PXPY .

EA-NISS Scenario: The measurement operators used by Alice and Bob are defined as follows:

Λ1,1 = Λ2,1 =
2
3

 0 0

0 1

 , Λ1,2 = Λ2,2 =
2
3

 3
4

√
3

4
√

3
4

1
4

 , Λ1,3 = Λ2,3 =
2
3

 3
4 −

√
3

4

−
√

3
4

1
4

 .
The joint distribution PZ1,Z2 resulting from their measurement outputs is computed as:

PZ1,Z2(z1, z2) = ⟨Φ+|Λ1,z1 ⊗ Λ2,z2 |Φ
+⟩ =

1
2

Vec(Λ1,z1)
⊤Vec(Λ2,z2).

Applying the equation, we get:

PZ1,Z2(1, 1) =
2
9
, PZ1,Z2(1, 2) =

1
18
, PZ1,Z2(1, 3) =

1
18

PZ1,Z2(2, 1) =
1
18
, PZ1,Z2(2, 2) =

2
9
, PZ1,Z2(2, 3) =

1
18

PZ1,Z2(3, 1) =
1
18
, PZ1,Z2(3, 2) =

1
18
, PZ1,Z2(3, 3) =

2
9
.

The agents output U = Z1 and V = Z2. We note the joint distribution matrix of (U,V) has rank three.

CR-NISS Scenario: We argue that the distribution generated in the above EA-NISS setup cannot be

generated in CR-NISS. To see this, note that since Alice and Bob only have access to local randomness,
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their outputs U and V follow the distribution PUV(·, ·) =
∑

z∈{0,1} PZ(z)PU |Z(·|z)PV |Z(·|z), where PZ is Be( 1
2 ).

Thus, the resulting joint probability distribution of U and V has rank at most equal to two. This complete

the proof of quantum advantage in this particular NISS scenario.

The following theorem formally shows that the set of distributions simulatable in CR-NISS has measure

zero in those generated by EA-NISS.

Theorem 2. Let PX,Y be a joint distribution defined on {−1, 1}2 and let U,V be non-binary finite

alphabets. The set PCR(PX,Y ,U,V) forms a set of measure zero within the set PEA(PX,Y ,U,V).

The proof can potentially be provided directly using the rank of the joint distribution matrix as in

the previous example. Alternatively, the Fourier transform machinery developed in the previous sections

to derive a necessary condition on the set of distributions generated in CR-NISS as in the following

proposition. The proof of the theorem follows in a straightforward manner.

Proposition 4. Let PX , PY be two probability distributions on {−1, 1}2 and let U and V be finite sets.

Then, for any QU,V ∈ PCR(PXPY ,U,V), the following holds for all (i, j) ∈ U ×V:

(QUV(i, i) − QU(i)QV(i))(QUV( j, j) − QU( j)QV( j) = (QUV(i, j)−QU(i)QV( j))(QUV( j, i) − QU( j)QV(i)).

(3)

Proof. Let ( fd, gd)d∈N be the associated functions of QU,V , and fix d ∈ N. Let us define

fd,u(Z, Xd) ≜ 1( fd(Z, Xd) = u), u ∈ U

gd,v(Z,Yd) ≜ 1(gd(Z,Yd) = v), v ∈ V.

Since fd,u, gd,v are Boolean functions, as explained in the proof of Proposition 1, we can use Boolean

Fourier expansion to decompose them into parity functions:

fd,u(Z, Xd) = fd,u,0,ϕ + fd,u,1,ϕZ +
∑

S⊆[d],S,ϕ

( fd,u,0,S + Z fd,u,1,S)
∏
i∈S

Xi − µX

σX
, u ∈ U,

gd,v(Z,Yd) = gd,v,0,ϕ + gd,v,1,ϕZ +
∑

S⊆[d],S,ϕ

(gd,v,0,S + Zgd,v,1,S)
∏
i∈S

Yi − µY

σY
, v ∈ V.

Consequently, using the independence of Xi and Yi:

E( fd,u(Z, Xd)gd,v(Z,Yd)) = fd,u,ϕgd,v,ϕ + fd,u,1,ϕgd,v,1,ϕ.
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On the other hand:

fd,u,ϕ = E(1(U = u)) = 2QU(u) − 1,

gd,v,ϕ = E(1(V = v)) = 2QV(v) − 1,

E( fd,u(Z, Xd)gd,v(Z,Yd)) = E(1(U = u,V = v)) = 4QU,V(u, v) − 2QU(u) − 2QV(v) + 1.

As a result,

fd,u,1,ϕgd,v,1,ϕ = 4(QU,V(u, v) − QU(u)QV(v)).

For any given (i, j) ∈ U ×V, we have:

fd,i,1,ϕgd,i,1,ϕ = 4(QU,V(i, i) − QU(i)QV(i))

fd, j,1,ϕgd, j,1,ϕ = 4(QU,V( j, j) − QU( j)QV( j))

⇒ fd,i,1,ϕgd,i,1,ϕ fd, j,1,ϕgd, j,1,ϕ = 16(QU,V(i, i) − QU(i)QV(i))(QU,V( j, j) − QU( j)QV( j)).

Similarly,

fd,i,1,ϕgd, j,1,ϕ = 4(QU,V(i, j) − QU(i)QV( j))

fd, j,1,ϕgd,i,1,ϕ = 4(QU,V( j, i) − QU( j)QV(i))

⇒ fd,i,1,ϕgd,i,1,ϕ fd, j,1,ϕgd, j,1,ϕ = 16(QU,V(i, j) − QU(i)QV( j))(QU,V( j, i) − QU( j)QV(i)).

Combining the two results, we get:

(QU,V(i, i) − QU(i)QV(i))(QU,V( j, j) − QU( j)QV( j) = (QU,V(i, j) − QU(i)QV( j))(QU,V( j, i) − QU( j)QV(i)).

This completes the proof. □

V. Conclusion

Two variations of the standard NISS scenario, namely EA-NISS and CR-NISS, were considered. It was

shown that for binary-output NISS scenarios, the set of feasible distributions for EA-NISS and CR-NISS

are equal with each other. Hence, there is no quantum advantage in these EA-NISS scenarios. To this end,

first a a necessary and sufficient condition for feasibility in the binary-output CR-NISS was provided. It

was shown that any distribution generated in an EA-NISS scenario satisfies this condition and is hence

feasible for the corresponding CR-NISS. For non-binary output NISS scenarios, it was shown that the

set of distributions that are feasible in CR-NISS forms a set of measure zero within the set of feasible

distribution in EA-NISS scenario.
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Appendix A

Proof of Proposition 1

Let us fix a blocklength d ∈ N, simulating functions fd, gd, and positive operator valued measuremtns

(POVM) Md,i = {Λd,i,z, z ∈ {−1, 1}}, i ∈ {1, 2}, where for each i ∈ {1, 2, }, Λd,i,z ∈ R2×2, z ∈ {−1, 1}

are self-adjoint positive semi-definite measurement operators satisfying the completeness relation, i.e.,

0 ≤ Λd,i,z ≤ I2×2, and Λd,i,1+Λd,i,2 = I2×2, where is the 2×2 identity matrix. Let Z1,Z2 denote the classical

measurement outcomes of Alice and Bob, respectively. Note that to prove the theorem, it suffices to show

that PZ1,Z2 ∈ PCR−NIS S (PXPY ,U,V), since any post-processing of Z1,Z2 in the classical domain in the

EA-NISS setting can be performed in the CR-NISS setting as well, hence any feasible distribution in

EA-NISS is feasible in CR-NISS as long as the underlying PZ1,Z2 acquired in the EA-NISS process

is feasible in the CR-NISS setting. Consequently, it suffices to prove PZ1,Z2 satisfies Equation (2). We

provide the proof for PZ1(1), PZ2(1) ≤ 1
2 . The proof can then be extended to general PZ1,Z2 by flipping the

order of the measurement operators if necessary to ensure PZ1(1), PZ2(1) ≤ 1
2 and applying the original

proof arguments. To prove the result the case when PZ1(1), PZ2(1) ≤ 1
2 , not that we have:

PZ1,Z2(z1, z2) = ⟨Φ+|Λd,1,z1 ⊗ Λd,2,z2 |Φ
+⟩ =

1
2

Vec(Λd,1,z1)
T Vec(Λd,2,z2),

where Vec(

a b

c d

 = [a, b, c, d]), a, b, c, d ∈ C. Consequently,

a ≜ PZ1(1) =
1
2

Vec(Λd,1,1)T Vec(Λd,2,1) +
1
2

Vec(Λd,1,1)T Vec(Λd,2,−1)

=
1
2

Vec(Λd,1,1)T Vec(Λd,2,−1 + Λd,2,1) =
1
2

Vec(Λd,1,1)T Vec(I2×2),

where we have used the completeness relation to conclude that Λd,2,−1 + Λd,2,1 = I2×2. Similarly,

b ≜ PZ2(1) =
1
2

Vec(I2×2)T Vec(Λd,2,1).

On the other hand:

P(Z1 = Z2) = PZ1,Z2(−1,−1) + PZ1,Z2(1, 1) = 1 − PZ1(1) − PZ2(1) + 2PZ1,Z2(1, 1)

= 1 − a − b + Vec(Λd,1,1)T Vec(Λd,2,1). (4)

Furthermore, since a, b ≤ 1
2 by assumption, we have βa,b = ab. So, it suffices to show that:

|P(Z1 = Z2) − ζa,b| ≤ 2ab.

Replacing P(Z1 = Z2) using Equation (4), it suffices to prove:

|Vec(Λd,1,1)T Vec(Λd,2,1) − 2ab| ≤ 2ab.
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Let us take

Λd,1,1 =

 e f

f ∗ g

 , Λd,2,1 =

 h n

n∗ q

 ,
where e, g, h, q ∈ R and n, f ∈ C. We have:

ab =
1
4

Vec(Λd,1,1)T Vec(I2×2) × Vec(I2×2)T Vec(Λd,2,1) =
(e + g)(h + q)

4

Vec(Λd,1,1)T Vec(Λd,2,1) = eh + f n + f ∗n∗ + gq.

So, it suffices to show that:

0 ≤ eh + f n + f ∗n∗ + gq ≤ (e + g)(h + q),

equivalently:

f n + f ∗n∗ ≤ eq + gh, 0 ≤ eh + f n + f ∗n∗ + gq.

The positive-semidefinite property of Λd,1,1 and Λd,2,1 implies that | f |2 ≤ eg and |n|2 ≤ qh, consequently,

f n + f ∗n∗ ≤ 2| f ||n| ≤ 2
√

egqh. So, it suffices to show that:

2
√

egqh ≤ eq + gh, 2
√

egqh ≤ eh + gq

which is straightforward to verify by noting that eq + gh and eh + gq are non-negative and taking the

square of both sides. □

Appendix B

Proof of Proposition 2

Let us define

P′ =
⋃

a,b∈[0,1]

{
QU,V | QU(1) = a,QV(1) = b,

|QU,V(−1,−1) + QU,V(1, 1) − ζa,b| ≤ 2βab

}
.

We show that PCR(PXPY ,U,V) = P′ by showing that each set is a subset of the other.

Proof of PCR(PXPY ,U,V) ⊆ P′:

Let QU,V ∈ PCR(PXPY ,U,V) be a feasible distribution for PXPY , and let ( fd, gd)d∈N be its associated

sequence of functions. Let us fix d ∈ N and denote Ud = f (Z, Xd) and Vd = g(Z,Yd). As discussed in

Section II-B, the Fourier parity functions for LZ,Xd are given by

ϕ1,S(Z, Xd) ≜ Z
∏
i∈S

Xi − µX

σX
,

ϕ0,S(Z, Xd) ≜
∏
i∈S

Xi − µX

σX
,
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where S ⊆ [d]. The parity functions form an orthonormal basis for LZ,Xd . Similarly, the Fourier parity

functions for LZ,Yd are given by

ψ1,S(Z,Yd) ≜ Z
∏
i∈S

Yi − µY

σY
,

ψ0,S(Z,Yd) ≜
∏
i∈S

Yi − µY

σY
,

Consequently, we use the Fourier expansion to write:

Ud = f0,ϕ + f1,ϕZ +
∑

S⊆[d],S,ϕ

( f0,S + f1,SZ)

∏
i∈S

Xi − µX

σX

 ,
Vd = g0,ϕ + g1,ϕZ +

∑
S⊆[d],S,ϕ

(g0,S + g1,SZ)

∏
i∈S

Yi − µY

σY

 ,

where f0,S, f1,S,S ⊆ [d] and g0,S, g1,S,S ⊆ [d] are the Fourier coefficients of the functions f (Z, Xd) and

g(Z,Yd), respectively. It can be noted that by linearity of expectation:

E(Ud) = f0,ϕ, E(Vd) = g0,ϕ. (5)

Furthermore,

E(UdVd) = f0,ϕg0,ϕ + f1,ϕg1,ϕE(Z2) +
∑
S,S′⊆[d]
S,S′,ϕ

(
f0,Sg0,S

∏
i∈S

(E(Xi) − µX

σX

E(Yi) − µY

σY

)

+ f0,Sg1,S

∏
i∈S

(E(Xi) − µX

σX

E(Yi) − µY

σY

)
E(Z) + f1,Sg0,S

∏
i∈S

(E(Xi) − µX

σX

E(Yi) − µY

σY

)
E(Z)

+ f1,Sg1,S

∏
i∈S

(E(Xi) − µX

σX

E(Yi) − µY

σY

)
E(Z2)

)
= f0,ϕg0,ϕ + f1,ϕg1,ϕ. (6)

On the other hand:

E(Ud) = 2P(Ud = 1) − 1, E(Vd) = 2P(Vd = 1) − 1, (7)

E(UdVd) = 2P(Ud = Vd) − 1. (8)

Let us denote a = P(Ud = 1) and b = P(Vd = 1). Combining Equations (5)-(8), we get:

f0,ϕ = 2a − 1, g0,ϕ = 2b − 1

(2a − 1)(2b − 1) + f1,ϕg1,ϕ = 2P(Ud = Vd) − 1. (9)
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Next, we note that fd and gd are Boolean functions which take values in {−1, 1}. As a result, fd(Z, Xd), gd(Z,Yd) ∈

[−1, 1]. We get:

− 1 ≤ f0,ϕ + f1,ϕ ≤ 1, −1 ≤ f0,ϕ − f1,ϕ ≤ 1,

− 1 ≤ g0,ϕ + g1,ϕ ≤ 1, −1 ≤ g0,ϕ − g1,ϕ ≤ 1.

Replacing f0,ϕ = 2a − 1 and g0,ϕ = 2b − 1, we get:

− 2 min{a, 1 − a} ≤ f1,ϕ ≤ 2 min{a, 1 − a}

− 2 min{b, 1 − b} ≤ g1,ϕ ≤ 2 min{b, 1 − b}

Consequently, from Equation (9), we have:

ζa,b − 2βab ≤ P(Ud = Vd) ≤ ζa,b + 2βab,

where we have defined ζa,b ≜ 2ab − a − b + 1 and βa,b ≜ min{a, (1 − a)}min{b, (1 − b)}. This concludes

the proof of PCR(PXPY ,U,V) ⊆ P′.

Proof of P′ ⊆ PCR(PXPY ,U,V):

Let QU,V be such that

ζa,b − 2βab ≤ P(U = V) ≤ ζa,b + 2βab, (10)

where a = QU(1) and b = QV(1). Let f̃1,ϕ and g̃1,ϕ be real numbers satisfying:

− 2 min{a, 1 − a} ≤ f̃1,ϕ ≤ 2 min{a, 1 − a} (11)

− 2 min{b, 1 − b} ≤ g̃1,ϕ ≤ 2 min{b, 1 − b} (12)

f̃1,ϕg̃1,ϕ = 2(P(U = V) − ζa,b). (13)

Note such values for f̃1,ϕ and g̃1,ϕ always exist by the intermediate value theorem (IVT). For instance,

we may fix f̃1,ϕ = 2 min{a, 1 − a} and change the value of g̃1,ϕ within [−2 min{b, 1 − b}, 2 min{b, 1 − b}]

and apply the IVT along with the condition in Equation (10). Let us define

f̃ (Z) ≜ (2a − 1) + f̃1,ϕZ, g̃(Z) ≜ (2b − 1) + g̃1,ϕZ.

Then, using Equation (13), we conclude f̃ (z), g̃(z) ∈ [−1, 1] for all values of z. The source simulation

scheme to simulate PU,V is as follows. Alice observes Z and uses its local randomness to generate a

Boolean variable U where P(U = 1) = 1+ f̃ (Z)
2 and P(U = −1) = 1− f̃ (Z)

2 . Note that this is a valid distribution

since f̃ (Z) ∈ [−1, 1]. Such a Boolean variable can always be produced using local randomness, e.g.,
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using von Neumann’s method [39]. Similarly, Bob locally generates V such that P(V = 1) = 1+g̃(Z)
2 and

P(V = −1) = 1−g̃(Z)
2 . We claim that (U,V) simulates QU,V . To prove this claim, since any distirbution on

pairs of binary variables has three degrees of freedom, it suffices to show that E(U), E(V), and E(UV)

for the simulated vairbales are equal to those induced by QU,V . Note that

P(U = 1) =
1 + E(U)

2
=

1 + 1+E( f̃ (Z))
2 −

1−E( f̃ (Z))
2

2
= a

P(V = 1) =
1 + E(U)

2
=

1 + 1+E(g̃(Z))
2 −

1−E(g̃(Z))
2

2
= b

P(U = V) =
1 + E(UV)

2
,

On the other hand:

E(UV) = 2P(U = V) − 1

= 2E(
1 + f̃ (Z)

2
1 + g̃(Z)

2
) + 2E(

1 − f̃ (Z)
2

1 − g̃(Z)
2

) − 1

= E( f̃ (Z)g̃(Z)) = (2a − 1)(2b − 1) + f̃1,ϕg̃1,ϕ

= 2ζa,b − 1 + 2(P(U = V) − ζa,b) = 2P(U = V) − 1.

This completes the proof. □

Appendix C

Proof of Proposition 3

Similar to the proof of Proposition 1, it suffices to show that PEA(PX,Y ,U,V, {−1, 1}) ⊆ PCR(PX,Y ,U,V).

To this end, let us consider an EA-NISS setup and fix fd, gd and Λd,i,z, i ∈ {1, 2}, z ∈ {−1, 1}. Let Z1 and Z2

be the classical measurement outcomes observed by Alice and Bob, respectively, and Ud = fd(Z1, Xd),Vd =

gd(Z2,Yd) the simulated output variables. Let us define:

Uxd = fd(Z1, xd), Vyd = fd(Z2, yd), xd, yd ∈ {−1, 1}d.

Note that the distribution PUd ,Vd has three free variables, and is completely characterized by E(Ud),E(Vd)

and E(Ud,Vd). Hence, in order to show that the distribution can be simulated classically, it suffices to
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show that a pair of variables U′,V ′ can be simulated classically such that:

E(U′) =
∑

xd∈{−1,1}d
PXd (xd)E(Uxd ), (14)

E(V ′) =
∑

yd∈{−1,1}d
PYd (yd)E(Uyd ), (15)

E(U′V ′) =
∑

xd ,yd∈{−1,1}d
PXd ,Yd (xd, yd)E(Uxd Vyd ). (16)

We will show the latter claim by constructing the simulating functions achieving the above equalities.

We first need to define several intermediate functions which will be used in constructing the simulating

functions as follows.

Note that for any fixed xd, yd ∈ {−1, 1}d, Uxd and Vyd are functions of Z1 and Z2, respectively, and

potentially local randomness (due to the fact that the processing functions are potentially stochastic

functions). From Corollary 1, we conclude that PUxd ,Vyd can be simulated classically by Alice and Bob

using one bit of common randomness along with local randomness for any xd, yd ∈ {−1, 1}d. Let the

simulating functions be denoted by fxd ,yd , gxdyd , xd, yd ∈ {−1, 1}d, so that if we set Ũd ≜ fxd ,yd (Z, Xd+d′
d+1 )

and Ṽd ≜ gxd ,yd (Z,Yd+2d′
d+d′+1) for some fixed d′ ∈ N, then PŨd ,Ṽd

can be made arbitrarily close to PUd ,Vd by

appropriate choice of the simulating functions and blocklength. Note that the inputs Xd+d′
d+1 and Yd+2d′

d+d′+1 are

chosen such that their indices do not overlap, so that they follow a product distribution and Proposition

1 can be applied. Next, similar to the proof of Proposition 1, using the Boolean Fourier decomposition,

we can write:

fxd ,yd (Z, Xd+d′
d+1 )= fxd ,yd ,0,ϕ + Z fxd ,yd ,1,ϕ +

∑
S⊆[d+1,d+d′],S,ϕ

( fxd ,yd ,0,S+Z fxd ,yd ,1,S)
∏
i∈S

Xi−µX

σX
,

gxd ,yd (Z,Yd+2d′
d+d′+1)=gxd ,yd ,0,ϕ + Zgxd ,yd ,1,ϕ +

∑
S⊆[d+d′+1,d+2d′],S,ϕ

(gxd ,yd ,0,S+Zgxd ,yd ,1,S)
∏
i∈S

Yi−µY

σY
.

Let us define the following functions:

f̃xd ,yd (Z) = fxd ,yd ,0,ϕ + fxd ,yd ,1,ϕZ,

g̃xd ,yd (Z) = gxd ,yd ,0,ϕ + gxd ,yd ,1,ϕZ,

where xd, yd ∈ {−1, 1}d. Note that f̃xd (·), g̃yd (·) ∈ [−1, 1], to see this, we have the following:∑
xd+d′

d+1

fxd ,yd (Z, xd+d′
d+1 )=2d′( fxd ,yd ,0,ϕ+ fxd ,yd ,1,ϕZ)∈ [−2d′,2d′],

where we have used the fact that fxd ,yd (Z, xd+d′
d+1 ) ∈ {−1, 1} for all input values. Next, let us define:

f xd ,yd (Z) ≜ fxd ,yd ,0,ϕ + | fxd ,yd ,1,ϕ|Z,

gxd ,yd (Z) ≜ gxd ,yd ,0,ϕ + |gxd ,yd ,1,ϕ|Z.
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Since f̃xd ,yd (z), g̃xd ,yd (z) ∈ [−1, 1] for all values of z, we must have f xd ,yd (z), gxd ,yd (z) ∈ [−1, 1]. Note that

E(Uxd ) = fxd ,yd ,0,ϕ for all yd ∈ {−1, 1}d. So, we define fxd ,0,ϕ ≜ fxd ,yd ,0,ϕ. Similarly, gyd ,0,ϕ ≜ gxd ,yd ,0,ϕ.

Furthermore, we define:

f +xd (Z) ≜ fxd ,0,ϕ + f +xd ,1,ϕZ, g+yd (Z) = gyd ,0,ϕ + g+yd ,1,ϕZ

g−yd (Z) = gyd ,0,ϕ + g−yd ,1,ϕZ,

where

f +xd ,1,ϕ ≜ max
yd∈{−1,1}d

| fxd ,yd ,1,ϕ|,

g+yd ,1,ϕ ≜ max
xd∈{−1,1}d

|gxd ,yd ,1,ϕ|,

g−yd ,1,ϕ ≜ −g+yd ,1,ϕ.

Note that f +xd (·), g+yd (·), g−xd (·) ∈ [−1, 1] since f xd ,yd , gxd ,yd ∈ [−1, 1] for all xd, yd and all input values. Lastly,

let us define:

a ≜
∑

xd∈{−1,1}d
PXd (xd)E( f +xd (Z)),

b ≜
∑

yd∈{−1,1}d
PYd (yd)E(g+yd (Z)),

ρ+ =
∑

xd ,yd∈{−1,1}d
PXd ,Yd (xd, yd)E( f +xd (Z)g+yd (Z)),

ρ− =
∑

xd ,yd∈{−1,1}d
PXd ,Yd (xd, yd)E( f +xd (Z)g−yd (Z)).

Note that by construction, for all xd, yd ∈ {−1, 1}d, we have:

E( f +xd (Z)g+yd (Z)) = fxd ,0,ϕgyd ,0,ϕ + f +xd ,1,ϕg+yd ,1,ϕ ≥ fxd ,0,ϕgyd ,0,ϕ + | fxd ,yd ,1,ϕgxd ,yd ,1,ϕ|

≥ fxd ,0,ϕgyd ,0,ϕ + fxd ,yd ,1,ϕgxd ,yd ,1,ϕ = E(Uxd Vyd ).

Similarly,

E( f +xd (Z)g−yd (Z)) ≤ E(Uxd Vyd ).

Consequently, ρ− ≤ ρ′ ≤ ρ+, where

ρ′ ≜
∑

xd ,yd∈{−1,1}d
PXd ,Yd (xd, yd)E(Uxd Vyd ).

Let pts ≜
ρ′−ρ−

ρ+−ρ−
. Note that pts ∈ [0, 1] since ρ− ≤ ρ′ ≤ ρ+.
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The CR-NISS simulating scheme is as follows. Alice observes Xd = xd, and computes f +xd (Z). Similar

to the proof of Proposition 1, she uses independent copies of Xi, i > d to generate a binary variable U′

such that PU′(1) =
1+ f +

xd (Z)

2 and PU′(−1) =
1− f +

xd (Z)

2 . Alice outputs U′ as its simulated variable. Bob first

generates a binary random variable T such that PT (1) = pts and PT (−1) = 1− pts, using copies of Yi, i > d

which are non-overlapping with those used by Alice. Bob then observes Yd = yd, and uses additional non-

overlapping copies of Yi, i > d to generate a binary random variable V+ such that PV+(1) =
1+g+

yd (Z)

2 and

PV+(−1) =
1−g+

yd (Z)

2 , and a binary random variable V− such that PV−(1) =
1+g−

yd (Z)

2 and PV−(−1) =
1−g−

yd (Z)

2 .

If T = 1, Bob outputs V ′ = V+ and if T = −1, Bob outputs V ′ = V−.

It remains to verify that Equations (14)-(16) are satisfied. First, note that by construction, we have:

E( f +xd (Z)) = fxd ,ϕ = E(Uxd ), xd ∈ {−1, 1}d ⇒ E(U′) =
∑

xd∈{−1,1}d
PXd (xd)E(Uxd ),

So, Equation (14) is satisfied. Similarly,

E(V ′) = PT (1)E(V+) + PT (−1)E(V−),

and E(V+) = E(V−) =
∑

yd∈{−1,1}d PYd (yd)gyd ,ϕ. So,

E(V ′)= pts

∑
yd

PYd (yd)gyd ,ϕ+(1−pts)
∑

yd

PYd (yd)gyd ,ϕ

=
∑

yd∈{−1,1}d
PYd (yd)E(Vyd ).

So, Equation (15) is satisfied. Lastly,

E(U′V ′) = PT (1)E(U′V+) + PT (−1)E(U′V−)

= ptsρ
+ + (1 − pts)ρ− = ρ′,

where we have used the fact that by defintion pts =
ρ′−ρ−

ρ+−ρ−
. So, Equation (16) is satisfied. This concludes

the proof. □
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