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Abstract001

In sentences such as John began the book, the002
complement noun, lexically denoting an entity,003
is interpreted as an event. This phenomenon is004
known in linguistics as complement coercion:005
the event associated with the verb is not overtly006
expressed but can be recovered from the mean-007
ings of other constituents, context and world008
knowledge. We investigate whether language009
models (LMs) can exploit sentence structure010
and compositional meaning to recover plausi-011
ble events in complement coercion. For the first012
time, we tested different LMs in Norwegian, a013
low-resource language with high syntactic vari-014
ation in coercion constructions across aspectual015
verbs. Results reveal that LMs struggle with re-016
trieving plausible events and with ranking them017
above less plausible ones. Moreover, we found018
that LMs do not exploit the compositional prop-019
erties of coercion sentences in their predictions.020

1 Introduction021

Sentences like John began the book are examples022

of complement coercion, a linguistic phenomenon023

displaying a type-mismatch between the required024

verb argument and the observed one (Pustejovsky,025

1991, 1995): the aspectual verb (e.g., begin) seman-026

tically requires an event-denoting argument but is027

composed with an entity as its syntactic comple-028

ment. Although the event is not overtly expressed,029

we are able to recover a plausible candidate exploit-030

ing contextual or lexical information (Pustejovsky,031

1991, 1995; Lapata and Lascarides, 2003): the sen-032

tence above can then be interpreted as John began033

(reading, writing) the book.034

Complement coercion has drawn attention as035

a potential violation of the Fregean principle of036

compositionality. Compositionality implies that037

all aspects of sentence meaning should originate038

in the meanings of the constituent parts, given039

the way those are combined syntactically (Asher,040

2015). The interpretation of implicit elements re-041

sults then from enriched composition (Jackendoff,042

1997): semantic processes that exploit conceptual 043

meaning, discourse context and world knowledge 044

(Pustejovsky, 1991, 1995; Jackendoff, 1997). 045

Language Models (LM) based on the Trans- 046

former architecture (Vaswani et al., 2017) have 047

demonstrated remarkable capabilities in a wide 048

range of NLP tasks, including natural language 049

understanding. Despite their success, few studies 050

have focused on enriched composition phenomena 051

such as complement coercion (Gu, 2022; Ye et al., 052

2022). Some studies have investigated LM perfor- 053

mance framing complement coercion as an event 054

retrieval task and demonstrating the challenges of 055

recovering underlying semantic information from 056

coercion sentences (Rambelli et al., 2020; Ye et al., 057

2022; Gietz and Beekhuizen, 2022; Gu, 2022; Im 058

and Lee, 2024; Rambelli et al., 2024). However, 059

most studies have been conducted in English, a 060

language with low variability in the syntax of co- 061

ercion constructions. As a consequence, little is 062

known about the interplay of syntax and semantics 063

in covert event retrieval in LMs: (how) do ma- 064

chines exploit compositional properties of coercion 065

sentences to arrive at plausible interpretations? 066

The current study makes three contributions. 067

First, to our knowledge, it is the first study of LMs 068

on complement coercion that both uses a language 069

other than English, in this case Norwegian, and that 070

evaluates and compares a set of different LMs (au- 071

toencoders and autoregressive models). Second, we 072

investigate the interaction between different aspec- 073

tual verbs and post-verbal constituents in canonical 074

syntactic constructions of coercion sentences. Nor- 075

wegian shows some variation in how complement 076

coercion is syntactically realized, and therefore 077

allows us to probe whether LMs are sensitive to 078

syntactic and compositional semantic properties of 079

these constructions across aspectual verbs. 080

Finally, Norwegian is currently considered a low- 081

resource language by various authors (Kummer- 082

vold et al., 2022; Liu et al., 2023; Samuel et al., 083
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2024), and we are releasing our evaluation dataset084

for complement coercion resolution in Norwegian.085

Complement coercion with aspectual verbs is sta-086

tistically rare in Norwegian corpora (see below):087

recovering implicit events could be challenging for088

a ‘data hungry’ technology such as LMs.089

2 Related Work090

2.1 Complement Coercion in Norwegian091

Complement coercion has been studied in several092

high-resourced languages. Apart from English, we093

find studies on German (Rüd and Zarcone, 2011;094

Zarcone and Padó, 2011; Zarcone et al., 2012,095

2014), French (Godard and Jayez, 1993; Puste-096

jovsky and Bouillon, 1995), Dutch (Sweep, 2012),097

and Chinese (Hsu and Hsieh, 2013), while there has098

been little research on Norwegian. Spalek (2015)099

analyzed the verb of cessation avslutte (to con-100

clude), comparing Norwegian with English, Span-101

ish and German. Spalek concluded that coercion102

is limited to a reduced set of entities that can be103

combined with the verb, especially "information-104

content entities" (e.g, text) (Spalek, 2015, p. 531).105

Spalek and Sæbø (2019) argued that Norwegian106

speakers tend to combine eventive verbs with spe-107

cific particles that denote a particular stage of the108

event (e.g., å stryke ferdig, to finish ironing).109

Radaelli and Baggio (2025) conducted a study110

on the Norwegian Colossal Corpus (NCC) (Kum-111

mervold et al., 2022), a large set of corpora that112

includes approximately 21M documents for a total113

of 7B tokens. The study considered a wider class of114

aspectual verbs than previous theoretical research:115

begynne (to begin), starte (to start), fortsette (to116

continue), ende (to end), and avslutte (to conclude).117

The authors found that the syntax of complement118

coercion in Norwegian can vary according to the119

aspectual verb. Initiation verbs are usually com-120

bined with PPs introduced by the prepositions på121

or med:122

(1) Gutten begynte|startet på|med boken.123

(The boy began/started [with] the book.)124

These combinations appear with higher frequency125

in complement coercion sentences compared to126

other aspectual verbs. The continuation verb fort-127

sette introduces coercion mainly with med-PPs,128

and, to a lesser extent, directly with nominals:129

(2) Gutten fortsatte [med] boken.130

(The boy continued [with] the book.)131

The cessation verb avslutte prefers direct objects, 132

while med-prepositional phrases appear less often: 133

(3) Gutten avlsuttet [med] boken. 134

(The boy finished [with] the book.) 135

Not all aspectual verbs can trigger coercion phe- 136

nomena (e.g., the verb ende was excluded), nor do 137

aspectual verbs significantly differ in occurrence 138

frequency in coercion constructions. 139

The corpus analysis confirms the findings of 140

Spalek (2015) and Spalek and Sæbø (2019): com- 141

plement coercion occurs with a restricted set of 142

entity categories. Although a similar trend can be 143

found also in other languages (e.g., see Verspoor 144

(1997) for English and Rüd and Zarcone (2011) for 145

German), Norwegian shows even less variability, 146

reducing the set of entities primarily to everyday 147

objects such as text, music, songs, food and drinks. 148

Considering Pustejovsky’s Generative Lexicon 149

perspective (Pustejovsky, 1995), the productivity 150

of coercion can also be limited by the interaction 151

of syntactic and semantic factors. If, on the one 152

hand, entities admit either AGENTIVE or TELIC 153

qualia readings, their combination with preposi- 154

tions may further reduce the set of plausible event 155

candidates. The preposition med appears to play a 156

‘passe-partout’ role, with greater flexibility in event 157

interpretation, admitting not only default qualia 158

readings but also contextual information, if present. 159

The preposition på, on the other hand, tends to 160

further constrain interpretations: the corpus data 161

showed a stronger tendency to express AGENTIVE 162

interpretations with entities that are created rather 163

than utilized. In a survey conducted in parallel to 164

the corpus analysis, Radaelli & Baggio also found 165

that Norwegian speakers prefer to express similar 166

concepts to complement coercion through a broad 167

range of phrasal constructions (e.g., å sette i gang, 168

to begin). The study concluded that complement 169

coercion is a relatively low-frequency phenomenon, 170

with slightly more than 1500 cases over 79,000 sen- 171

tences (approx. 1% of cases) with aspectual verbs 172

and syntactic constructions compatible with coer- 173

cion. 174

2.2 LM Approaches to Complement Coercion 175

In one of the first studies testing LMs on comple- 176

ment coercion, Rambelli et al. (2020) evaluated the 177

events retrieved by pretrained models of the BERT 178

and the GPT families. They found that LMs per- 179

formed well, but not significantly better than the 180
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best distributional models.181

Ye et al. (2022) claimed that Transfomer-based182

models can learn coercion interpretations via183

"dense paraphrasing" (DP): DP involves the refor-184

mulation of a given coercion sentence in a way185

that eventive information is revealed, ambiguity186

is removed and the original sentence meaning is187

preserved. They found that BERT struggles in inter-188

preting coercion, but a fine-tuning with explicitly189

paraphrased sentences improved its performance.190

Finally, Gu (2022) investigated the behavior of191

GPT-2 on complement coercion by analyzing sur-192

prisal estimates. The goal was to understand how193

LMs process coercion constructions at the VP. Sig-194

nificant surprisal effects were observed in the tar-195

get region, aligning with psycholinguistic findings196

of increased processing costs at the complement197

(McElree et al., 2001; Traxler et al., 2002).198

3 Experimental Settings199

3.1 Task Proposal200

In previous work on complement coercion, evalua-201

tions typically compared a discrete set of high like-202

lihood predictions against a predefined set of gold203

standard outputs. In our study, we use a different204

evaluation approach, relying on a ranked predic-205

tion distribution rather than just the most probable206

outputs: for every context-neutral sentence1 s be-207

longing to a set S, a given model m generates a set208

of top-k-ranked output predictions O = {o1...ok}.209

We then evaluate each output with the mean av-210

erage precision metric, allowing us to determine211

to what extent LMs consistently predicts meaning-212

ful eventive interpretations in their ranking. The213

distribution should reflect a re-ranking of tokens214

when the model is exposed to coercion sentences,215

providing evidence of its sensitivity to coercion. In216

cases where a LM is exposed to a sentence such as217

The boy began the book, we expect that the combi-218

nation of the triplet <subject, coercion verb, entity>219

would result in a re-ordering of implicit events (see220

Figure 1): the ranking should reflect the interaction221

of the triple’s composition, where plausible verbs222

(events) are collocated at the top of the rank as the223

most likely interpretations.224

Instead of using a set of predefined interpreta-225

tions, our study will consider every eventive in-226

terpretation that meets the syntactic and semantic227

1Context-neutral, canonical coercion sentences contain the
subject, the aspectual verb and its complement, with unmarked
word order and no additional context.

constraints of complement coercion as correct. Ac- 228

cording to Piñango and Deo (2016) and Spalek and 229

Sæbø (2019) the covert event of a complement co- 230

ercion sentence should be telic: combined with the 231

subject and complement, it must establish a natural 232

endpoint or goal state. 233

have
throw
write
give

read
...




⟨Boy, begin [prep], book⟩ =

Figure 1: An example of re-ranking candidate events
when the expressions in the given triplet are composed.

Given the above requirements, LMs predicted 234

events should be evaluated considering their Ak- 235

tionsart (lexical aspect) class by using Vendler’s 236

classification system (Vendler, 1967). We identify 237

the class of accomplishment verbs as our ground 238

truth in this task, as they denote dynamic and dura- 239

tive actions with a specific endpoint, aligning with 240

the telicity criterion by Spalek and Sæbø (2019). 241

As there is no predefined set of implicit events for 242

interpreting a coercion sentence, we consider as 243

compositionally plausible candidates all predicted 244

verbs that fit within the accomplishment class. In 245

case a model predicts events weakly associated 246

with a specific coercion triplet (e.g., begin the book 247

→ eat, see Lascarides and Copestake (1998)), this 248

does not necessarily indicate low performance: the 249

output can count as correct, if the retrieved event 250

is an accomplishment. It is possible to construct 251

contexts where even apparently deviant events are 252

plausible, so long as they are accomplishments: 253

e.g., The goat began (eating) the book. 254

3.2 Dataset 255

We created a new dataset with pairs with (a) a 256

context-neutral sentence with a coercion triplet and 257

varying syntactic structure (på-NP, med-NP, NP) 258

and (b) a sentence prompting event resolution: 259

(a) Kim {VERB-FIN} {PREP|Ø} {ENTITY-DEF}. 260

(b) Det som Kim {VERB-FIN} å gjøre, var 261

å [MASK]. (What Kim {VERB-FIN} to do, 262
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was [MASK].)263

264

Each placeholder in brackets is replaced with the265

relevant lexical item. The template encompasses a266

combination of the following elements:267

• 90 entities ({ENTITY-DEF}) were carefully268

selected to represent real artifacts, avoiding269

abstract and ambiguous concepts. In addition,270

following Piñango and Deo (2016, p. 387), we271

ensured that entities can be semantically in-272

terpreted as "incremental theme arguments of273

the implicit event", a crucial element in coer-274

cion configurations. We included entities that275

never occurred in coercion sentences in the276

NCC corpus study, ensuring that the models277

(especially those trained exclusively on NCC)278

are exposed to sentences not seen during pre-279

training. Six distinct entity categories were280

used: food, text, clothing, everyday objects,281

construction/housing, and entertainment. En-282

tities were only used in definite form.283

• Four aspectual verbs ({VERB-FIN}), namely284

begynne (begin), starte (start), fortsette (con-285

tinue), and avslutte (finish) were composed286

with each entity. The verb was always pre-287

sented in the same simple past form (preteri-288

tum) in both sentences in a pair.289

• Three syntactic constructions were used290

({PREP|Ø}): the complement is either intro-291

duced by a PP with the prepositions på or292

med followed by the NP denoting an entity,293

or only by the latter NP.294

• The same subject was used for every sentence,295

with a neutral name (Kim) to avoid gender and296

other biases that may affect the results.297

• In all pairs, the prompt (b) included the298

[MASK] token the model has to predict.299

A total of 1080 sentence pairs in standard written300

Bokmål form were used to each model.301

3.3 Models302

We evaluated a total of 17 different pre-trained Nor-303

wegian LMs varying in framework, parameter size,304

and training data. The models belong to two broad305

categories: BERT-like autoencoder models, and au-306

toregressive models such as GPT-2 (Radford et al.,307

2019), LLAMA-2 (Touvron et al., 2023), Mistral308

Model # Par. Tr. Data
MBERT CASED/UNCASED 178M 3.3B*
NB-BERT-BASE 178M 7B
NB-BERT-LARGE 355M 7B
NORBERT 111M 1.9B
NORBERT2 125M 15B
NORBERT3-base 123M 25B
NORBERT3-large 353M 25B
NORBERT3-SMALL 40M 25B
NORBERT3-XS 15M 25B
NORBLOOM-7B-SCRATCH 7B 26.7B
NORGPT-369M 369M 25B
NORGPT-3B 3B 25B
NORGPT-3B-CONTINUE 3B 25B
NORLLAMA-3B 3B 26.7B
NORMISTRAL-7B-SCRATCH 7B 26.7B
NORMISTRAL-7B-WARM 7B 26.7B

Table 1: Tested LMs with approximate information on
number of parameters (#Par.) and training data (Tr.
Data). *mBERT was trained on 114 languages.

(Jiang et al., 2023) and Bloom (Scao et al., 2023) 309

(Table 1). All models are available on Hugginface2. 310

3.4 Baseline Model 311

To assess event retrieval in complement coercion 312

by LMs, it is necessary to find a baseline model, 313

here provided by the NCC, an open-source corpus 314

used for training most LMs in Norwegian 3. For 315

each entity in the dataset, we extracted the most 316

probable verbs (events) associated with the entity. 317

The extracted verbs were determined on the basis 318

of the Pointwise Mutual Information (PMI) score, a 319

metric evaluating the association strength between 320

two words w1 and w2 (Church and Hanks, 1990): 321

PMI(w1, w2) = log
P (w1, w2)

P (w1) · P (w2)
322

In our study, the score was calculated through the 323

joint probability between each sentence predicate 324

(event) and its object (entity) in the entire corpus. 325

3.5 Evaluation and Anotation 326

We used two common evaluation metrics. One is 327

mean average precision (mAP) (see Manning et al. 328

(2009, from p. 159) and Kotlerman et al. (2010)): 329

mAP =
1

S

S∑
s=1

AP(s) 330

2https://huggingface.co/
3The National Library of Norway, the maintainer of the

NCC corpus, has recently updated its distribution policies, lim-
iting access to some subcorpora. This has caused a decrease
in the corpus size from approximately 7B to 4.5B tokens. The
present study was conducted on the previous corpus version.
More information on https://huggingface.co/datasets/
NbAiLab/NCC
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Model mAP A1
NCC (Baseline) 0.59 0.47
NORGPT-369M 0.56 0.54
NORGPT-3B 0.48 0.42
NORGPT-3B-CONTINUE 0.46 0.42
NORLLAMA-3B 0.71 0.67
BERT-BASE-MULTILINGUAL-CASED 0.07 0.00
BERT-BASE-MULTILINGUAL-UNCASED 0.27 0.22
NB-BERT-BASE 0.38 0.33
NB-BERT-LARGE 0.54 0.47
NORBERT 0.25 0.18
NORBERT2 0.44 0.34
NORBERT3-BASE 0.63 0.58
NORBERT3-LARGE 0.60 0.55
NORBERT3-SMALL 0.59 0.55
NORBERT3-XS 0.29 0.16
NORBLOOM-7B-SCRATCH 0.46 0.34
NORMISTRAL-7B-SCRATCH 0.38 0.29
NORMISTRAL-7B-WARM 0.63 0.54

Table 2: Mean average precision (mAP) and top-rank
accuracy (A1) results on the covert event retireval task
in Norwegian.

It consists of the weighted means of average preci-331

sion (AP ) scores across all sentences (S):332

AP(q) =
5∑

k=1

P (k) ·∆R(k)333

where P is the precision value calculated at the334

cut-off rank k and ∆R(k) is the change in recall335

(R) from rank k − 1 to k. mAP provides the rank-336

ing direction of models when complement coercion337

occurs. A high mAP value indicates a model that338

mostly considers accomplishment verbs in the pre-339

diction list, collocating them at the top, whereas340

a low mAP value suggests a failure in prioritizing341

accomplishment verbs as completions.342

The second metric is the mean top-ranked ac-343

curacy (A1) in all sentences, considering only the344

most likely prediction in the ranking. This metric345

allows us to study what types of verb (events) the346

models consider as the most salient ones.347

4 Results and Task Discussion348

Table 2 shows the performance results of all LMs349

on the covert event retrieval task in Norwegian,350

with mAP and A1 scores. Model performance351

varies according to the interplay of two main fac-352

tors: model framework and model size (number of353

parameters and training data). The NORBERT3 fam-354

ily shows relatively high performance compared355

to other BERT-like frameworks, with NORBERT3-356

BASE and NORBERT3-LARGE outperforming the357

baseline on both measures. Larger LMs outperform358

NB-BERT models and the previous generations of359

NORBERT models, which showed poorer perfor- 360

mances, possibly due to less training data available. 361

Models like NORBERT3-XS performed less well 362

probably due to their reduced parameter size de- 363

spite the same amount of training data. 364

Almost all GPT-2-based models, as well as 365

NORBLOOM-7B-SCRATCH and NORMISTRAL-7B- 366

SCRATCH performed poorly, ranking below the 367

baseline, despite their size.NORMISTRAL-7B- 368

WARM outperforms the baseline in both cases, com- 369

pared to the version trained from scratch: pretrain- 370

ing on the English vanilla version and successive 371

pretraining on Norwegian data may have given the 372

model an advantage, allowing for the transfer of 373

rich representations from English text. Finally, 374

NORLLAMA-3B can be considered as the most 375

capable model among those tested here. Its suc- 376

cess could be attributed perhaps to its large training 377

corpus, with more than 25B training tokens in Nor- 378

wegian and other Scandinavian languages. 379

Language models generally struggle to inter- 380

pret complement coercion sentences. Overall low 381

mAP scores suggest difficulties in generating plau- 382

sible accomplishments among high-ranked candi- 383

date mask replacements. This is confirmed when 384

cross-analyzing A1 scores: even the best model, 385

NORLLAMA-3B fails to reach a 70% level of ac- 386

curacy, indicating that a consistent chance that it 387

non-accomplishments and other implausible verbs 388

will be predicted as plausible interpretations at the 389

top of the list. Similarly, the top-10 ranked models 390

achieve an A1 score ranging from 0.42 to 0.58, in- 391

dicating that they have on average 50% chance of 392

failing to rank accomplishments at the top. 393

We will now turn to an analysis of model per- 394

formance taking into account both mAP and A1 395

scores subdivided according to aspectual verbs and 396

their syntactic structures in coercion sentences. For 397

the sake of simplicity, we will consider the best 398

performing model NORLLAMA-3B. The results 399

are shown in Table 3. 400

Consistently high mAP scores are found with 401

initiation verbs. The verb starte shows high mAP 402

scores reaching 0.81 precision when entity argu- 403

ments in coercion sentences are introduced by the 404

preposition med, 0.79 with nominals, and 0.76 with 405

the preposition på. The verb begynne was asso- 406

ciated with worse performance, while showing a 407

similar trend as starte. Sentences with entity argu- 408

ments introduced by med reached 0.79 precision, 409

0.75 with nominals, and 0.73 with på. The two 410

remaining aspectual verbs showed similar results, 411
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NorLlama-3B mAP A1
verb prep

avslutte ø 0.66 0.61
med 0.75 0.69
på 0.64 0.53

begynne ø 0.75 0.72
med 0.79 0.81
på 0.73 0.71

fortsette ø 0.64 0.57
med 0.64 0.56
på 0.59 0.46

starte ø 0.79 0.80
med 0.81 0.83
på 0.76 0.76

Table 3: Mean average precision (mAP) and top-rank ac-
curacy (A1) results of NORLLAMA-3B categorized by
aspectual verbs (begynne, starte, fortsette, and avslutte)
and syntactic composition (introduced either by prepo-
sitions på or med, or by nominal, here ø) in coercion
sentences.

and arguments with med as preposition obtained412

higher precision scores. In sentences with fort-413

sette, both nominals and med-prepositional phrases414

reached the same score (0.64).415

A1 scores show a similar trend. The model per-416

forms better when coercion sentences are intro-417

duced by starte, with 0.83 of A1 accuracy when418

the entity NP is introduced by med-PP, 0.80 without419

a preposition, and 0.76 by på-PP. The verb begynne420

also serves as trigger for complement coercion,421

with a A1 score of 0.81 with med-prepositional422

phrases, 0.72 with simple nominals, and 0.71 with423

verb argument phrases introduced by på.424

Two key observations are suggested by this anal-425

ysis. First, different aspectual verbs are associated426

with differences in model performance. Our results427

indicate that the model can recover the implicit428

meaning more easily with initiation verbs in co-429

ercion sentences. This is consistent with the cor-430

pus analysis of Radaelli and Baggio (2025), which431

showed that among all aspectual verbs, initiation432

verbs feature more frequently in coercion sentences.433

Second, we only find weak differences in perfor-434

mance as a function of the syntax of post-verbal435

arguments. This suggests that the type of syntac-436

tic structures in complement coercion sentences437

plays only a minor role in the model’s process of438

recovery of implicit meaning.439

4.1 Model surprisal 440

Previous studies (see above) indicated that LMs 441

struggle to consistently retrieve covert events for 442

complement coercion sentences. To understand 443

the reasons behind these prediction difficulties, we 444

can study the model’s behavior when it is exposed 445

to complement coercion sentences. We conducted 446

a further analysis that complements the previous 447

ranking results by computing surprisal estimates 448

for coercion sentences. Surprisal is used in NLP 449

and psycholinguistic studies to quantify effort dur- 450

ing sentence processing (see Hale (2001); Levy 451

(2008); Smith and Levy (2013); Salicchi et al. 452

(2023); Oh and Schuler (2023); Shain et al. (2024)): 453

S(wi) = − log2 P (wi | w1, . . . , wi−1) 454

Surprisal measures how unexpected a given word 455

(wi) is, given its left context (w1...wi−1). Higher 456

surprisal values indicate greater processing diffi- 457

culty, as upcoming words are less predictable. 458

We will use surprisal to determine whether mod- 459

els expect an entity-denoting noun in coercion 460

triples. Specifically, we will compare surprisal 461

estimates for complement coercion sentences (e.g., 462

Kim begynte på boken, Kim began (on) the book) 463

with their overt eventive counterparts (e.g., Kim 464

leste boken, Kim read the book). The events were 465

selected considering the highest PMI scores be- 466

tween each accomplishment and its associated en- 467

tity. In total, we examined 2,160 sentences, using 468

the same sentences from the previous task (1,080 469

coercion, 1,080 overt) combining all aspectual 470

verbs, all entities, and the same three different syn- 471

tactic structures. To compute surprisal estimates, 472

we used log-probabilities provided by model log- 473

its. As coercion and overt sentences may differ 474

in length, we will compute surprisal estimates for 475

sentences as the mean of each word’s surprisal: 476

Smean(s) =
1

N

N∑
i=1

S(wi) 477

where N corresponds to the number of token 478

present in a sentence s. Here too, we tested sur- 479

prisal for NORLLAMA-3B as a high performance 480

model in this task. For the calculation of surprisal 481

estimates, we used the tool minicons on Python. 482

The data were analyzed using Wilcoxon signed- 483

rank tests to compare the surprisal values between 484

coercion and overt sentences. We hypothesized 485

that the model would show higher surprisal values 486
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Baseline model Model With Syntax
Coefficient (β) Coefficient (β)

Intercept (Nominals) 9.7983 (p < 0.001) 2.0463 (p < 0.001)
Coercion 0.9429 (p < 0.001) 1.4946 (p < 0.001)
Sequence Length -1.0612 (p < 0.001) 1.3388 (p < 0.001)
Explicit — 0.5517 (p < 0.001)
Med — -2.5418 (p < 0.001)
På — -2.2583 (p < 0.001)

Table 4: Effect of Syntax on Surprisal. Comparison of
two models.

for coercion sentences than for overt ones. The487

results confirmed the hypothesis, showing a statis-488

tical difference in surprisal (W= 367176, p<0.001).489

This suggests a tendency of the model to assign490

prediction logits with lower probabilities when pro-491

cessing coercion sentences.492

In order to analyze the extent to which syntactic493

structure can influence surprisal in coercion sen-494

tences, we proposed and compared two regression495

models. As baseline, we ran a model on surprisal496

using only sentence type (coercion vs explicit)497

and sequence length as predictors. The second498

model also included syntactic structure as a predic-499

tor (with på-PPs, med-PPs and direct nominals as500

levels). The baseline model (R2 = 0.173) revealed501

that coercion sentences significantly increased sur-502

prisal. Moreover, sequence length negatively corre-503

lated with surprisal, meaning that longer sentences504

led to lower surprisal values. The second model505

(R2 = 0.181) shows a significant positive trend in506

the coercion condition, as the baseline model. On507

the other hand, sequence length shows in this case508

a positive effect on surprisal. Sentences with med-509

prepositional phrases demonstrate lowest surprisal,510

while sentences with på exhibit slightly higher sur-511

prisal, but still lower than in the nominal condi-512

tions. Comparing the variance of the two models513

(∆R2 = +0.008), we find small improvements at-514

tributable to syntax. Prepositions therefore reduce515

surprisal in contrast to sentences with direct nom-516

inals, where med-sentences led to lower surprisal,517

followed by the på. A boxplot is shown in Figure518

2, displaying the surprisal values for the different519

syntactic structures.520

5 General Discussion and Conclusion521

The analyses carried out in this study clearly show522

that complement coercion remains an open chal-523

lenge for LMs in low-resource languages, such as524

Norwegian. We investigated the extent to which525

LMs could recover implicit events in complement526

Figure 2: Boxplot describing surprisal values across
syntactic structures.

coercion sentences. If models recognize these as 527

coercion constructions, that require event retrieval, 528

they should be able to distribute verb (event) pre- 529

dictions in such a way that accomplishments are 530

ranked as the most probable covert events. 531

However, the outcomes of the event retrieval task 532

indicate that LMs still have difficulties recovering 533

implicit events. In particular, A1 scores are con- 534

sistently low across models, suggesting a failure 535

to retrieve potential accomplishment verbs as the 536

most likely event predictions in the task. Moreover, 537

the mAP scores confirmed the models’ limitations, 538

as they fail to systematically rank accomplishment 539

verbs in higher positions consistently. Only few 540

models could outperform the baseline, whose pre- 541

dictions are based on simple statistical calculations 542

on the NCC corpus frequency: this is significant, 543

considering that such models were trained on cor- 544

pora 3.5 times bigger than the baseline size. The re- 545

sults also highlight performance differences across 546

model architectures: 547

• NORLLAMA-3B outperformed all the mod- 548

els, obtaining a moderate performance score; 549

its success may be due to its new improved 550

architecture and training optimizations (e.g., 551

SwiGLU activation function, Grouped Query 552

Attention mechanism, rotary positional em- 553

beddings) combined with a high amount of 554

training data. 555

• GPT-models, on the other hand, could not 556

perform the task efficiently, even with the 557

larger models. Probably, the traditional autore- 558

gressive GPT-2 lacks an efficient architecture 559

to capture underlying information like covert 560

events evoked by coercion phenomena. 561

• Even NORBLOOM-7B-SCRATCH and 562
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NORMISTRAL-7B-SCRATCH performed563

poorly despite their size. Their low perfor-564

mance could be attributed to its training565

phase done solely on Norwegian, especially566

when compared with the best performing567

NORMISTRAL-7B-WARM with a prior568

pre-training phase on English. Moreover,569

NORBLOOM-7B-SCRATCH derives from a570

176B-parameter multilingual model (Scao571

et al., 2023). We can suppose that a model572

rescaling to 7B parameters pretraining solely573

on Norwegian could have led to undertraining574

and to failure in capturing semantic and575

syntactic information in an effective way.576

• The NORBERT3 family, especially the base577

and large versions, could reach moderate per-578

formance levels despite their reduced number579

of parameters. The BERT architecture ap-580

pears to be well-suited for learning and storing581

world knowledge and relational knowledge582

between words during pretraining, making583

them effective for cloze tasks (Petroni et al.,584

2019; Rogers et al., 2020). In addition, their585

customized autoencoder framework, incorpo-586

rating the extended MLM pre-training task587

(Samuel et al., 2023), may have facilitated588

acquisition of syntactic and semantic infor-589

mation relevant for the present task. To this590

purpose, it should be noticed that also in the591

complement coercion study of Rambelli et al.592

(2020) on English a bidirectional architecture593

(RoBERTa) was the one showing the highest594

correlations with human production frequen-595

cies for the candidate covert event. However,596

vanilla architectures combined with less train-597

ing data would drastically reduce performance598

as seen in the NB-BERT models.599

To better understand how models process coer-600

cion sentences and investigate the reasons behind601

their difficulties in event retrieval task, we com-602

pared surprisal estimates between coercion sen-603

tences and their overt event counterparts. Higher604

surprisal values for complement coercion sentences605

suggest that LMs generally find coercion construc-606

tions less predictable, which should be expected607

given their relative infrequency in Norwegian cor-608

pora. However, rare constructions in human lan-609

guage can still be interpreted by exploiting lexical610

meaning and syntactic structure, even when context611

is minimal or absent: overall, our results suggest612

that LMs are unable to exploit available composi-613

tional information to generate accomplishments as 614

plausible event completions in complement coer- 615

cion sentences. 616

A more detailed analysis of the best performing 617

model revealed only moderate variation in perfor- 618

mance according to the specific aspectual verb used. 619

Initiation verbs lead to better performance: based 620

on results of corpus studies, this is probably due 621

to stronger statistical associations between these 622

aspectual verbs and (particular classes of) entity- 623

denoting nominals. However, we could not find 624

clear differences between different syntactic con- 625

structions within the same aspectual verbs, which 626

suggests that models cannot exploit differences in 627

syntactic structure to recognize these as coercion 628

constructions and accordingly attempt the retrieval 629

of plausible accomplishments. 630

Linear regression models were also proposed for 631

checking whether coercion surprisal estimates were 632

influenced by the syntactic structures proposed in 633

the dataset. Results revealed weak differences in 634

surprisal estimates, especially between coercion 635

sentences with entity-denoting complements intro- 636

duced by prepositions or directly by NPs, showing 637

greater processing difficulties in the latter cases. 638

This partially aligns with the results presented in 639

table 3, where nominals led to lower scores, while 640

med-PPs were associated with better performance. 641

Moreover, LM behavior aligns weakly with the 642

NCC corpus study by Radaelli and Baggio (2025): 643

the authors found that med-prepositional phrases 644

occur more frequently in coercion constructions 645

and allow greater flexibility in event interpretations. 646

Considering LM’s inability to exploit composi- 647

tionality (lexical meaning and syntactic structure) 648

with complement coercion sentences, future work 649

should explore what other factors can impact LM’s 650

performance in this task. There are at least two 651

possible research directions. First, an analysis of 652

the role of linguistic context as a factor in perfor- 653

mance improvement: what aspects of sentence or 654

discourse context can facilitate event retrieval? Sec- 655

ond, an analysis of the extent to which LM’s per- 656

formance is dependent on ontology of entity types: 657

can event retrieval be facilitated by specific classes 658

of entities, as suggested by theoretical linguistic 659

and corpus research? 660
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