
Two Intermediate Translations Are Better Than One: Fine-tuning LLMs
for Document-level Translation Refinement

Anonymous ACL submission

Abstract

Recent research has shown that large language001
models (LLMs) can enhance translation qual-002
ity through self-refinement. In this paper, we003
build on this idea by extending the refinement004
from sentence-level to document-level trans-005
lation, specifically focusing on document-to-006
document (Doc2Doc) translation refinement.007
Since sentence-to-sentence (Sent2Sent) and008
Doc2Doc translation address different aspects009
of the translation process, we propose fine-010
tuning LLMs for translation refinement using011
two intermediate translations, combining the012
strengths of both Sent2Sent and Doc2Doc. Ad-013
ditionally, recognizing that the quality of in-014
termediate translations varies, we introduce015
an enhanced fine-tuning method with quality016
awareness that assigns lower weights to easier017
translations and higher weights to more diffi-018
cult ones, enabling the model to focus on chal-019
lenging translation cases. Experimental results020
across ten translation tasks with LLaMA-3-021
8B-Instruct and Mistral-Nemo-Instruct demon-022
strate the effectiveness of our approach. We023
will release our code on GitHub.024

1 Introduction025

Recent research has shown that large language026

models (LLMs) can improve their outputs through027

self-refinement (Madaan et al., 2023). In machine028

translation, translation refinement improves trans-029

lation quality by refining intermediate results. For030

instance, Chen et al. (2024c) use GPT for transla-031

tion refinement with simple prompts for iterative032

improvements. Similarly, Raunak et al. (2023) em-033

ploy a chain of thought (CoT) strategy to describe034

suggested changes in natural language. Koneru035

et al. (2024) futher expand this approach by using036

document-level context to refine current sentences.037

Unlike previous studies, we extend translation038

refinement from sentence-level to document-level,039

refining the translations of all sentences in a040

document in one go. A document’s translation041

Source Document

#1 竞争就像是一台跑步机/pao_bu_ji。
#2 如果你呆在原地，就会被送下跑步机/pao_bu_ji。
#3 但即使/dan_ji_shi你跑起来，你也无法真正跨出

跑步机/pao_bu_ji，进入新领域/jin_ru_xin_ling_yu
Sent2Sent Translation

#1 Competition is like a running machine.

#2 If you stay where you are, you will be taken away from the treadmill.

#3 Even if you do run, you can’t truly step outside the treadmill, into

new territory.

Doc2Doc Translation

#1 Competition is like a treadmill.

#2 If you stand still, you get thrown off.

#3 But even if you run, you can never really get off the treadmill.

Our Translation Refinement

#1 Competition is like a treadmill.

#2 If you stand still, you get thrown off.

#3 But even if you run, you can’t really step off the treadmill, into new

territory.

Figure 1: An example of Sent2Sent and Doc2Doc
Chinese-to-English translations.

can be generated either by a sentence-to-sentence 042

(Sent2Sent) or document-to-document (Doc2Doc) 043

system. However, Sent2Sent translation, lack- 044

ing document-level context, often faces discourse- 045

related issues like lexical inconsistency and coher- 046

ence problems. For example, as shown in Fig- 047

ure 1, the word “跑步机/pao_bu_ji” in the source 048

document is translated as both running machine 049

and treadmill in the Sent2Sent translation. Addi- 050

tionally, translating “但即使/dan_ji_shi” as even 051

if disrupts coherence by ignoring the discourse 052

relationship between sentences #2 and #3. Con- 053

versely, while Doc2Doc translation can reduce 054

these discourse-related issues by incorporating both 055

source- and target-side document-level context, 056

it often suffers from under-translation, omitting 057

phrases, clauses, or entire sentences. For example, 058

the verb phrase “进入新领域/jin_ru_xin_ling_yu” 059

in the source document is completely omitted 060

in the Doc2Doc translation. Taking Chinese-to- 061

English document-level translation as example, Ta- 062

ble 1 compares the performance between Sent2Sent 063

and Doc2Doc by LLaMA3-8B-Instruct without 064

fine-tuning. It shows that Doc2Doc achieves bet- 065
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System d-COMET Coh. LTCR ALTI+
Sent2Sent 82.18 54.98 46.32 59.32
Doc2Doc 83.60 56.21 50.00 58.66

Table 1: Performance comparison between Sent2Sent
and Doc2Doc Chinese-to-English translations.

ter performance in document-level metrics like d-066

COMET (Vernikos et al., 2022; Rei et al., 2022a),067

Coherence (Li et al., 2023) and LTCR (Lyu et al.,068

2021), while Sent2Sent excels in sentence level069

metrics like ALTI+ (Dale et al., 2023) which de-070

tects hallucination and under-translation.1071

Therefore, we conjecture that refining document-072

level translation over two intermediate translations073

from both Sent2Sent and Doc2Doc systems can074

leverage their strengthens, thereby mitigating the075

aforementioned issues. Given a source document,076

we prompt an existing LLM to generate Sent2Sent077

and Doc2Doc translations, denoted as sent2sent078

and doc2doc translations, respectively. We then079

construct a document-level refinement quadruple080

(source, sent2sent, doc2doc, reference), where ref-081

erence serves as the naturally refined translation082

with all the elements at the document level.083

Motivated by Feng et al. (2024a), who show084

that distinguishing between sentences with varying085

quality improves sentence-level translation refine-086

ment, we propose an enhanced fine-tuning with087

quality awareness. This enhanced fine-tuning dif-088

ferentiates instances based on the difficulty of re-089

finement by expanding above quadruple into a quin-090

tuple (source, sent2sent, doc2doc, quality, refer-091

ence). The goal of it is to address the varying092

difficulty of refining translations at sentence- and093

document-level. Naturally, we weight the docu-094

ments at sentence level instead of instance level (Li-095

son and Bibauw, 2017) or token level (Fang and096

Feng, 2023) since the quality of different sen-097

tence within one document may differ significantly.098

Please refer to Appendix A for more details. By099

incorporating a quality score as an additional factor100

during fine-tuning, it helps the model prioritize and101

output a better translation with differing refinement102

inputs.103

Overall, our main contributions in this work can104

be summarized as follows:2105

• We extend translation refinement from the tra-106
1Detailed experimental settings, metrics and the results

can be found in Section 3.
2See Appendix D for how our approach can be easily

adapted to Doc2Doc translation, even when the source and
target documents have differing numbers of sentences.

ditional sentence-level to the document-level, 107

and further expand it by refining two interme- 108

diate translations rather than just one. 109

• We introduce enhanced fine-tuning with qual- 110

ity awareness, which differentiates instances 111

based on the difficulty of refinement. 112

• Experimental results on two popular LLMs 113

across ten X ↔ En document-level transla- 114

tion tasks demonstrate that refining two in- 115

termediate translations outperforms refining 116

from a single translation. 117

2 Methodology 118

Unlike previous studies that fine-tune LLMs for 119

translation using sentence- or document-level par- 120

allel datasets, our approach focuses on document- 121

level translation refinement. Specifically, to lever- 122

age the diversity between Sent2Sent and Doc2Doc 123

translations, we introduce document-level transla- 124

tion refinement with two intermediates, using the 125

reference as the target. This emphasis on document- 126

level refinement, rather than direct translation or 127

sentence-level refinement, distinguishes our work 128

from prior LLM-based translation methods. 129

As shown in Figure 2, we develop our document- 130

level refinement LLMs in two steps: 131

• Fine-Tuning Data Preparation (Section 2.1): 132

For each source-side document in the fine- 133

tuning set, we generate two versions of its 134

translation: one using Sent2Sent translation 135

and the other using Doc2Doc translation. 136

• Enhanced Fine-Tuning with Quality Aware- 137

ness (Section 2.2): Using the prepared fine- 138

tuning data, we fine-tune LLMs in two stages: 139

a naïve fine-tuning stage followed by the other 140

stage with a quality-aware strategy. 141

Finally, Section 2.3 describes the inference. 142

2.1 Fine-Tuning Data Preparation 143

We represent a document-level parallel in the fine- 144

tuning data as (s, r), where s = [s1, · · · , sN ], 145

r = [r1, · · · , rN ], with N denoting the number 146

of sentences in the document pair. First, we use 147

LLMMS to generate sentence-level translations 148

y = [y1, · · · , yN ] by translating sentences in s indi- 149

vidually, following the prompt template in Figure 3 150

(a). Then, we generate document-level translations 151

z = [z1, · · · , zN ] by treating the document as a 152
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（a) Fine-tuning Data Preparation

Source Document

Reference Document

Sent2Sent Translation

Doc2Doc Translation

（b)  Enhanced Fine-Tuning with Quality Awareness

Source
Document

Sent2Sent 
Translation

（c)  Inferencing

Doc2Doc 
Translation

Refined
Translation

Quality-aware Weight

Figure 2: Illustration of our approach.

continuous sequence, as shown in Figure 3 (b). We153

follow Li et al. (2024) to organize the sentences154

within a document by inserting markers # id be-155

tween neighbouring sentences, which indicate their156

respective positions. Typically, most references r157

have higher quality than y and z though some ref-158

erences may have lower quality (Xu et al., 2024a)159

which can be treated as noise. Thus, we use r as160

the target for refinement, as Feng et al. (2024a).161

This process yields the document-level refinement162

quadruple (x,y, z, r).163

Sentence-level Quality-aware Weight. For two164

sentences si and sj in document s, the difficulty of165

refining their translations can vary, depending on166

the quality of their respective translations yi/zi and167

yj /zj . Based on the definition in Feng et al. (2024a),168

easy translations differ significantly from the refer-169

ence, providing the most room for refinement,while170

hard translations are nearly perfect, making refine-171

ment more challenging. Thus, we assign lower172

weights to easy translations and higher weights to173

hard translations. For sentence si and its two trans-174

lations yi and zi, we use reference-based sentence-175

level COMET to evaluate the translation quality176

and compute the weight as follows:177

wi = 1 + λ(max(DA(si, yi, ri),

DA(si, zi, ri))− ϵ),
(1)178

where λ and ϵ are the hyper-parameters, and179

DA is computed using reference-based COMET180

wmt22-comet-da3 (Rei et al., 2022a). This ex-181

3https://huggingface.co/Unbabel/
wmt22-comet-da

pands the document-level refinement quadruple 182

into a quintuple (x,y, z,w, r), where w = 183

[w1, · · · , wN ] represents sentence-level quality- 184

aware weights.4 185

Preventing Position Bias. Figure 3 (c) shows 186

the prompt template for document-level translation 187

refinement. To avoid position bias, where LLMs 188

might only attend to specific positions (Liu et al., 189

2024), the placeholder <hyp1> can represent either 190

the sentence-level translation y or the document- 191

level translation z, with the other in <hyp2>. This 192

design creates two instances from the quintuple 193

(x,y, z,w, r). For clarity, we refer to the quintuple 194

as (x,h1,h2,w, r), where h1 and h2 denote the 195

two intermediate translations in the template. 196

2.2 Enhanced Fine-Tuning with Quality 197

Awareness 198

To better leverage the training set, we propose an 199

enhanced fine-tuning strategy, fine-tuning LLM 200

MT in two stages on the same dataset. In the first 201

stage, we perform naïve fine-tuning treating all in- 202

stances equally. In the second stage, we fine-tune 203

with quality-aware weights. The prompt template 204

for the fine-tuning in both stages is shown in Fig- 205

ure 3 (c). 206

Naïve Fine-Tuning. In this stage, the LLMMT 207

is fine-tuned on the fine-tuning set T to minimize 208

the following cross-entropy loss function: 209

4Comparison with other weighting variants, including
instance-level weighting, is provided in Appendix G.
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L1 (T ) = −
∑
q∈T

logP (r|P (s,h1,h2))

= −
∑
q∈T

N∑
i=1

logP (ri|P (s,h1,h2) , r<i) ,

(2)210

where q denotes a quintuple (x,h1,h2,w, r),211

P (s,h1,h2) returns the prompt defined by the212

template, r<i represents the previous sentences213

before ri in r. In this stage, all sentences in the214

reference document r are assigned equal weights,215

specifically a weight of 1.216

Quality-aware Fine-Tuning. In this stage, we217

continue to fine-tune MT on T using a quality-218

aware strategy, achieved by assigning quality-219

aware weights to the sentences in the reference220

r when calculating the loss function:221

L2 (T ) = −
∑
q∈T

n∑
i=1

wi logP (ri|P (s,h1,h2) , r<i) .

(3)222

Specifically, all tokens within a reference sentence223

ri have the same weight wi. And we refer to the224

fine-tuned LLM asM∗
T .225

2.3 Inferencing226

Once fine-tuning the LLMM∗
T is complete, we use227

it to refine translations on the test sets. As shown in228

Figure 2 (c), we first promptMS to generate both229

Sent2Sent and Doc2Doc translations. Then, for230

each source document, the two intermediate trans-231

lations are fed into M∗
T for refinement. During232

inferencing, quality-aware weights are not needed.233

3 Experimentation234

3.1 Experimental Settings235

Datasets. Following recent works (Li et al., 2024;236

Lyu et al., 2024; Alves et al., 2024; Cui et al.,237

2024), to avoid data leakage (Garcia et al., 2023),238

we utilize the latest News Commentary v18.15 in239

WMT24, which features parallel text with docu-240

ment boundaries. Our experiments cover five lan-241

guage pairs in both directions: English (En) ↔242

{German (De), Russian (Ru), Spanish (Es), Chi-243

nese (Zh), and French (Fr)}. For each pair, we244

randomly select 150 documents for development245

and another 150 for testing. Specifically, we split246

long documents into chunks. Details on the dataset247

and handling long documents are in Appendices B248

and C.249
5https://www2.statmt.org/wmt24/

translation-task.html

(b) Doc2Doc Translation

Translate this document from <src_lang> into <tgt_lang>.
Don’t give any explanation.
Each sentence is separated by #id.
<src_lang> Source: <doc_src>
<tgt_lang> Translation:

(a) Sent2Sent Translation

Translate this document from <src_lang> into <tgt_lang>.
Don’t give any explanation.
<src_lang> Source: <sent_src>
<tgt_lang> Translation:

(c) Translation Refinement

You are an expert in editing translations. 
Given a <src_lang> source text and two <tgt_lang> 
translated versions, please produce an improved 
translated version by drawing upon the strengths of both 
initial translations.
Don’t give any explanation.
Each sentence is separated by #id.
<src_lang> Source: <doc_src>
<tgt_lang> Translation 1: <hyp1>
<tgt_lang> Translation 2: <hyp2>
<tgt_lang> Translation Refinement:

Figure 3: Prompt template used for translation and re-
finement.

Models and Settings. We select LLaMA-3- 250

8B-Instruct6 (Meta, 2024) and Mistral-Nemo- 251

Instruct7 (MistralAI, 2024) as the foundation open- 252

source LLMs for applying prompt engineering (i.e., 253

MS) and quality-aware fine-tuning (i.e., MT ).8. 254

For detailed fine-tuning and hyper-parameter set- 255

tings, please refer to Appendix E and F. 256

Baselines. We compare our approach to several 257

baselines: 258

• Sent2Sent: As described in Section 2.1, we 259

promptMS to generate sentence-level transla- 260

tion. In a contrastive setting, we first fine-tune 261

MS at sentence-level translation and then 262

obtain sentence-level translation, referred as 263

Sent2Senttuned. 264

• Doc2Doc: As described in Section 2.1, we 265

promptMS to generate document-level trans- 266

lation. Similarly, Doc2Doctuned refers to 267

document-level translation from fine-tuned 268

MS at document-level translation. 269

6https://huggingface.co/meta-llama/
Meta-Llama-3-8B-Instruct

7https://huggingface.co/mistralai/
Mistral-Nemo-Instruct-2407

8We consider MS and MT to be the same LLM. For
further discussion on cases where MS and MT differ, please
refer to Appendix I.
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• SentRefinesent: It is sentence-level translation270

refinement by fine-tuningMT on Sent2Sent,271

similar to Chen et al. (2024c).272

• DocRefinesent: It is document-level translation273

refinement by fine-tuningMT on Sent2Sent,274

similar to Koneru et al. (2024).275

• DocRefinedoc: It is also document-level trans-276

lation refinement by fine-tuning MT on277

Doc2Doc.278

Note that SentRefinesent, DocRefinesent and279

DocRefinedoc all use one intermediate translation.280

Please refer to Figure 7 in Appendix J for de-281

tailed prompts. Differently, our approach uses both282

Sent2Sent and Doc2Doc as intermediate transla-283

tions.284

Evaluation Metrics. We report document-level285

COMET (d-COMET) scores proposed by Vernikos286

et al. (2022). Specifically, we apply reference-287

based metric wmt22-comet-da (Rei et al., 2022a).288

For other tranditional evaluation metrics, including289

sentence-level COMET (s-COMET), document-290

level BLEU (d-BLEU), please refer to Appendix K.291

Besides, we also report several additional met-292

rics. 1) We follow Li et al. (2023) and Su et al.293

(2022) to compute coherence score (Coh.) using294

cosine similarity between the sentence embeddings295

of SimCSE (Gao et al., 2021) of the neighbouring296

sentences. 2) We report ALTI+ score (Ferrando297

et al., 2022; Dale et al., 2023; Wu et al., 2024b) to298

detect under-translation and hallucination issues in299

translation. 3) We follow Lyu et al. (2021) and com-300

pute LTCR score to measure lexical translation con-301

sistency. 4) We compute document-level perplexity302

(PPL) using GPT-29 (Radford et al., 2019). 5) We303

report BlonDe (Jiang et al., 2022), which evaluates304

discourse phenomena via a set of automatically ex-305

tracted features (Deutsch et al., 2023). Except for306

ALTI+, these metrics are document-level metrics.307

LTCR, BlonDe, and PPL are computed only for the308

X → En translation direction, while the other two309

metrics are applicable to all translation directions.310

3.2 Main Results311

Table 2 presents the performance comparison in312

d-COMET. From it, we observe:313

• Extending the translation unit from sentence-314

level to document-level improves over-315

all performance, as Doc2Doc outperforms316

9https://huggingface.co/openai-community/gpt2

Sent2Sent. This aligns with findings 317

from related studies (Karpinska and Iyyer, 318

2023). However, fine-tuned LLMs exhibit 319

different performance trends. LLaMA-3- 320

8B-Instruct shows similar performance for 321

both Sent2Senttuned and Doc2Doctuned, while 322

Mistral-Nemo-Instruct performs better with 323

Doc2Doctuned compared to Sent2Senttuned. 324

• Refining with a single input, whether from 325

Sent2Sent or Doc2Doc, leads to higher 326

COMET scores. However, this refinement 327

shows little to no improvement over the per- 328

formance of directly fine-tuned LLMs. 329

• Our refinement approach, based on the 330

two intermediate translations Sent2Sent and 331

Doc2Doc, significantly improves translation 332

performance across all language pairs. It 333

achieves COMET score improvements of 2.73 334

and 1.80 on LLaMA-3-8B-Instruct, and 2.21 335

and 1.79 on Mistral-Nemo-Instruct. Our ap- 336

proach also outperforms other baselines, in- 337

cluding both refining with single translations 338

and directly fine-tuning, demonstrating the ef- 339

fectiveness of our proposed approach. 340

• Lastly, disabling the quality-aware fine-tuning 341

stage results in a performance drop, highlight- 342

ing the effectiveness of our fine-tuning strat- 343

egy. Additionally, compared to SentRefinesent, 344

DocRefinesent, and DocRefinedoc, refinement 345

using two intermediate translations outper- 346

forms refinements with just one. 347

Table 3 presents the performance on several addi- 348

tional metrics when LLaMA-3-8B-Instruct is used. 349

The results show that, except for ALTI+, document- 350

level translation and refinement systems outper- 351

form their sentence-level counterparts. By com- 352

bining the strengths of Sent2Sent and Doc2Doc 353

translations, our approach achieves the best perfor- 354

mance across all five metrics. 355

4 Discussion 356

4.1 Refining Translations by GPT and NLLB 357

To further evaluate our approach, we use our fine- 358

tuned LLMs (i.e., Ours in Table 2) to refine trans- 359

lations from GPT-4o-mini (OpenAI, 2024) and 360

NLLB (NLLB Team et al., 2024), the state-of-the- 361

art NMT system. As shown in the upper part of 362

Table 4, refining GPT-4o-mini’s output with one in- 363

termediate translation yields limited improvement 364

5
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# System X→En En→X Avg.De→ Es→ Ru→ Fr→ Zh→ → De → Es → Ru → Fr → Zh
LLaMA-3-8B-Instruct

1 Sent2Sent 85.97 86.62 81.63 84.43 82.18 82.50 85.02 80.97 82.89 76.80 82.90
2 Sent2Senttuned 87.94 87.46 81.98 86.46 84.18 85.42 86.11 80.88 84.30 82.84 84.76
3 Doc2Doc 87.05 87.21 81.07 85.40 83.60 83.35 85.36 80.18 83.14 81.89 83.83
4 Doc2Doctuned 87.82 88.04 81.25 86.37 84.88 85.45 85.61 81.06 84.63 82.18 84.73
5 SentRefinesent 83.70 87.99 82.64 85.98 84.08 85.21 86.34 83.74 84.57 82.93 84.72
6 DocRefinesent 87.42 87.98 81.16 86.56 85.06 85.38 86.32 80.39 84.43 82.61 84.73
7 DocRefinedoc 87.71 88.06 82.73 86.32 84.99 85.07 86.49 83.16 84.73 82.70 85.19
8 Ours 88.14 88.42 82.75 86.69 85.39 86.05 86.86 83.85 84.84 83.35 85.63
9 - QA 88.02 88.35 82.63 86.53 85.09 85.70 86.60 83.17 84.48 82.98 85.36

Mistral-Nemo-Instruct
1 Sent2Sent 86.85 87.21 82.86 85.27 83.82 84.66 85.47 83.78 83.67 79.39 84.30
2 Sent2Senttuned 86.86 86.89 83.33 85.79 83.96 85.49 85.77 84.58 84.49 81.18 84.83
3 Doc2Doc 87.61 87.64 82.60 85.95 84.55 84.34 85.14 84.34 83.66 81.34 84.72
4 Doc2Doctuned 87.80 88.34 82.60 86.39 85.16 86.50 86.72 85.68 85.28 81.27 85.57
5 SentRefinesent 87.73 88.23 83.87 86.23 84.71 86.36 86.48 85.63 85.06 81.27 85.56
6 DocRefinesent 88.09 88.50 82.34 86.21 85.40 86.58 86.91 84.67 85.09 84.06 85.79
7 DocRefinedoc 88.13 88.37 81.65 86.41 85.20 86.44 86.95 83.90 85.11 83.86 85.61
8 Ours 88.45 88.99 84.59 87.00 85.83 86.89 87.31 85.99 85.50 84.53 86.51
9 - QA 88.01 88.27 83.89 86.40 85.37 86.70 86.94 85.34 85.43 83.86 86.02

Table 2: Performance in document-level COMET (d-COMET) score. Bold scores represent the highest performance,
while underlined scores indicate the second-best performance. -QA indicates disabling the quality-aware fine-tuning
stage. Scores of our approach (System #8 and #9) that exceed the highest value in the baselines (System #1 ∼
#7) by ≥ 0.4 points are highlighted with dark red boxes , while those that are positive but < 0.4 points higher are
highlighted with shallow red boxes .

# System Coh. ↑ ALTI+ ↑ LTCR ↑ PPL ↓ BlonDe ↑
1 Sent2Sent 56.17 42.57 57.23 32.86 48.49
2 Sent2Senttuned 56.23 42.94 60.45 30.34 58.61
3 Doc2Doc 62.28 40.04 61.25 31.85 51.30
4 Doc2Doctuned 63.42 42.99 64.99 31.58 57.86
5 SentRefinesent 64.27 43.09 60.08 32.14 57.47
6 DocRefinesent 64.95 43.00 63.62 30.13 58.69
7 DocRefinedoc 65.09 42.80 63.68 31.62 59.01
8 Ours 67.12 43.53 66.57 26.51 59.86
9 - QA 66.07 43.06 65.98 31.64 59.57

Table 3: Averaged performance of LLaMA-3-8B-Instruct in additional metrics.

( #4/#5 vs. #2). In contrast, using two intermedi-365

ate translations increase the COMET score by 0.22366

(#6 vs. #2), suggesting that using two intermediate367

translations is more effective. Our two fine-tuned368

LLMs behave differently: LLaMA-3-8B-Instruct369

experiences a slight drop (85.62 to 85.46), while370

Mistral-Nemo-Instruct successfully improves per-371

formance (85.62 to 86.31). For detailed s-COMET372

scores, please refer to Appendix K.373

Additionally, we refine NLLB-generated transla-374

tions using our fine-tuned LLMs. Since NLLB does375

not support Doc2Doc translation, we simplify the376

process by treating Doc2Doc translation as equiv-377

alent to Sent2Sent translation (i.e., the two inter-378

mediate translations are identical) for refinement379

with our fine-tuned LLMs. As shown in the lower380

part of Table 4, even though the two intermediate381

translations are identical, LLaMA-3-8B-Instruct382

still shows a slight improvement (85.17 to 85.29), 383

while Mistral-Nemo-Instruct demonstrates a more 384

substantial improvement, (85.17 to 86.13). 385

Furthermore, we prompt LLMs to refine transla- 386

tions produced by other LLMs. For detailed exper- 387

imental results, please refer to Appendix I. 388

4.2 Effect of Enhanced Fine-tuning with 389

Quality Awareness 390

Table 5 compares the performance on En↔De 391

and En↔Zh directions for various fine-tuning 392

strategies. Removing either the naïve or the 393

quality-aware fine-tuning stage reduces perfor- 394

mance. Meanwhile, replacing the quality-aware 395

fine-tuning stage with naïve one may cause a per- 396

formance drop, indicating that each stage in our 397

enhanced fine-tuning with quality awareness con- 398

tributes to the overall performance, which can ef- 399
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# System X→En En→X Avg.De→ Es→ Ru→ Fr→ Zh→ → De → Es → Ru → Fr → Zh
GPT Translation & Refining GPT Translation

1 GPT Sent2Sent 86.49 86.53 82.43 84.73 83.98 85.96 86.52 85.28 84.97 83.70 85.06
2 GPT Doc2Doc 87.00 87.12 83.71 85.64 84.75 86.30 86.76 85.59 85.23 84.07 85.62
3 GPT SentRefinesent 86.86 86.89 83.37 83.70 83.33 85.32 86.43 85.42 84.30 83.99 84.96
4 GPT DocRefinesent 87.03 87.26 83.23 85.77 84.29 86.57 87.04 86.04 85.40 84.07 85.67
5 GPT DocRefinedoc 87.04 87.29 83.27 85.63 84.41 86.37 87.03 86.14 85.43 83.93 85.62
6 GPT DocRefinedoc+sent 87.39 87.65 83.44 85.77 84.78 86.61 86.96 86.16 85.46 84.13 85.84
7 L-DocRefinedoc+sent 87.88 88.15 82.07 86.57 85.22 86.31 86.09 83.66 85.28 83.32 85.46
8 M-DocRefinedoc+sent 88.14 88.22 84.39 86.73 85.48 86.88 87.20 86.20 85.69 84.12 86.31

NLLB Translation & Refining NLLB Translation
9 NLLB Sent2Sent 86.79 87.55 83.22 85.62 83.17 84.93 86.22 85.47 84.60 84.17 85.17
10 L-DocRefinedoc+sent 87.85 88.41 81.65 86.51 85.00 86.20 86.43 83.03 84.97 82.80 85.29
11 M-DocRefinedoc+sent 88.10 88.66 84.44 86.17 85.48 86.81 86.74 85.49 85.34 84.08 86.13

Table 4: Performance in d-COMET when refining translations from GPT-4o-mini (upper) and NLLB (lower). For
the GPT-based refinement systems, we use the same prompt templates as those used in our approach, but without
fine-tuning (System #3∼#6). L-* and M-* denote our fine-tuned LLaMA-3-8B-Instrcut and Mistral-Nemo-Instruct
(i.e., Ours in Table 2), respectively.

Stage1 Stage2 De→En En→De Zh→En En→Zh
naïve QA 88.14 86.05 85.39 83.35
naïve - 88.02 85.70 85.09 82.98
QA - 87.76 85.60 84.88 83.05
naïve naïve 87.75 85.91 83.98 82.14

Table 5: Performance comparison when using different
fine-tuning strategies. QA indicates quality-aware fine-
tuning.

Our Approach De→En En→De
w/ preventing position bias 88.14 86.05
w/o preventing position bias 87.60 85.55

Table 6: Performance comparison with and without
preventing position bias.

fectively alleviate overfitting.400

4.3 Effect of Preventing Position Bias401

To prevent introducing position bias, <hyp1> in402

the prompt template can be either Sent2Sent or403

Doc2Doc translation. To examine its effect, we404

compare it with a version where <hyp1> is always405

set to Sent2Sent and <hyp2> is set to Doc2Doc.406

As shown in Table 6, preventing position bias leads407

to a significant boost in performance.408

4.4 Comparison to Reranking409

To demonstrate the effectiveness of our approach410

in combining Sent2Sent and Doc2Doc translations,411

we compare it with two other strategies:412

1) Reranking, which chooses the transla-413

tion with the higher reference-free COMETKiwi414

score10 (Rei et al., 2022b) for each source sen-415

tence (He et al., 2024; Farinhas et al., 2023);416

10wmt22-cometkiwi-da : https://huggingface.co/
Unbabel/wmt22-cometkiwi-da

T1 T2 Strategy De→En En → De
S2S D2D Rerank 86.96 84.20
S2S D2D Rerank + Refine 87.74 85.56
S2S D2D Ours 88.02 86.05
S2S S2S Rerank 86.16 83.07
S2S S2S Rerank + Refine 87.63 85.58
S2S S2S Ours 87.76 86.04
D2D D2D Rerank 86.99 83.30
D2D D2D Rerank + Refine 87.50 85.65
D2D D2D Ours 87.61 85.69

Table 7: Comparison with reranking and reranking +
refining. T1/T2 refers to intermediate translation 1/2.

2) Reranking + Refining, which firstly selects 417

better translation (i.e., Strategy 1) and further re- 418

fines the selected translation using DocRefinedoc 419

and DocRefinesent, similar to Vernikos and 420

Popescu-Belis (2024). 421

As shown in Table 7, our approach outperforms 422

the other two strategies in combining intermedi- 423

ate translations. Furthermore, our approach bene- 424

fits from the diversity of intermediate translations, 425

achieving the best performance when T1 and T2 426

originate from Sent2Sent and Doc2Doc 11, respec- 427

tively. This illustrates that our approach effectively 428

integrates the advantages of both translations. For 429

more details, please refer to Appendix L. 430

4.5 GPT-based Error Annotating 431

Following Wu et al. (2024a), we identify translation 432

errors at both sentence- and document-level. Please 433

refer to Appendix M for detailed prompts. Specifi- 434

cally, we use GPT-4o-Mini to detect sentence-level 435

issues such as mistranslation, over-translation (in- 436

cluding additions), and under-translation (including 437

11To generate diverse S2S and D2D translations, we set
do_sample to true, temperature to 0.3 and top_p to 0.7.

7

https://huggingface.co/Unbabel/wmt22-cometkiwi-da
https://huggingface.co/Unbabel/wmt22-cometkiwi-da


Mistr
an

sla
tio

n

Ove
rtr

an
sla

tio
n

 Ad
dit

ion

Und
ert

ran
sla

tio
n

 Omiss
ion

Coh
esi

on

Coh
ere

nce

Inc
on

sis
ten

t s
tyl

e

 Mult
iple

 te
rm

s
0

100

200

300

400

500

600

700

158

707

152

7 11 18

109

299

42

183

290294

193

389

458

31
73 76

Our Translation Refinement
Doc2Doc Translation
Sent2Sent Translation

Figure 4: Counts of error types on De→En translation.

omissions). Additionally, we address document-438

level issues related to cohesion, coherence and in-439

consistent style (including the use of multiple terms440

for the same concept). Figure 4 shows the results441

for De→En translation. It highlights that: 1) our442

approach addresses all major issues observed in443

Doc2Doc translation; and 2) it improves most of444

the issues in Sent2Sent translation, with a trade-off445

in performance related to under-translation (includ-446

ing omissions). The two highlights suggest that447

our approach effectively combines the strengths of448

both Sent2Sent and Doc2Doc translations.449

5 Related Work450

5.1 LLM-based Translation Refinement451

Current approaches to LLM-based translation re-452

finement can be categorized into two types: prompt453

engineering and supervised fine-tuning (SFT).454

In prompt engineering, Chen et al. (2024c) pro-455

pose a method where ChatGPT iteratively self-456

corrects translations. Raunak et al. (2023) ex-457

plore using GPT-4 for automatically post-editing458

(APE) of neural machine translation (NMT) out-459

puts. Farinhas et al. (2023) generate multiple hy-460

potheses and experiment with various ensemble461

methods. Feng et al. (2024b) introduce Translate-462

Estimate-Refine framework, leveraging LLMs for463

self-refinement. Xu et al. (2023, 2024b) prompt464

LLMs to generate intermediate translations, and465

then provide self-feedback to optimize the final466

output. Yang et al. (2023) examine human inter-467

vention in LLM inference for MT tasks. Chen468

et al. (2024b,a) explore LLMs’ self-reflective and469

contextual understanding abilities. Berger et al.470

(2024) prompt LLMs to edit translations with hu-471

man error markings. Chen et al. (2024d) apply472

retrieval-augmented generation (RAG) to enhance473

translation faithfulness. All of these studies focus474

on sentence-level refinement.475

In SFT, Ki and Carpuat (2024) train LLMs us- 476

ing source sentences, intermediate translations and 477

error annotations. Alves et al. (2024) fine-tune 478

LLMs for translation-related tasks including APE, 479

and train a model called Tower-Instruct. Feng et al. 480

(2024a) propose hierarchical fine-tuning, grouping 481

instances by refinement difficulty for multi-stage 482

training. While these studies focus on sentence- 483

level refinement, Koneru et al. (2024) extend re- 484

finement by incorporating document-level context. 485

Building on this, our work further extends refine- 486

ment to the entire document level. 487

5.2 LLM-based Document-level Machine 488

Translation 489

Current LLM-based document-level machine trans- 490

lation (DMT) approaches can also be categorized 491

into two types: prompt engineering and SFT. 492

In prompt engineering, Wang et al. (2023) firstly 493

prompt GPTs for DMT. Karpinska and Iyyer (2023) 494

evaluate GPT-3.5 on novel translation tasks. Cui 495

et al. (2024) apply RAG to select relevant contex- 496

tual examples. Wang et al. (2024) and Guo et al. 497

(2025) introduce agents with memory mechanism 498

to capture long-range dependencies to enhance con- 499

sistency and accuracy. Briakou et al. (2024) frame 500

DMT as a multi-turn process with a step for refine- 501

ment. Sun et al. (2024) employ instruction-tuned 502

LLMs and use GPT-4 for document assessment. 503

On the other hand, SFT approaches enhance 504

LLMs ability for DMT by leveraging tailored train- 505

ing strategies. Li et al. (2024) integrate sentence- 506

and document-level instructions. Wu et al. (2024a) 507

introduce a multi-stage fine-tuning approach, first 508

fine-tuning on monolingual documents, then on par- 509

allel documents. Stap et al. (2024) fine-tune LLMs 510

on sentence-level instances and evaluate DMT. Lyu 511

et al. (2024) present a decoding-enhanced, multi- 512

phase prompt tuning method. 513

6 Conclusion 514

In this paper, we have proposed a novel approach 515

to refine Doc2Doc translation by combining the 516

strengths of both sentence-level and document- 517

level translations. Our approach employs an en- 518

hanced fine-tuning with quality awareness to im- 519

prove the performance of large language models 520

(LLMs). Experimental results across ten document- 521

level translation tasks show substantial improve- 522

ments in translation quality, coherence, and consis- 523

tency for a variety of language pairs. 524
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Limitations525

Our experiments are primarily conducted on a news526

dataset, which may not fully represent LLMs’ per-527

formance in other specific domains and other non-528

English translation directions. Moreover, we train529

one model for one specific translation direction,530

leading to huge computational cost. The model531

may be biased to refining texts of a specific style532

and may perform worse when refining texts in other533

styles. Further research may enhance the multi-534

lingual performance of LLMs or apply pairwise535

preference-based optimization tuning.536
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A S-COMET Score Distribution 808

Figure 5 (a) shows the distribution of COMET 809

scores in Chinese (Zh) → English (En) dataset 810

produced by LLaMA-3-8B-Instruct. Over 30% of 811

sentences achieve a s-COMET score above 90.0, 812

while more than 30% score below 85.0 . 813

Figure 5 (b) illustrates the distribution of 814

COMET score differences between Sent2Sent and 815

Doc2Doc translations in the same dataset. While 816

some instances exhibit a score difference of zero, 817

the majority follow a normal-like distribution 818

within the range of -15 to 15, with the mean around 819

-1.5 rather than zero. 820
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B Data Statistics821

Table 8 shows the detailed statistics of our training,822

validation and test datasets for the ten translation823

directions.

Dataset #Document
Train/Valid/Test

#Sentence
Train/Valid/Test

De ↔ En 8.4K/150/150 333K/5.9K/6.0K
Fr ↔ En 7.9K/150/150 310K/5.9K/5.8K
Es ↔ En 9.7K/150/150 378K/5.8K/5.8K
Ru ↔ En 7.3K/150/150 279K/5.7K/5.6K
Zh ↔ En 8.6K/150/150 342K/6.0K/5.9K

Table 8: Statistics of the datasets.

824

C Details in Splitting Long Documents825

Similar to Li et al. (2024) and Koneru et al. (2024),826

we split long documents with more than 512 tokens827

into smaller chunks. Algorithm 1 denotes the de-828

tailed algorithm we use, where MT denotes the829

LLM, N denotes the number of the sentences in830

the document pair, s denotes the source document,831

si denotes the i-th sentence in the document, L de-832

notes the maximum length of the chunk, C denotes833

the list of the chunks in the document, c denotes834

the chunk, lc denotes the length of the chunk, re-835

spectively. Thus, each document is divided into836

multiple chunks, each containing no more than 512837

tokens while ensuring sentence integrity.838

During evaluating document-level metrics, we839

reassemble the chunks into complete documents.840

D Discussion on Doc2Doc Translation841

with Mismatched Source Sentence842

Boundaries843

We observe that natural document translations of-844

ten have mismatched sentence counts between the845

source and target. Our fine-tuned LLMs handle846

these cases effectively, as sentence-level alignment847

is not strictly required during inference. In a small848

number of cases, this may result in the refined trans-849

lation having a different number of sentences.850

During fine-tuning, only the quality-aware fine-851

tuning process requires sentence-level alignment852

between the source and target documents. However,853

in practical scenarios, this alignment can be relaxed854

by shifting to segment-level alignment. A segment855

may consist of one or more sentences, allowing856

aligned segment pairs to differ in sentence count.857

For instance, in a parallel document pair (S, T )858

that is not sentence-aligned, an alignment tool like859

BertAlign (Liu and Zhu, 2023) can be used to860

Algorithm 1 Algorithm for Splitting Documents

Input: MT , N , s = [s1, · · · , sN ]
Output: C
L← 512
C← []
c← []
lc ← 0
for i← 1 to N do

li ← the tokenized length of si byMT
if lc + li > L then

C.append(c)
lc ← 0, c← []

▷ Starting a new chunk
lc ← li
c.append(si)

else
lc ← lc + li
c.append(si)

end if
end for
C.append(c)

generate sentence-level alignments, which can then 861

be grouped into segment-level alignments. 862

E Fine-Tuning and Inferencing Settings 863

During fine-tuning, we adopt QLoRA (Dettmers 864

et al., 2023), a quantized version of LoRA (Hu 865

et al., 2021). For the hyper-parameters in Eq. 1, we 866

set λ to 3.75 and ϵ to 0.7, respectively. we set LoRA 867

rank to 8 and LoRA alpha to 16. We apply LoRA 868

target modules to both the query and the value com- 869

ponents. All fine-tuning experiments are conducted 870

on 4 NVIDIA V100 GPUs. We use the AdamW 871

optimizer and learning rate scheduler of cosine, 872

with an initial learning rate to 1e-4, warmup ratio 873

of 0.1, batch size of 2, gradient accumulation over 874

8 steps. In both stages of quality-aware enhanced 875

fine-tuning, we train 1 epoch. During inference, to 876

ensure reproducibility, we set do_sample to false. 877

Following Alves et al. (2024) and Koneru et al. 878

(2024), we set num_beams to 3. Our implemen- 879

tation is based on LLaMA-Factory Framework12 880

(Zheng et al., 2024). 881

F Effects of Hyper-Parameters 882

We use the combined En↔ De validation sets to 883

tune two hyper-parameters: λ and ϵ. First, we 884

explore values of ϵ in the range from 0.5 to 0.9 885

12https://github.com/hiyouga/LLaMA-Factory

12

https://github.com/hiyouga/LLaMA-Factory
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Figure 6: Performance of d-COMET scores curve on
the En↔ De validation sets for λ values ranging from
1.0 to 5.0. The optimal performance is achieved when
λ = 3.75.

with a step size of 0.1. Our experiments reveal886

that ϵ has a minimal effect on performance, and we887

ultimately set ϵ to 0.7.888

Next, we search for an optimal value of λ within889

the range of 1.0 to 5.0, using a step size of 0.5. We890

observe that λ values between 2.5 and 4.0 yield891

better performance than other values. As a result,892

we narrow the search for λ to the range of 2.5 to893

4.0 with a finer step size of 0.25. Figure 6 illus-894

trates the learning curve for λ values between 1.0895

and 5.0, showing that λ = 3.75 achives the best896

performance.897

Based on these findings, we set λ = 3.75 and898

ϵ = 0.7 for all experiments.899

G Comparison to Other Two Weighting900

Variants901

In addition to using Eq. 1 to compute the sentence-902

level weighting, we also compare it with two alter-903

native weighting variants:904

• Variant 1: Instead of using the maximum DA905

score, we compute the weight based on hi,906

which is the first translation in the prompt907

template (either yi or zi:):908

wi = 1 + λ(DA(si, hi, ri)− ϵ). (4)909

• Variant 2: Rather than assigning a weight to910

each sentence, we assign a weight to each911

instance. This instance-level weight is com-912

puted as:913

w = 1 + λ(max(avgDA(s, y, r),

avgDA(s, z, r))− ϵ),
(5)914

where avgDA(s, y, r) returns the averaged915

reference-based COMET score.916

De→En En→De Zh→En En→Zh
Our 88.14 86.05 85.39 83.35
Variant 1 87.12 85.31 84.79 83.17
Variant 2 87.60 85.52 84.72 83.03

Table 9: Performance comparison of d-COMET scores
when using different equations to calculate weights.

Table 9 compares the performance. It shows that 917

our weighting method outperforms the other two 918

weighting variants. 919

H Analyses of Catastrophic Forgetting 920

Training models on sentence-level datasets for 921

document-level translation refinement often causes 922

models to generate only the first sentence of the 923

document, leading to catastrophic forgetting. How- 924

ever, our proposed enhanced document-level fine- 925

tuning, incorporating sentence-level quality-aware 926

fine-tuning, preserves the model’s sentence-level 927

translation refinement ability. Specifically, for a 928

given source sentence si, the model refines two 929

intermediate translations, yi and zi. As shown in 930

the last row of Table 10, our approach maintains 931

strong performance in sentence-level refinement, 932

confirming that catastrophic forgetting is not an 933

issue. 934

I Analyses of Model-Agnostic 935

It is not necessary using the same LLM during 936

training and inference. Fine-tuned LLMs can effec- 937

tively refine translations from other systems, such 938

as GPT-4o-mini and NLLB (Section 4.1). Addi- 939

tionally, LLaMA-3-8B-Instruct can refine Mistral- 940

Nemo-Instruct translations and vice versa. Ta- 941

ble 11 presents the results, where Model 1 gen- 942

erates sentence- and document-level translations, 943

and Model 2 performs refinement. 944

J Translation Refinement Prompts 945

Figure 7 presents the prompt we use for base- 946

lines, including SentRefineSent, DocRefineSent and 947

DocRefineDoc. Note that we use the same prompt 948

when we conduct DocRefineSent and DocRefineDoc. 949

K Experimental Results in s-COMET 950

and d-BLEU 951

Table 12 shows the detailed d-BLEU scores of our 952

main experiments. Table 13 shows the detailed 953

s-COMET scores of our main experiments. Ta- 954

ble 14 shows the detailed s-COMET scores of our 955

experiments in refining GPT translations. 956

13



System X→En En→X Avg.De→ Es→ Ru→ Fr→ Zh→ → De → Es → Ru → Fr → Zh
Sent2Sent 85.97 86.62 81.63 84.43 82.18 82.50 85.02 80.97 82.89 76.80 82.90
Doc2Doc 87.05 87.21 81.07 85.40 83.60 83.35 85.36 80.18 83.14 81.89 83.83
Ours (document-level) 88.14 88.42 82.75 86.69 86.69 86.05 86.86 83.85 84.84 83.35 85.63
Ours (sentence-level) 87.83 88.06 82.74 86.29 82.20 86.13 84.71 83.60 84.48 82.52 84.86

Table 10: Performance of d-COMET scores when we use LLaMA-3-8B-Instruct to conduct sentence-level
refinement with multiple inputs.

# Model 1 Model 2 X→En En→X Avg.De→ Es→ Ru→ Fr→ Zh→ → De → Es → Ru → Fr → Zh
1 LLaMA Mistral 87.79 88.40 82.34 86.36 85.08 86.16 86.35 83.31 84.96 82.79 85.35
2 Mistral LLaMA 88.01 88.38 84.25 86.61 85.28 86.79 86.95 85.95 85.50 84.12 86.18

Table 11: Performance of d-COMET scores when we use different models in translation and refinement. LLaMA
refers to LLaMA-3-8B-Instruct, and Mistral refers to Mistral-Nemo-Instruct.

(b) DocRefinesent/DocRefinedoc

You are an expert in editing translations.

Given a <src_lang> source document and a <tgt_lang>

translated version, please produce an improved translated 

version.

Don’t give any explanations.

Each sentence is separated by #id.

<src_lang> Source: <doc_src>

<tgt_lang> Translation: <hyp>

<tgt_lang> Translation Refinement:

(a) SentRefinesent

You are an expert in editing translations.

Given a <src_lang> source sentence and a <tgt_lang> 

translated version, please produce an improved translated 

version.

Don’t give any explanations.

<src_lang> Source: <sent_src>

<tgt_lang> Translation: <hyp>

<tgt_lang> Translation Refinement:

Figure 7: Prompt templates used in our baselines.

L Comparison of Our Approach with957

Reranking Variant958

Since our approach uses two intermediate transla-959

tions, we compare it to a reranking variant that se-960

lects the better sentence-level translation from our961

two baselines, ensuring a fair comparison. Specif-962

ically, we calculate the percentage of sentences,963

based on the reference-based COMET score, where964

our approach either outperforms, underperforms,965

or ties13 with the reranking variant.966

Figure 8 presents the comparison results for De967

↔ En translation. It demonstrates that our ap-968

proach outperforms the reranking variant by win-969

ning more sentences, even when the latter reranks970

several different two baselines.971

13If the difference in their COMET scores is 0.1 or smaller,
the two translations are considered a tie.
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Figure 8: Comparison of our approach with the rerank-
ing variant.

M Prompt for Analysing Translation 972

Errors 973

We present the prompt used for analysing transla- 974

tion errors in Table 15. "Mistranslation", "Over- 975

translation", "Undertranslation", "Addition" and 976

"Omission" are sentence-level translation error 977

types, while "Cohesion", "Coherence", "Inconsis- 978

tent style" and "Multiple terms in translation" are 979

document-level translation error types. 980

14



System X→En En→X Avg.De→ Es→ Ru→ Fr→ Zh→ → De → Es → Ru → Fr → Zh
LLaMA-3-8B-Instruct

Sent2Sent 34.73 40.81 31.16 33.30 22.35 25.07 39.33 22.25 31.85 29.12 30.99
Sent2Senttuned 48.26 53.44 41.58 45.09 34.02 31.93 43.92 27.24 34.29 36.07 39.58
Doc2Doc 37.02 43.01 32.92 34.52 26.33 25.68 40.04 23.09 30.32 33.41 32.63
Doc2Doctuned 47.04 53.50 42.80 43.35 35.95 30.11 44.59 27.37 34.96 38.65 39.83
SentRefinesent 46.11 52.54 42.20 43.58 32.88 30.22 44.84 27.38 35.05 38.07 39.29
DocRefinesent 45.16 53.77 44.33 45.44 35.92 30.02 43.93 26.68 34.90 37.79 39.79
DocRefinedoc 46.16 53.90 44.32 45.07 36.14 29.50 44.65 28.34 34.73 37.65 40.05
Ours 48.51 54.70 45.59 45.57 37.66 32.23 45.78 28.74 35.26 38.96 41.30

- QA Fine-tuning 47.86 54.07 44.81 45.02 37.07 31.47 44.87 28.43 34.42 38.77 40.68
Mistral-Nemo-Instruct

Sent2Sent 38.18 43.20 34.45 35.87 27.51 29.02 41.88 25.44 33.17 34.37 34.31
Sent2Senttuned 40.62 45.67 39.29 38.93 31.90 30.00 42.77 27.15 33.73 35.07 36.51
Doc2Doc 40.92 45.20 37.51 37.98 29.74 29.70 42.10 27.88 34.10 37.09 36.22
Doc2Doctuned 49.17 55.10 43.35 46.01 38.25 31.65 45.75 22.15 37.10 42.24 41.08
SentRefinesent 46.11 52.54 47.90 45.25 32.65 30.22 44.84 30.40 36.05 35.10 40.11
DocRefinesent 48.75 55.56 46.45 46.49 36.76 34.13 46.12 31.13 37.45 41.44 42.43
DocRefinedoc 49.77 55.70 46.29 46.52 37.09 33.82 46.33 31.02 37.29 42.68 42.65
Ours 51.17 56.20 48.58 47.97 41.00 35.44 47.01 32.79 38.43 43.13 44.17

- QA Fine-tuning 50.43 55.37 47.97 45.92 37.89 35.28 46.64 31.62 37.87 42.41 43.14

Table 12: Performance in document-level (d-BLEU) score.

System X→En En→X Avg.De→ Es→ Ru→ Fr→ Zh→ → De → Es → Ru → Fr → Zh
LLaMA-3-8B-Instruct

Sent2Sent 87.71 88.32 83.74 86.63 84.60 84.47 86.82 83.23 84.55 79.76 84.98
Sent2Senttuned 88.93 88.91 86.38 88.33 86.27 86.28 87.12 86.25 86.43 86.49 87.14
Doc2Doc 88.62 88.76 84.47 87.36 85.84 83.87 87.07 82.61 84.79 83.85 85.72
Doc2Doctuned 89.35 89.91 80.51 88.29 86.38 87.20 88.20 83.76 86.26 85.51 86.54
SentRefinesent 89.12 89.65 85.29 88.08 86.53 87.10 88.17 87.16 86.38 86.70 87.42
DocRefinesent 88.96 89.08 83.09 88.45 87.19 87.18 88.17 83.21 86.08 86.42 86.78
DocRefinedoc 89.22 89.51 84.45 88.24 87.25 86.86 88.34 86.12 86.39 86.70 87.31
Ours 89.63 89.95 84.58 88.58 87.26 87.76 88.61 86.34 86.50 86.88 87.61

- QA Fine-tuning 89.41 89.88 84.44 88.43 87.19 87.43 88.37 85.63 86.14 86.69 87.36
Mistral-Nemo-Instruct

Sent2Sent 88.52 88.40 84.24 87.00 86.18 86.64 87.32 86.25 85.52 85.41 86.54
Sent2Senttuned 88.49 88.55 85.03 87.78 86.42 87.24 87.22 87.17 86.52 85.85 87.03
Doc2Doc 89.15 89.29 85.16 87.90 86.81 86.56 87.30 86.66 85.65 85.74 87.02
Doc2Doctuned 89.70 90.20 85.01 88.61 87.70 85.91 88.66 85.19 86.99 87.56 87.53
SentRefinesent 89.33 89.80 85.51 88.24 86.71 88.04 88.30 87.89 86.77 86.71 87.73
DocRefinesent 89.63 90.03 84.21 88.02 87.64 88.24 88.68 86.93 86.90 87.55 87.78
DocRefinedoc 89.74 90.06 83.50 88.21 87.49 88.21 88.69 86.33 86.85 87.44 87.65
Ours 89.94 90.45 86.10 88.51 87.96 88.53 89.02 88.31 87.16 88.04 88.40

- QA Fine-tuning 89.90 90.12 85.82 88.65 87.87 88.49 88.87 87.81 87.07 87.71 88.23

Table 13: Performance in sentence-level COMET (s-COMET) score.
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# System X→En En→X Avg.De→ Es→ Ru→ Fr→ Zh→ → De → Es → Ru → Fr → Zh
GPT Translation & Refining GPT Translation

1 GPT Sent2Sent 88.39 88.51 83.76 87.05 86.34 87.43 87.63 87.55 86.35 87.09 87.01
2 GPT Doc2Doc 88.12 89.10 85.24 87.02 86.96 87.98 88.41 87.88 86.83 87.70 87.52
3 GPT SentRefinesent 88.51 88.56 84.42 87.63 86.60 87.72 88.28 87.16 86.72 87.44 87.30
4 GPT DocRefinesent 88.65 88.69 84.82 87.61 86.55 88.41 88.78 88.45 87.10 87.24 87.63
5 GPT DocRefinedoc 88.64 88.90 84.83 87.70 86.65 88.38 88.71 88.47 87.16 87.42 87.69
6 GPT DocRefinedoc+sent 88.99 89.25 85.09 87.79 86.98 88.28 88.59 88.41 87.03 87.79 87.82
7 L-DocRefinedoc+sent 88.78 88.98 84.28 87.81 86.73 88.16 89.11 86.45 86.95 87.32 87.46
8 M-DocRefinedoc+sent 90.02 89.05 86.29 87.92 86.99 88.67 89.08 88.57 87.32 87.95 88.19

NLLB Translation & Refining NLLB Translation
9 NLLB Sent2Sent 88.45 89.16 84.89 87.66 85.65 86.74 88.30 87.76 86.57 77.82 86.29
10 L-DocRefinedoc+sent 88.76 89.27 83.92 87.74 87.35 88.14 88.44 85.79 86.99 86.80 87.32
11 M-DocRefinedoc+sent 88.98 89.50 85.33 87.92 86.92 88.60 88.08 88.31 87.32 86.96 87.79

Table 14: Performance in s-COMET when refining translations from GPT-4o-mini. For the GPT-based refinement
systems, we use the same prompt templates as those used in our approach, but without fine-tuning. L-* and M-*
denote our fine-tuned LLaMA-3-8B-Instrcut and Mistral-Nemo-Instruct, respectively.

[Source]:
<src_doc>
[Reference]:
<ref_doc>
[Hypothesis]:
<hyp_doc>

[Error Types]:
- Mistranslation: Error occurring when the target content does not accurately represent the source.
- Overtranslation: Error occurring in the target content that is inappropriately more specific than the
source.
- Undertranslation: Error occurring in the target content that is inappropriately less specific than the
source.
- Addition: Error occurring in the target content that includes content not present in the source.
- Omission: Error where content present in the source is missing in the target.
- Cohesion: Portions of the text needed to connect it into an understandable whole (e.g., reference,
substitution, ellipsis, conjunction, and lexical cohesion) missing or incorrect.
- Coherence: Text lacking a clear semantic relationship between its parts, i.e., the different parts don’t
hang together, don’t follow the discourse conventions of the target language, or don’t "make sense."
- Inconsistent style: Style that varies inconsistently throughout the text, e.g., One part of a text is written
in a clear, "terse" style, while other sections are written in a more wordy style.
- Multiple terms in translation: Error where source content terminology is correct, but target content terms
are not used consistently.

Considering the provided context, please identify the errors of the translation from the source to the target
in the current sentence based on a subset of Multidimensional Quality Metrics (MQM) error typology.
You should pay extra attention to the error types related to the relationship between the current sentence
and its context, such as "Unclear reference", "Cohesion", "Coherence", "Inconsistent style", and "Multiple
terms in translation".
For each sentence in machine translation, please give the error types and brief explanation for errors.The
returned format is as follows:
Sentence #id :
Error types: ...
Explanation for errors: ...

Table 15: Prompt used for analyzing translation errors.
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