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Abstract

Active learning has been successfully used in
the chemistry to improve the performance of the
learner including the out-of-sample generalisation
monitoring. The standard query functions utilise
the model characteristics such as model uncer-
tainty and related information quantities. While
focusing on epistemic uncertainty, the learner util-
ity function often omits the aleatoric uncertainty
or exploration of the data manifold structure. In
this paper we propose two novel query functions
which incorporate the structural information about
the chemical diversity of the data. We investigate
the performance in comparison to various active
learning strategies and under the distributional
shifted datasets.

The datasets used in the chemistry contains hidden biases
due to various experimental design choices (Thompson et al.,
2022). Finding novel lead molecules is subjected to the
practical requirements such as cost of experimentally veri-
fying prediction, synthesis-ability or purchase-ability of the
molecules rather than optimising the selection for the chem-
ically diverse candidates. While the greedy strategy leads to
finding novel binders in short run, it limits the discovery of
novel scaffold leads and fails to provide useful learning ex-
amples for the predictive model that would provide greater
benefits in the long run, (Scalia et al., 2020).

Active learning has been found useful in the chemistry appli-
cations (Smith et al., 2018; Yin et al., 2023). It is an adaptive
learning paradigm, which iteratively improves the prediction
efficiency by testing the new hypotheses about the model
performance as a part of the interactive learning process,
(MacKay, 1992; Settles, 2009). The learner, represented
by the model, queries the unlabeled data with some budget
constrain to increase its performance based on getting the
new piece of knowledge from the oracle, e.g. lab experi-
ment or queries the foundational model. The instances with
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higher utility are selected for further labeling allowing the
learner to explore the dataset in the biased way to optimise
its performance. This, however, does not guarantee that the
learner selects the most representative samples or gains the
robustness to out-of-sample cases (Nguyen & Smeulders,
2004; Settles, 2009) or domain shifts (Scalia et al., 2020;
Yang et al., 2019).

In this paper we investigate the behaviour of the binary clas-
sifier on DUD-E and CHEMBL dataset on ligand-decoy
classification task and its ability to generalise on the differ-
ent scaffolds. Our main contribution is in presenting two
novel methods for the selection of the structure weighed
uncertainty scores: SWUS: -uncertainty and SWUS: pre-
dicted uncertainty, which utilises the kernel estimation of
the molecular or scaffold similarities and weight the un-
certainty estimate with the provided score. Our method
provides flexible tool which can be used for incorporating
the preferences of the wet lab personal or in connection with
foundational models (Gupte et al., 2024) and shows robust
performance on the domain shift scenarios.

1. Background
1.1. Structural Similarities in Chemical Space

We represent the molecules in the data manifold via
its graph-topological representations, circular fingerprints
(CFPs) (Rogers & Hahn, 2010), which contain information
about molecular features in an accessible way by encoding
the topological environment of each atom. Due to direct
availability of the sub-structural information, CFPs become
common tool in various ligand-based virtual screening (VS)
tasks (Cereto-Massagué et al., 2015; Riniker & Landrum,
2013; Hu et al., 2012).

To explore the structure of the chemical space, we use shape
description variant of Bemis-Murko (BM) molecular frame-
work (Bemis & Murcko, 1996). The method deconstructs
the molecules into sidechains, rings and linkers. We use
"graph framework’ where sidechains are removed, all bond
types converted to a single bond and all atom types to carbon.
This ’generic framework” method extracts cyclical skeletons.
The advantage of this extraction is that we characterise the
molecules based on the most bare graphical structure.

To assess the similarities between the molecules, we encode
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the molecules, cyclical skeletons, respectively, into the CFPs
and use Tanimoto similarity (TS) (Holliday, 2002) to score
the graph-topological differences between the molecules.
To model the similarity of the data manifold, we use the
kernel density (Parzen, 1962) with Tanimoto kernel. This
introduces the structure into a prior over the molecular data
manifold.

For a virtual library D with molecules m;,i = 1,...,n,
we denote Tanimoto similarity kernel k(m;, m;) between
two molecules m; and m;. Each molecule m; is scored
with the mean with respect to all other molecules in the data
manifold as follows:

Epmot(mi) = 7 Y, k(ma,m;). (1)
m; €D

We apply the same methodology for the cyclical skeletons.
The molecules from the library D are converted to the library
of cyclical skeletons D.4; with skeletons s;,7 = 1,...,n.
Tanimoto kernel is placed over the manifold of the cyclical
skeletons:

Epcsk(si) = |ijSk| Z k(SZ,SJ) 2)

Sj E€Dcsk

1.2. Active Learning with Manifold Exploration

The learner selects the points that have the highest utility
to it for exploiting the performance instead of weighting in
the exploration. It improves its performance based on its
internal model preferences, e.g. those which are the closest
to the classification boundary, rather than taking into con-
sideration the underlying structure of the data (Nguyen &
Smeulders, 2004). Incorporating the structural information
into the query is beneficial from both, the real-life appli-
cation and learner’s performance perspective. It allows to
better control whether the data from the similar or differ-
ent underlying representations are selected. Modifying the
query function such that the learner has an option to explore
the underlying data structure gives potential benefits, such as
mechanism for encoding preferences for diverse scaffolds,
chemical groups or pharmacophore-like features.

2. Query with the Chemical Space Structural
Awareness

Our model is a binary classifier which assigns labels {0, 1}
distinguish between the ligands and decoys. To model
the uncertainty, we use probabilistic model with the poste-
rior distribution p(y, 0|z) = p(y|0, z)p(f) modelling the
epistemic uncertainty, where p(6) is the prior over the
model parameters § € © and the marginal prediction of
the model is computed as p(y|z) = E, @ p(y|z,6). (Cohn
et al., 1994; Nguyen & Smeulders, 2004) suggests to se-

lect samples that minise the future classification error. Us-
ing probabilistic model we can quantify the outcome as:
Jp Epgyia) [G(2) — y(x)[*p(x)dz, where §(z) is the model
prediction and y(x) is the true label from the oracle. We
quantify the uncertainty using the least confident score:
U(z,6) = 1—[p((x) = 116, 2) — p(j(x) = 0]6,z)|. Note
that this score can be replaced with information gain or other
utility function that quantifies the model performance based
on the state of its parameters ¢ subjected to given data.

Next we introduce the Structure-weighted uncertainty score:
B

SWUSy(mi) =U(my,0) | by > k(mi,my) |, (3)
m; €D

where m; is a molecule and k(-,-) is TS kernel applied
on molecules. Note m; can be replaced with scaffolds s;,
depending on the task requirements. Parameter 3 acts as
weight preference of the information from manifold struc-
ture, (Settles, 2009).

The initial experiments suggest rather erratic behaviour of
the learners when the data pool is queried one-by-one or in a
small batches. This is non-desirable. In fact, we can expect
the learner to first aim to improve its own performance
and when it starts to stagnate, it seeks the new source of
information (Nguyen & Smeulders, 2004). We propose a
method, where the learner decides about the amount of the
information from the manifold structure which it wants to
utilise. For the grid of values 3;,l = 1,..., K, the learner
scores the molecules using (3), narrows down K candidate
molecules and selects molecule with corresponding weight
preference (§; which indicates the highest uncertainty about
the prediction.

We introduce two algorithms according which the learner
decides about the weight §; of the structural information.
The first method, described in Algorithm 1, simply selects
the 5, with the highest SWU Sy (5;) score. The advantage
is a computational speed while giving learner the preference
option based on the similarity information.

The second method is computationally more expensive and
is based on the premise, that the learner locally carries
small scale experiment based on which it decides whether
to include the candidate point. The learner proceeds like in
Algorithm 1 and selects K candidate molecules. Next, the
learner constructs K scenarios where it explores situation in
which the oracle returns label 0 and in which oracle returns
label 1. For these selected K points, the learner constructs
2K candidate training sets with labels 0 and 1, re-train
itself to these scenario datasets and assess its confidence
into assigned scores. This allows the learner to explore in
more robust way the possible future scenario by computing
the expected future uncertainty. See Algorithm 2 for the
detailed description.
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Algorithm 1 SWUS: 5— uncertainty

Algorithm 2 SWUS: predicted uncertainty

1: Initialize base learner (training set M0O, classifier 69)
2: for iterationi=1,2,...do

3 for B, — learner : | =1,2,...,K do

4 Compute score SWU Sgi-1 ()

5: end for

6: Choose m® = argmax SWU Syi-1(3;)

7: Query label for m’

8 Add m’ to the training set: M? = M1 U {m'}
9 Train learner (get %)

0:

10: end for

3. Experiments
3.1. Datasets

To demonstrate the performance of our method, we se-
lected adenosine A2a G protein-coupled receptor (AA2AR)
from two closely related datasets: DUD-E and CHEMBL.
CHEMBL (Mendez et al., 2018) is publicly available man-
ually curated database of bioactive molecules. DUD-E
(Mysinger et al., 2012), the Directory of Useful Decoys
- Enhanced, originally designed for assessing the docking
performance.

The ligands associated to each target were selected from
CHEMBL09 (Mendez et al., 2018). The criteria used for
the selection guarantee reasonable morphological proper-
ties and potential bioactivity, e.g. molecules included if the
binding affinities are better than 1M, molecular weight is
less than 600, the limit of 20 on the number of the rotat-
able bonds. To increase the scaffold diversity, the selected
ligands were clustered using BM atomic framework. From
these scaffold clusters, only representative ligands, e.g. with
highest binding affinity are included. For each clustered lig-
and, there is matched 50 decoys from ZINC database (Irwin
et al., 2012). The decoys are either experimentally known
or generated to match the chemical properties of the ligands,
such as molecular weight, logP, number of rotatable bonds,
hydrogen donors and acceptors. The topological properties
of the decoys are however different from the ligands. There-
fore, by design, the clustered ligands together with matched
decoys and associated to various target types are topologi-
cally and chemically diverse and curated for model training.
We use this dataset for sampling the balanced training set for
the learner and to construct the highly dis-balanced test-set.

To compare the performance of the selected approaches, we
use two types of test sets, both originating from CHEMBL.
The first one contains all ligands which are included in
DUD-E ligands set but were discarded during BM cluster-
ing. We can expect that the scaffolds included in this set
are somewhat similar to the scaffolds in the training set,
while the binding activities may be potentially weaker. As

1: Initialize base learner (training set M9, classifier 6°)
2. for iterationi=1,2,...do
3: for 5; — learner : 1 =1,2,...,K do

4: Compute score SWU Sgi-1(5;)

5: Choose m} = argmax SWU Spi—1(5;)

6: Classify m} to get the decoy prob. pgi—1

7: Add m} to 8; — learner’s training set:

8: Mj =M=t U{mj}

9: Train binary classifier o assuming m/ has label:
10: y! = 0 (decoy).
11: Compute the new decoy prob., p,
12: Train binary classifier  assuming m; has label:
13: yll = 1 (ligand).
14: Compute the alternative new decoy prob., p,
15: Compute the predicted uncertainty:

16: U =1=[{ppi-1]2pa — 1| = (1 = ppi-1)|2py — 1[}]
17: end for

18: Select [* = argmax U

19:  Add m.. to the training set: M = M*~1 U {m!.}
20:  Train classifier (get 6%)

21: end for
activity  cyclical skeleton  smile
DUD-E ligand 238 482
decoy 7166 31547
CHEMBL 09 ligand 438 2614
CHEMBL 25 ligand 540 1894

Table 1: Adenosine A2a receptor: the profile of the library
available from CHEMBL 09, CHEMBL 25 and DUD-E.
While there is a reasonable diversity in the reported ligands,
the generated decoys contains many similar cyclical skele-
tons.

ligands in DUD-E dataset are from CHEMBLO09, we select
additional ligands from the CHEMBL25. This mimics the
time-split and includes novel scaffolds. Our selection of
the test sets allow to quantify the performance of the ac-
tive learners under two different criteria: 1) assesses the
ability of the method to identify the bioactive molecules
which are structurally somewhat similar to those included
during the training, 2) allows to measure the performance
of the active learner based on the diversity of the structural
properties, 3) tests the performance of the classifier on the
disbalanced dataset indicating distributional shift and realis-
tic VS task. All overlapping molecules between the datasets
were excluded.

3.2. Bioactivity Classification

We use Random Forest as a bio-activity classifier, as it is fast
to train robust benchmark, which is often used in practise.
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Figure 1: Bio-activity Classifier for AA2AR receptor. We provide comparison of 5 different query functions for the RF
learner on 3 different test-sets. The base learner was trained on the balanced set of 5 ligands and 5 decoys. After each query,
we evaluate the learner on three different test sets: the first test-set is the dis-balanced DUD-E sample of 95 ligands and
6312 decoys; the second test contains ligands from CHEMBLO, the third test set contains ligands from CHEMBL 25. The
plotted line for each query is the mean of 5 repetitions. The learner has a budget of 50 queries. We provide comparison to
two different structure weights: one is based on the cyclic skeleton TS kernel density estimate, the second is based on the TS

kernel density estimate without any initial clustering.

We use RDKit’s implementation of ECFP with radius 3 and
length 1024 as features for the learner.

We randomly select 20% of the DUD-E dataset as a test
set. As DUD-E is highly dis-balanced, the test set con-
tains around 1.5% of ligands only. We initiate the training
set by sampling 5 actives and 5 decoys from the remain-
ing 80% held-out. 80% held-out represents the library on
which we perform VS. We compute the TS kernel density
on the molecules, the cyclical skeletons, respectively, for
each molecule of the library, see Table 1 for the profile of
the datasets.

We use pool-based sampling scenario and use random sam-
pling as a benchmark. We incorporate select the grid of
B values: [—1,—0.5,0,0.5,1,1.5,2], construct 'SWUS -
predicted uncertainty’ query and ’'SWUS - beta uncertainty’.
We compare the query performance with the uncertainty
score without any structural information and the uncertainty
score weighted by the structural score (8 = 1). While
the structural score with 5 = 1 does not provide visible
benefit, the ’'SWUS -predicted uncertainty’ demonstrates ro-

bust performance with respect to distributional shift within
the given budget. Its performance does not deteriorate on
the distributional-shifted test sets while including new data
point from the unlabeled pool. While transforming the
molecules to cyclic skeletons doesn’t provide computational
advantage to computing TS for original molecules, there is
a clear computational advantage when computing similarity
weights. See Figure 1 for the results.

4. Discussion

We present two query strategies that allow to perform the
VS of the molecular libraries to identify the bio-active can-
didates based on the molecular similarity and uncertainty of
the learner. We show how the structural preferences can be
encoded into the query function while giving the learner the
flexibility to decide how useful is the structural information
for its performance. Our method demonstrates better ro-
bustness under the distributional shift, which is feasible for
wet-lab experiments or in a connection with the foundational
models.
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