Abstract

Named entity recognition (NER), as an important basic task of natural language processing, has been widely studied. In the case of relatively sufficient labeled data, traditional NER methods have achieved remarkable results. However, due to the lack of labeled data in many fields and the difficulty of manual annotation, the task of low-resource NER has become a research hotspot. To effectively improve the recognition accuracy of low-resource NER, this paper proposes the semi-supervised learning model Seq-GAN-BERT, which integrates the adversarial generative network based on the pre-trained language model BERT, and uses the domain unlabeled corpus to train the adversarial generative network to learn the important general semantic information of the data. The proposed Seq-GAN-BERT method can further optimize BERT-based supervised training and improve the ability of entity recognition. The experimental results show that our model greatly reduces the dependence on labeled samples and effectively improves the performance of low-resource NER task.

1 Introduction

Since the pre-trained language model BERT (Jacob Devlin et al., 2018) was proposed, it has been widely used in natural language processing tasks. Tremendous improvements have been achieved by fine-tuning downstream tasks such as NER, text classification, machine reading comprehension, etc. However, fine-tuning for downstream tasks often requires high-quality labeled samples, and the performance drops dramatically when there are few labeled samples. NER, as one of the most basic natural language processing tasks, is different from text classification and reading comprehension tasks, and has the characteristics of large data annotation workload and data enhancement difficulties. The types of entities in this task are often diverse, resulting in complex annotation. Each entity in the annotation must specify its beginning, middle, end and entity type. Data augmentation is among the research methods of low-resource NER, which has been continuously studied as a mainstream method (Jason Wei and Kai Zou, 2019; Xiang Zhang et al., 2019; Xiang Dai and Heike Adel, 2020). However, since entities are fine-grained information in the sentences, it is difficult to effectively enhance the data. Mixing the enhanced data with the original label data for training will inevitably introduce harmful noise. Motivated by the work of (Christian Szegedy et al., 2014; Joey Tianyi Zhou et al., 2019; Ting Chen et al., 2019), this paper will use an adversarial learning approach to improve the small sample learning ability of BERT for the low-resource NER task.

At present, there are three methods related to adversarial learning: adversarial training, GAN-based transfer learning, and GAN-based semi-supervised learning. Adversarial training (Christian Szegedy et al., 2014) is an important method to improve the robustness of the model. The main idea is to add a small perturbation to the sample in the direction of the negative gradient of the model training, and such perturbation is likely to cause the model to misclassify. The model gradually adapts to this perturbation during training to enhance the robustness of the model. This method can alleviate the model's dependence on annotated data, but the improvement is limited. GAN-based transfer learning can solve the low-resource problem to a certain extent. Through adversarial learning, (Joey Tianyi Zhou et al., 2019) enables the constructed shared network layer to effectively extract the data features shared by the source domain and the target domain,
which can transfer the feature extraction capability of the network in the source domain to the target domain. Although these works can improve the ability of target domain data features extraction to a certain extent, thereby alleviating the problem of insufficient labeled data. When the source domain data is relatively small, the improvement effect of GAN-based transfer learning methods is limited. We can know the above-mentioned adversarial training and GAN-based transfer learning methods do not effectively utilize unlabeled corpora in the field. The GAN-based semi-supervised learning method uses unlabeled data to learn general information representation while performing supervised learning. Which effectively improve the small sample learning ability of the model. SS-GANs (Tim Salimans et al., 2016) represents this idea. The discriminator of SS-GANs is not like the discriminator of traditional GANs, it needs to identify the generated samples and the k categories to which the real examples belong. Through the adversarial training of the internal generator and the discriminator, the model produces the better representations of data, improving classification performance. At present, SS-GANs can achieve relatively good results in image recognition and text intent recognition tasks using only unlabeled corpora and a few dozens of labeled samples (Jason Weston et al., 2008; Thomas N.Kipf and Max Welling et al., 2017; Zhilin Yang et al., 2016). In addition, SS-GANs have also been applied to recently proposed methods such as Kernel-based GAN (Danilo Croce et al., 2019), etc. Although SS-GANs have achieved relative success, they are limited to image and text classification tasks, and there is no relevant research progress on low-resource NER task.

Therefore, to address the low-resource NER task, we propose the Seq-GAN-BERT semi-supervised learning model. First, the input labeled data and real unlabeled data are encoded by BERT to generate a semantic vector representation, which is fed into the discriminator together with the fake sample representation generated by the generator of the SS-GANs. The discriminator has two training objectives: 1) Identify whether unlabeled samples are real or generated; 2) Perform entity k classification on labeled data. The former is unsupervised training and the latter is supervised training. The general semantic representation ability learned by unsupervised training in real unlabeled samples has a positive impact on the supervised training of the model. By alternately training the generator and the discriminator, the BERT parameters are further optimized to improve the entity recognition effect.

In summary, the main contributions of this paper are as follows:

1. Our proposed Seq-GAN-BERT model, using adversarial learning, provides a new solution to the low-resource NER.
2. Seq-GAN-BERT can also be used to solve the low-resource problem of sequence tagging tasks such as word segmentation and part-of-speech tagging.
3. Our experiment shows that Seq-GAN-BERT model greatly reduces the dependence on manually annotated samples in the sequence labeling task, can effectively utilize unlabeled corpus, and has excellent small-sample learning ability.

2 Related work

At present, many methods have been studied and proposed in scenarios of low-resource task. One of the most direct methods is data augmentation, which augments training samples by removing words, replacing words, and back-translation. (Rico Sennrich et al., 2016; Li Dong et al., 2017) performed data augmentation through back-translation, which has been improved on text classification tasks, but this method is not suitable for NER. To effectively expand the training data for NER, (Bosheng Ding et al., 2020) proposed a generative model to generate annotated samples. In addition to data augmentation, some semi-supervised learning methods are improved. (Samuli Laine et al., 2017) proposed the semi-supervised learning method Π-Model, which uses dropout and other ways to perform data augmentation on all data, including unlabeled data, by encouraging the original and augmented data to have a consistent output probability distribution optimize the model. (Rui Wang and Ricardo Henao, 2021) used a consistent training semi-supervised method to improve the model, which augmented unlabeled data with back-translation to encourage model predictions of

1We release the code at https://github.com/camel2000/seq_GAN_BERT
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3.1 problem definition

The goal of the NER is to extract entities from the input texts and accurately determine their types. Given an input sentence \( X = (x_1, x_2, \ldots, x_n) \), it obtains the semantic vector representation \( H^{real} = (h'_0, h'_1, \ldots, h'_{l-1}) \) through the \( l \)-layer self-attention unit of BERT, where \( l \) belongs to \([1, L]\). At the same time, the generator obtains the generated sample representation \( H^{fake} \) through the input Gaussian noise \( z \in N(\mu, \sigma^2) \). After that, the discriminator receives the output representation \( H^{real} \) of BERT and the generated sample representation \( H^{fake} \), performs \( k+1 \) classification to obtain the output logits \( H^{logits} \in R^{L(k+1)} \), where the first \( k \) classes are real samples classes, and the \( k+1 \) class is fake samples. After \( H^{logits} \) is normalized by the softmax function, the probability distribution sequence \( P = (P_1, P_2, \ldots, P_n) \) is obtained, where \( P_n \in R^{k+1} \), and finally the classification is completed by finding the category corresponding to the maximum probability index \( Y = \text{arg max}(P) \). During the whole process, the generator and the discriminator are alternately trained, and the generator generates a more realistic sample representation in the adversarial training with the discriminator. The addition of domain unlabeled corpus enables the
discriminator to be more fully trained and the generator to be further strengthened. The BERT encoder learns more general semantic information through this adversarial training, thereby improving the entity recognition effect. And the generator and discriminator in the model will be introduced in detail in the next section.

3.3 Generator and discriminator

The generator is mainly used to generate fake samples. It receives a Gaussian vector \( z \) during forward propagation and generates a sample matrix after passing through the neural network. The generator parameters are updated as training progress, generating samples closer to the true sample distribution. The generator can be a self-attention mechanism (Ashish Vaswani et al., 2017), CNN (Alex Krizhevsky et al., 2012) and LSTM (Sepp Hochreiter and Jürgen Schmidhuber, 1997), considering that CNN can only extract local features, LSTM cannot run in parallel, this paper chooses multi-head self-attention as the generator:

\[
\text{MultiHead}(Q, K, V) = \text{Concat}(\text{head}_1, \ldots, \text{head}_i)W^o
\]

\[
\text{head}_i = \text{Attention}(QW^i, KW^i, VW^i) \quad (1)
\]

\[
Q = K = V = zW^z
\]

\[
\text{where } W^z \text{ is the mapping matrix, the noise } z \text{ is projected to } Q, K \text{ and } V. \quad W^o, W^Q, W^V \text{ and } W^z \text{ is the learning parameter matrix of the self-attention mechanism.}
\]

The discriminator of the model in this paper is the MLP (Multi-Layer Perceptron) classifier, which receives the real sample semantic vector sequence output from the encoder and the fake sample vectors sequence generated by the generator. And perform \( k + 1 \) classification to each token vector in the sequence. The parameter updates of the upper network parts all depend on their corresponding loss functions: discriminator loss \( L_D \) and generator loss \( L_G \). We define the probability distribution of the output of model \( m \) as \( p_m \). The discriminator loss \( L_D \) is the sum of the supervised and unsupervised losses.

\[
L_D = L_{Dsup} + L_{Dsup}
\]

Supervised loss \( L_{Dsup} \) is the sum of the cross-entropy losses for the classification of each token.

The unsupervised loss \( L_{Dsup} \) consists of two parts. The real samples are minimized for its \( k + 1 \) class probability, and the generated samples are maximized.

\[
L_{Dsup} = L_{Dsup} + L_{Dsup}
\]

The loss \( L_G \) of the generator also consists of two parts. The mean square error loss \( L_{G\text{[feature matching}}} \) ensures that the generated samples are as consistent as possible with the real sample distribution, and the other part is the unsupervised loss \( L_{Gsup} \) caused by the discriminator in judging the authenticity of the sample. The loss \( L_G \) is the sum of both \( L_{G\text{[feature matching}}} \) and \( L_{Gsup} \). The formula is

\[
L_G = L_{G\text{[feature matching}}} + L_{Gsup}
\]

In the training process, to ensure that the model maintains a good balance between supervised learning and unsupervised learning, and to maximize the classification performance of the model, it is necessary to assign reasonable weights to the supervised loss and the unsupervised loss. The unsupervised loss is adjusted by setting the unsupervised coefficient, and the discriminator loss actually used in the experiment is shown in formula (12).

\[
L_G = L_{G\text{[feature matching}}} + L_{Gsup}
\]

\[
L_D = L_{Dsup} + \eta \times (L_{Dsup} + L_{Dsup})
\]

We first try to determine the coefficient by using the proportion of the labeled samples in each batch, but through experiments, it is found that such a coefficient setting does not bring good model performance. Since the unsupervised learning in this model is based on supervised learning, supervised learning will directly affect the classification performance, so the relationship between the unsupervised coefficient \( \eta \) and the
Considering that the unlabeled input data may far exceed the labeled data, the exponent $\beta$ is introduced to reduce the negative impact of supervised loss. The setting of $\eta$ is as formula (13).

$$\eta = \left( \frac{n_i}{B} \right)^\beta$$

where $B$ is the size of each batch of data, $n_i$ is the number of labeled samples in each batch.

![Figure 2: Curves of unsupervised coefficients $\eta$ corresponding to different parameters $\beta$](image)

As shown in Figure 2. When the proportion of labeled samples is constant, the larger the index $\beta$ is, the smaller the $\eta$ is, and the model will be less negatively affected by the unsupervised loss and more attention will be paid to the supervised classification. We will analyze the effect of $\eta$ on model performance in subsequent experimental sections.

## 4 Experiment

In this section, firstly, we introduce the dataset and evaluation metrics used to test the model’s performance. Secondly, relevant experimental details and hyperparameters are reported. Thirdly, the results of different experiments are analyzed from different perspectives, including comparing the baseline model, the choice of other generators, and more attention will be paid to the supervised speech tagging task.

### 4.1 Datasets and Evaluation Metrics

Our model is evaluated on four datasets, corresponding to the experimental results on the 2003. To ensure that the experimental results are convincing, we selected both Chinese and English datasets, of which CLUENER and WeiboNER are Chinese datasets, and CoNLL-2003 and Laptop14 are English datasets. CLUENER (Liang Xu et al., 2020) is a fine-grained dataset, WeiboNER (Nanyun Peng and Mark Dredze, 2015) is a social domain dataset, CoNLL-2003 (Erik F. Tjong Kim Sang and Fien De Meulder, 2003) is a news dataset, and Laptop14 (Maria Pontiki et al., 2014) is a dataset of laptop reviews. The statistics are shown in Table 1. Furthermore, we adopt precision, recall and micro F1 as evaluation metrics for entity extraction. All reported results are averaged by running 10 experiments with random initialization.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Train sentences</th>
<th>Test sentences</th>
<th>Entity types</th>
</tr>
</thead>
<tbody>
<tr>
<td>CLUENER</td>
<td>10748</td>
<td>1343</td>
<td>10</td>
</tr>
<tr>
<td>WeiboNER</td>
<td>1350</td>
<td>270</td>
<td>7</td>
</tr>
<tr>
<td>CoNLL-2003</td>
<td>14986</td>
<td>3465</td>
<td>4</td>
</tr>
<tr>
<td>Laptop14</td>
<td>2741</td>
<td>304</td>
<td>3</td>
</tr>
</tbody>
</table>

Table 1: The statistics of NER datasets

### 4.2 Datasets and Evaluation Metrics

In our experiment, a 12-layer, 768-dimensional BERT model was used, the batch size is 64, the maximum text length is 128, and the learning rate is set to 2e-5. When constructing a small sample training set, we have made certain rules and restrictions to ensure that the randomly selected labeled sample data contains all pre-given entity types. Training epoch is set to 6 on WeiboNER and Laptop14 datasets and set to 3 on other datasets.

### 4.3 Main results

Our model is evaluated on four datasets, corresponding to the experimental results on the 2003. To ensure that the experimental results are convincing, we selected both Chinese and English datasets, of which CLUENER and WeiboNER are Chinese datasets, and CoNLL-2003 and Laptop14 are English datasets. CLUENER (Liang Xu et al., 2020) is a fine-grained dataset, WeiboNER (Nanyun Peng and Mark Dredze, 2015) is a social domain dataset, CoNLL-2003 (Erik F. Tjong Kim Sang and Fien De Meulder, 2003) is a news dataset, and Laptop14 (Maria Pontiki et al., 2014) is a dataset of laptop reviews. The statistics are shown in Table 1. Furthermore, we adopt precision, recall and micro F1 as evaluation metrics for entity extraction. All reported results are averaged by running 10 experiments with random initialization.
CoNLL-2003 datasets, respectively. The abscissa in the figure is the ratio of labeled data, and the ordinate is the performance of the model. As shown in figure 3, our model achieves good performance on low-resource named entity recognition, and when the labeled data is insufficient, our model has a significant advantage over the baseline model.

CLUENER: As shown from Figure 3(a), there are only 107 labeled data, that is, 1% of the total, the F1 of the baseline is close to 0, and our model can still learn useful information from the data and classify some samples correctly. Seq-GAN-BERT stays ahead baseline until the labeled sample ratio reaches 0.5. After the labeled sample ratio reaches 0.5, the performance of the baseline is comparable to our model.

WeiboNER: As shown in Figure 3(b), Seq-GAN-BERT always leads the baseline regardless of the proportion of labeled data. This indicates that our model performs well on small sample tasks.

CoNLL-2003: As can be seen from Figure 3(c), BERT has an overwhelming advantage over the baseline, and this advantage is maintained until the ratio of labeled samples reaches 0.3. Although the performance of the baseline gradually approaches, our model has always been ahead.

Laptop14: In Figure 3(d), we observe similar outcomes with WeiboNER dataset. Our model consistently outperforms the baseline models.

To sum up, the experimental results on the above four datasets in different fields strongly verify the effectiveness and superiority of our proposed Seq-GAN-BERT model on the low-resource named entity recognition task.

4.4 Experiment analysis

The effect of different generators on the overall performance of the model: In the above experiments, the generator in our model uses the self-attention mechanism with a better theoretical effect by default. This section also explores the impact of the generator on the performance of the model when using other neural networks. In the experiment, the ratio of annotated samples is set to 0.1. As shown in Figure 4, when the generator is
LSTM, the model's performance is close to the experimental results of the generator with self-attention, which shows that our proposed semi-supervised learning model has stable performance and universality. Considering that self-attention can be calculated in parallel, we recommend using self-attention as a generator in practical project usage.

Influence of $\eta$ in discriminator loss on model performance: During the experiment, the unsupervised loss coefficient $\eta$ of the discriminator is critical. If the coefficient is too large, the gradient generated by the unsupervised loss will disturb the internal weight of the model. In this part, experiments are conducted to study the impact of unsupervised coefficients $\eta$ on model performance under low-resource conditions. The set of low-resource proportions with labeled data is $\{0.01, 0.02, 0.03, 0.04, 0.05, 0.1, 0.2, 0.3, 0.4, 0.5\}$. Taking the CLUENER as the experimental dataset, set the value set of $\beta$ to $\{1, 2, 3, 6\}$, and the unsupervised loss coefficient $\eta$ can be calculated from Equation 1. The experimental results are shown in Figure 5.

When $\beta=1$, the model performs the worst, this is because in the process of backpropagation, a substantial unsupervised coefficient will cause the model to be disturbed by excessive unsupervised gradients, and the semantic representation inside the model is easily diverging, thus affecting the classification accuracy of the model. When $\beta=2$ or $\beta=3$, the model can achieve relatively better performance. When $\beta$ is larger, $\beta=6$, the model results drop slightly, which indicates that the model has not fully learned the important general representation of unlabeled data.

4.5 The application of part-of-speech tagging task on the model

To further verify the superiority of the Seq-GAN-BERT model on low-resource sequence tagging tasks, we apply the model to part-of-speech tagging tasks for experiments. We also choose BERT-Softmax as the baseline.

Dataset: The CoNLL-2003 and RenMinRiBao datasets were selected for part-of-speech tagging experimental evaluation. The CoNLL-2003\cite{31} dataset have been introduced in Section 4.1, and this part of the experiment uses its part-of-speech tagging data. RenMinRiBao\cite{1} is a Chinese news dataset. The statistics of the dataset are shown in Table 2.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Train sentences</th>
<th>Test sentences</th>
<th>POS types</th>
</tr>
</thead>
<tbody>
<tr>
<td>CoNLL-2003</td>
<td>14986</td>
<td>3465</td>
<td>46</td>
</tr>
<tr>
<td>RenMinRiBao</td>
<td>16279</td>
<td>3000</td>
<td>46</td>
</tr>
</tbody>
</table>

Table 2: The statistics of POS datasets

https://www.heywhale.com/mw/dataset/5ce7983cd1047002b334de3/content
**POS Experiment:** The training epoch is set to 3, the data batch size is 64, and the maximum text length is 128, and the learning rate is $2 \times 10^{-5}$. The experimental results are shown in Figure 6. Figure 6(a) and Figure 6(b) show the experimental results on the datasets CoNLL-2003 and RenMinRiBao, respectively.

As shown in Figure 6(a), Seq-GAN-BERT has better performance relative to the baseline in the few-shot part-of-speech tagging task of the CoNLL-2003 dataset. Our model consistently maintains a significant advantage when the ratio of labeled samples is less than 0.3. When the ratio of labeled samples is greater than 0.3, the Seq-GAN-BERT lead is relatively reduced, but the baseline has not outperformed our model from start to finish. As shown in Figure 6(b), the experimental performance of the RenMinRiBao dataset is similar to that of the CoNLL-2003 dataset. When the ratio of labeled samples is less than 0.5, our model has always maintained a significant advantage. When the ratio of labeled samples is greater than 0.5, Seq-GAN-BERT still leads to the baseline. The experimental results further verify the generality and superiority of our model, and Seq-GAN-BERT can effectively solve the low-resource sequence labeling task.

**5 Conclusion**

In this paper, we propose the semi-supervised learning model Seq-GAN-BERT for low-resource NER. The proposed model effectively utilizes unlabeled data to improve its small sample learning ability by integrating adversarial generative networks and achieves good performance on low-resource NER. The discriminator and generator in the adversarial generative network are trained alternately. When distinguishing the authenticity of the samples and classifying the samples accurately, the two losses are designed to update the parameters of the BERT model, thereby improving the classification ability of the model. In particular, we also tried two different generators: self-attention and LSTM. Experimental results show that our Seq-GAN-BERT model has significant advantages on low-resource named entity recognition and has better performance on traditional part-of-speech tagging relative to the baseline. We will explore small sample learning for reading comprehension and dialogue question answering tasks in the future.
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