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Abstract 1 

Named entity recognition (NER), as an 2 

important basic task of natural language 3 

processing, has been widely studied. In the 4 

case of relatively sufficient labeled data, 5 

traditional NER methods have achieved 6 

remarkable results. However, due to the 7 

lack of labeled data in many fields and the 8 

difficulty of manual annotation, the task of 9 

low-resource NER has become a research 10 

hotspot. To effectively improve the 11 

recognition accuracy of low-resource 12 

NER, this paper proposes the semi-13 

supervised learning model Seq-GAN-14 

BERT，which integrates the adversarial 15 

generative network based on the pre-16 

trained language model BERT, and uses 17 

the domain unlabeled corpus to train the 18 

adversarial generative network to learn the 19 

important general semantic information of 20 

the data. The proposed Seq-GAN-BERT 21 

method can further optimize BERT-based 22 

supervised training and improve the ability 23 

of entity recognition. The experimental 24 

results show that our model greatly 25 

reduces the dependence on labeled 26 

samples and effectively improves the 27 

performance of low-resource NER task. 28 

1 Introduction 29 

Since the pre-trained language model 30 

BERT(Jacob Devlin et al., 2018) was proposed, it 31 

has been widely used in natural language 32 

processing tasks. Tremendous improvements have 33 

been achieved by fine-tuning downstream tasks 34 

such as NER, text classification, machine reading 35 

comprehension, etc. However, fine-tuning for 36 

downstream tasks often requires high-quality 37 

labeled samples, and the performance drops 38 

dramatically when there are few labeled samples. 39 

NER, as one of the most basic natural language 40 

processing tasks, is different from text 41 

classification and reading comprehension tasks, 42 

and has the characteristics of large data annotation 43 

workload and data enhancement difficulties. The 44 

types of entities in this task are often diverse, 45 

resulting in complex annotation. Each entity in the 46 

annotation must specify its beginning, middle, end 47 

and entity type. Data augmentation is among the 48 

research methods of low-resource NER, which 49 

has been continuously studied as a mainstream 50 

method (Jason Wei and Kai Zou, 2019; Xiang 51 

Zhang et al., 2019; Xiang Dai and Heike Adel, 52 

2020). However, since entities are fine-grained 53 

information in the sentences, it is difficult to 54 

effectively enhance the data. Mixing the enhanced 55 

data with the original label data for training will 56 

inevitably introduce harmful noise. Motivated by 57 

the work of (Christian Szegedy et al., 2014; Joey 58 

Tianyi Zhou et al., 2019; Ting Chen et al., 2019), 59 

this paper will use an adversarial learning 60 

approach to improve the small sample learning 61 

ability of BERT for the low-resource NER task. 62 

At present, there are three methods related to 63 

adversarial learning: adversarial training, GAN-64 

based transfer learning, and GAN-based semi-65 

supervised learning. Adversarial training 66 

(Christian Szegedy et al., 2014) is an important 67 

method to improve the robustness of the model. 68 

The main idea is to add a small perturbation to the 69 

sample in the direction of the negative gradient of 70 

the model training, and such perturbation is likely 71 

to cause the model to misclassify. The model 72 

gradually adapts to this perturbation during 73 

training to enhance the robustness of the model. 74 

This method can alleviate the model's dependence 75 

on annotated data, but the improvement is limited. 76 

GAN-based transfer learning can solve the low-77 

resource problem to a certain extent. Through 78 

adversarial learning, (Joey Tianyi Zhou et al., 79 

2019) enables the constructed shared network 80 

layer to effectively extract the data features shared 81 

by the source domain and the target domain, 82 
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which can transfer the feature extraction 83 

capability of the network in the source domain to 84 

the target domain. Although these works can 85 

improve the ability of target domain data features 86 

extraction to a certain extent, thereby alleviating 87 

the problem of insufficient labeled data. When the 88 

source domain data is relatively small, the 89 

improvement effect of GAN-based transfer 90 

learning methods is limited. We can know the 91 

above-mentioned adversarial training and GAN-92 

based transfer learning methods do not effectively 93 

utilize unlabeled corpora in the field. The GAN-94 

based semi-supervised learning method uses 95 

unlabeled data to learn general information 96 

representation while performing supervised 97 

learning. Which effectively improve the small 98 

sample learning ability of the model. SS-GANs 99 

(Tim Salimans et al., 2016) represents this idea. 100 

The discriminator of SS-GANs is not like the 101 

discriminator of traditional GANs, it needs to 102 

identify the generated samples and the k  103 

categories to which the real examples belong. 104 

Through the adversarial training of the internal 105 

generator and the discriminator, the model 106 

produces the better representations of data, 107 

improving classification performance. At present, 108 

SS-GANs can achieve relatively good results in 109 

image recognition and text intent recognition tasks 110 

using only unlabeled corpora and a few dozens of 111 

labeled samples (Jason Weston et al., 2008; 112 

Thomas N.Kipf and Max Welling et al.. 2017; 113 

Zhilin Yang et al., 2016). In addition, SS-GANs 114 

have also been applied to recently proposed 115 

methods such as Kernel-based GAN (Danilo 116 

Croce et al., 2019), etc. Although SS-GANs have 117 

achieved relative success, they are limited to 118 

image and text classification tasks, and there is no 119 

relevant research progress on low-resource NER 120 

task. 121 

Therefore, to address the low-resource NER 122 

task, we propose the Seq-GAN-BERT
1
 semi-123 

supervised learning model. First, the input labeled 124 

data and real unlabeled data are encoded by BERT 125 

to generate a semantic vector representation, 126 

which is fed into the discriminator together with 127 

the fake sample representation generated by the 128 

generator of the SS-GANs. The discriminator has 129 

two training objectives: 1). Identify whether 130 

unlabeled samples are real or generated; 2). 131 

Perform entity k  classification on labeled data. 132 

The former is unsupervised training and the latter 133 

is supervised training. The general semantic 134 

representation ability learned by unsupervised 135 

training in real unlabeled samples has a positive 136 

impact on the supervised training of the model. 137 

By alternately training the generator and the 138 

discriminator, the BERT parameters are further 139 

optimized to improve the entity recognition effect. 140 

In summary, the main contributions of this 141 

paper are as follows: 142 

(1) Our proposed Seq-GAN-BERT model, 143 

using adversarial learning, provides a new 144 

solution to the low-resource NER. 145 

(2) Seq-GAN-BERT can also be used to solve 146 

the low-resource problem of sequence 147 

tagging tasks such as word segmentation 148 

and part-of-speech tagging. 149 

(3) Our experiment shows that Seq-GAN-150 

BERT model greatly reduces the 151 

dependence on manually annotated samples 152 

in the sequence labeling task, can 153 

effectively utilize unlabeled corpus, and has 154 

excellent small-sample learning ability. 155 

2 Related work 156 

At present, many methods have been studied and 157 

proposed in scenarios of low-resource task. One 158 

of the most direct methods is data augmentation, 159 

which augments training samples by removing 160 

words, replacing words, and back-translating. 161 

(Rico Sennrich et al., 2016; Li Dong et al., 2017) 162 

performed data augmentation through back-163 

translation, which has been improved on text 164 

classification tasks, but this method is not suitable 165 

for NER. To effectively expand the training data 166 

for NER, (Bosheng Ding et al., 2020) proposed a 167 

generative model to generate annotated samples. 168 

In addition to data augmentation, some semi-169 

supervised learning methods are improved. 170 

(Samuli Laine et al., 2017) proposed the semi-171 

supervised learning method Π-Model, which uses 172 

dropout and other ways to perform data 173 

augmentation on all data, including unlabeled 174 

data, by encouraging the original and augmented 175 

data to have a consistent output probability 176 

distribution optimize the model. (Rui Wang and 177 

Ricardo Henao, 2021) used a consistent training 178 

semi-supervised method to improve the model, 179 

which augmented unlabeled data with back-180 

translation to encourage model predictions of 181 

 182 

1
We release the code at https://github.com/ 183 

camel2000/seq_GAN_BERT 184 

 185 

https://github.com/camel2000/seq_GAN_BERT
https://github.com/camel2000/seq_GAN_BERT
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original and back-translated samples containing 186 

the same entity type. This method avoids the 187 

drawback that traditional NER cannot use back-188 

translation for applying data augmentation. The 189 

success achieved by the above methods illustrates 190 

the effectiveness of semi-supervised learning 191 

methods on low-resource tasks. This paper will 192 

apply the SS-GANs method to solve the low-193 

resource NER problem and propose the Seq-194 

GAN-BERT semi-supervised learning model. 195 

Experimental results show that our proposed Seq-196 

GAN-BERT model can effectively utilize 197 

unlabeled data and improve model representation 198 

ability through adversarial learning, and achieve 199 

good performance on low-resource NER task. 200 

3 Seq-GAN-BERT：semi-supervised 201 

BERT with GAN for sequence tagging 202 

tasks 203 

3.1 problem definition 204 

The goal of the NER is to extract entities from the 205 

input texts and accurately determine their types. 206 

Given an input sentence 1 2( , ,..., )nX x x x , 207 

where n  is the length of the sentence, for a given 208 

entity type set E , output all entity sets 209 

{ ( , , ) | , }i i i i i i ia b e a b e E     contained in 210 

X , where , {0,1, , -1}i ia b n  represents the 211 

start and end positions of the extracted entities, 212 

and e i  
represents the entities in E  type (e.g., 213 

PER, LOC, etc.). 214 

3.2 Seq-GAN-BERT model 215 

The NER semi-supervised learning model Seq-216 

GAN-BERT proposed in this paper is a kind of 217 

SS-GANs based on BERT, which consists of three 218 

parts: BERT encoder, generator and discriminator. 219 

This semi-supervised learning model incorporates 220 

the discriminator design ideas of SS-GANs: in the 221 

forward propagation process, the real samples 222 

encoded by BERT together with the fake samples 223 

generated by the generator are input to the 224 

discriminator, and the discriminator will classify 225 

the real sample features into k  categories while 226 

distinguishing the authenticity of the input. The 227 

alternating training of the discriminator and the 228 

generator is performed to train a k -class 229 

discriminator based on semi-supervised learning. 230 

The generator generates samples resembling the 231 

real data distribution in the adversarial training 232 

with the discriminator, and the classification 233 

ability of the discriminator is also enhanced. At 234 

this time, the back-propagated gradient will 235 

optimize the parameters of the BERT encoder, 236 

thereby improving the performance of entity 237 

classification. The overall model structure 238 

proposed in this paper is shown in Figure 1.  239 

 240 

Figure 1: Seq-GAN-BERT model 241 

For the input sentence 1 2( , ,..., )nX x x x , it 242 

obtains the semantic vector representation 243 

0 1 1( , , , )l l l l

real nH h h h    through the l -layer self-244 

attention unit of BERT, where l  belongs to 245 

[1, ]L  . At the same time, the generator obtains the 246 

generated sample representation 
fakeH  through 247 

the input Gaussian noise
2( , )z N   . After 248 

that, the discriminator receives the output 249 

representation 
l

realH  of BERT and the generated 250 

sample representation 
fakeH , performs +1k  251 

classification to obtain the output logits252 

( 1)

log

L k

itsH R   , where the first k  classes are 253 

real samples classes, and the +1k  class is fake 254 

samples. After log itsH  is normalized by the 255 

softmax function, the probability distribution 256 

sequence 1 2( , )nP P P P ， ，  is obtained, where 257 

1k

nP R  , and finally the classification is 258 

completed by finding the category corresponding 259 

to the maximum probability indexs260 

arg max( )Y P . During the whole process, the 261 

generator and the discriminator are alternately 262 

trained, and the generator generates a more 263 

realistic sample representation in the adversarial 264 

training with the discriminator. The addition of 265 

domain unlabeled corpus enables the 266 



4 

 
 

discriminator to be more fully trained and the 267 

generator to be further strengthened. The BERT 268 

encoder learns more general semantic information 269 

through this adversarial training, thereby 270 

improving the entity recognition effect. And the 271 

generator and discriminator in the model will be 272 

introduced in detail in the next section. 273 

3.3 Generator and discriminator 274 

The generator is mainly used to generate fake 275 

samples. It receives a Gaussian vector z during 276 

forward propagation and generates a sample 277 

matrix after passing through the neural network. 278 

The generator parameters are updated as training 279 

progress, generating samples closer to the true 280 

sample distribution. The generator can be a self-281 

attention mechanism (Ashish Vaswani et al., 282 

2017), CNN(Alex Krizhevsky et al., 2012) and 283 

LSTM (Sepp Hochreiter and Jürgen Schmidhuber, 284 

1997), considering that CNN can only extract 285 

local features, LSTM cannot run in parallel, this 286 

paper chooses multi-head self-attention as the 287 

generator: 288 

1

( , , )  

( ,  ... ,  ) o

h

MultiHead Q K V

Concat head head W


      (1) 289 

( , , )Q K V

i i i ihead Attention QW KW VW     (2) 290 

 zQ K V zW  
                             

(3) 291 

where zW  is the mapping matrix, the noise z  292 

is projected to Q , K and V .  
oW , Q

iW , k

iW and 293 

v

iW  is the learning parameter matrix of the self-294 

attention mechanism. 295 

The discriminator of the model in this paper is 296 

the MLP (Multi-Layer Perceptron) classifier, 297 

which receives the real sample semantic vector 298 

ssequence output from the encoder and the fake 299 

sample vectors sequence generated by the 300 

generator. And perform 1k  classification to 301 

each token vector in the sequence. The parameter 302 

updates of the upper network parts all depend on 303 

their corresponding loss functions: discriminator 304 

loss DL and generator loss GL . We define the 305 

probability distribution of the output of model m  306 

as mp . The discriminator loss DL
 
is the sum of 307 

the supervised and unsupervised losses. 308 

sup supunD D DL L L 
                            

(4)

 

309 

Supervised loss 
supDL  is the sum of the cross-310 

entropy losses for the classification of each token 311 

sup , ~

1

{ log[ ( | , (1,..., ))]}
d

l

D x y p m

n

L E p y y x y k


     (5)

 

312 

The unsupervised loss 
supunDL consists of two 313 

parts. The real samples are minimized for its 314 

1k   class probability, and the generated samples 315 

are maximized. 316 

sup supsupun unun
D DR DFL L L 

                   
(6) 317 

sup
, ~

1

{ log[1 ( | , 1)]}
dun

l

DR x y p m

n

L E p y y x y k


      (7) 318 

sup , ~

1

{ log[ ( | , 1)]}
un

l

DF x y G m

n

L E p y y x y k


      (8) 319 

The loss GL  of the generator also consists of 320 

two parts. The mean square error loss 
 feature matchingGL  321 

ensures that the generated samples are as 322 

consistent as possible with the real sample 323 

distribution, and the other part is the unsupervised 324 

loss 
supunGL  caused by the discriminator in judging 325 

the authenticity of the sample. The loss GL  is the 326 

sum of both 
 feature matchingGL and 

supunGL The formula is 327 

 

2

~ ~ 2

1

{|| ( ) ( ) || }
feature matching d

l

G x p x G

n

L E f x E f x


 
  
(9) 328 

sup ~

1

{ log[1 ( 1| )]}
un

l

G x G m

n

L E p y k x


       
(10) 329 

 supfeature matching suG G GL L L 
             

 (11) 330 

In the training process, to ensure that the model 331 

maintains a good balance between supervised 332 

learning and unsupervised learning, and to 333 

maximize the classification performance of the 334 

model, it is necessary to assign reasonable weights 335 

to the supervised loss and the unsupervised loss. 336 

The unsupervised loss is adjusted by setting the 337 

unsupervised coefficient, and the discriminator 338 

loss actually used in the experiment is shown in 339 

formula (12). 340 

sup sup sup
( )

un unD D DR DFL L L L            (12) 341 

We first try to determine the coefficient by 342 

using the proportion of the labeled samples in 343 

each batch, but through experiments, it is found 344 

that such a coefficient setting does not bring good 345 

model performance. Since the unsupervised 346 

learning in this model is based on supervised 347 

learning, supervised learning will directly affect 348 

the classification performance, so the relationship 349 

between the unsupervised coefficient   and the 350 
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proportion of labeled samples may be nonlinear. 351 

Considering that the unlabeled input data may far 352 

exceed the labeled data, the exponent 
 
is 353 

introduced to reduce the negative impact of 354 

supervised loss. The setting of   
is as formula 355 

(13). 356 

=( )ln

B

                               (13) 357 

where B  is the size of each batch of data, ln  is 358 

the number of labeled samples in each batch. 359 

 360 

 361 

Figure 2: Curves of unsupervised coefficients 362 

corresponding to different parameters   363 

As shown in figure 2. When the proportion of 364 

labeled samples is constant, the larger the index 365 

  is, the smaller the   is, and the model will be 366 

less negatively affected by the unsupervised loss, 367 

and more attention will be paid to the supervised 368 

classification. We will analyze the effect of   on 369 

model performance in subsequent experimental 370 

sections. 371 

4 Experiment 372 

In this section, firstly, we introduce the dataset and 373 

evaluation metrics used to test the model's 374 

performance. Secondly, relevant experimental 375 

details and hyperparameters are reported. Thirdly, 376 

the results of different experiments are analyzed 377 

from different perspectives, including comparing 378 

the baseline model, the choice of other generators, 379 

the impact of hyperparameters. Finally, the 380 

effectiveness of the proposed model is further 381 

verified on the part-of-speech tagging task. 382 

4.1 Datasets and Evaluation Metrics 383 

Our model is evaluated on four datasets, 384 

CLUENER, WeiboNER, Laptop14 and CoNLL-385 

2003. To ensure that the experimental results are 386 

convincing, we selected both Chinese and English 387 

datasets, of which CLUENER and WeiboNER are 388 

Chinese datasets, and CoNLL-2003 and Laptop14 389 

are English datasets. CLUENER(Liang Xu et al., 390 

2020) is a fine-grained dataset, WeiboNER 391 

(Nanyun Peng and Mark Dredze, 2015) is a social 392 

domain dataset, CoNLL-2003 (Erik F. Tjong Kim 393 

Sang and Fien De Meulder, 2003) is a news 394 

dataset, and Laptop14 (Maria Pontiki et al., 2014) 395 

is a dataset of laptop reviews. The statistics are 396 

shown in Table 1. Furthermore, we adopt 397 

precision, recall and micro F1 as evaluation 398 

metrics for entity extraction. All reported results 399 

are averaged by running 10 experiments with 400 

random initialization. 401 

 402 

4.2 Datasets and Evaluation Metrics 403 

In our experiment, a 12-layer, 768-dimension 404 

BERT model was used, the batch size is 64, the 405 

maximum text length is 128, and the learning rate 406 

is set to 2e-5. When constructing a small sample 407 

training set, we have made certain rules and 408 

restrictions to ensure that the randomly selected 409 

labeled sample data contains all pre-given entity 410 

types. Training epoch is set to 6 on WeiboNER 411 

and Laptop14 datasets and set to 3 on other 412 

datasets. 413 

4.3 Main results 414 

We select BERT-Softmax (Jing Li et al., 2022) as 415 

the baseline for comparison in the experiment. To 416 

pay attention to the performance of the Seq-GAN-417 

BERT model under a small amount of labeled 418 

data, we test the model's performance with 419 

different amounts of labeled data. The specific 420 

operation is randomly selecting a certain ratio of 421 

samples from the training set as labeled samples 422 

and removing the labels from the remaining data 423 

as unlabeled samples. The ratio of labeled data is 424 

increased from 1% for our experiments. When the 425 

ratio is 1, it means that all labeled data is used, 426 

and no unlabeled data is used. Figures 3(a)-3(d) 427 

correspond to the experimental results on the 428 

CLUENER, WeiboNER, Laptop14 and429 

Dataset 
Train 

sentences 

Test  

sentences 

Entity 

types 

CLUENER 10748 1343 10 

WeiboNER 1350 270 7 

CoNLL-2003 14986 3465 4 

Laptop14 2741 304 3 

Table 1:  The statistics of NER datasets 
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 430 

 431 

CoNLL-2003 datasets, respectively. The abscissa 432 

in the figure is the ratio of labeled data, and the 433 

ordinate is the performance of the model. As is 434 

shown in figure 3，our model achieves good 435 

performance on low-resource named entity 436 

recognition, and when the labeled data is 437 

insufficient, our model has a significant advantage 438 

over the baseline model. 439 

CLUENER: As shown from Figure 3(a), there 440 

are only 107 labeled data, that is, 1% of the total, 441 

the F1 of the baseline is close to 0, and our model 442 

can still learn useful information from the data 443 

and classify some samples correctly. Seq-GAN-444 

BERT stays ahead baseline until the labeled 445 

sample ratio reaches 0.5. After the labeled sample 446 

ratio reaches 0.5, the performance of the baseline 447 

is comparable to our model. 448 

WeiboNER: As shown in Figure 3(b), Seq-GAN-449 

BERT always leads the baseline regardless of the 450 

proportion of labeled data. This indicates that our 451 

model performs well on small sample tasks.  452 

CoNLL-2003: As can be seen from Figure 3(c), 453 

when the ratio of labeled data is small, Seq-GAN-454 

BERT has an overwhelming advantage over the 455 

baseline, and this advantage is maintained until 456 

the ratio of labeled samples reaches 0.3. Although 457 

the performance of the baseline gradually 458 

approaches, our model has always been ahead. 459 

Laptop14: In Figure 3(d), we observe similar 460 

outcomes with WeiboNER dataset. Our model 461 

consistently outperforms the baseline models. 462 

To sum up, the experimental results on the 463 

above four datasets in different fields strongly 464 

verify the effectiveness and superiority of our 465 

proposed Seq-GAN-BERT model on the low-466 

resource named entity recognition task. 467 

4.4 Experiment analysis 468 

The effect of different generators on the overall 469 

performance of the model: In the above 470 

experiments, the generator in our model uses the 471 

self-attention mechanism with a better theoretical 472 

effect by default. This section also explores the 473 

impact of the generator on the performance of the 474 

model when using other neural networks. In the 475 

experiment, the ratio of annotated samples is set to 476 

0.1. As shown in Figure 4, when the generator is 477 

(c) CoNLL-2003                                                        (d) Laptop14 

(a) CLUENER                                                           (b) WeiboNER 

Figure 3: Performance comparison of Seq-GAN-BERT and the baseline model in NER 
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LSTM, the model's performance is close to the 478 

experimental results of the generator with self-479 

attention, which shows that our proposed semi-480 

supervised learning model has stable performance 481 

and universality. Considering that self-attention 482 

can be calculated in parallel, we recommend using 483 

self-attention as a generator in practical project 484 

usage. 485 

 486 

Figure 4: Model performance when generators are 487 

different networks 488 

Influence of  in discriminator loss on model 489 

performance: During the experiment, the 490 

unsupervised loss coefficient   of the 491 

discriminator is critical. If the coefficient is too 492 

large, the gradient generated by the unsupervised 493 

loss will disturb the internal weight of the model. 494 

In this part, experiments are conducted to study 495 

the impact of unsupervised coefficients  on 496 

model performance under low-resource 497 

conditions. The set of low-resource proportions 498 

with labeled data is {0.01, 0.02, 0.03, 0.04, 0.05, 499 

0.1, 0.2, 0.3, 0.4 , 0.5}.Taking the CLUENER as 500 

the experimental dataset, set the value set of  to 501 

{1, 2, 3, 6}, and the unsupervised loss coefficient502 

 can be calculated from Equation 1. The 503 

experimental results are shown in Figure 5.  504 

When =1 , the model performs the worst, this 505 

is because in the process of backpropagation, a 506 

substantial unsupervised coefficient will cause the 507 

model to be disturbed by excessive unsupervised 508 

gradients, and the semantic representation inside 509 

the model is easily diverging, thus affecting the 510 

classification accuracy of the model. When 511 

2  or 3  , the model can achieve relatively 512 

better performance. When   is larger:  6  , 513 

the model results drop slightly, which indicates 514 

that the model has not fully learned the important 515 

general representation of unlabeled data.  516 

 517 

Figure 5: The effect of different coefficients  on 518 

model performance 519 

After the above experiments, we can conclude 520 

that by setting the unsupervised coefficient   , 521 

the supervised learning and unsupervised learning 522 

in the model can be better balanced, which is 523 

beneficial to guide the model to update and iterate 524 

in a more favorable direction improve the 525 

performance of the model. 526 

4.5 The application of part-of-speech 527 

tagging task on the model 528 

To further verify the superiority of the Seq-GAN-529 

BERT dmoel on low-resource sequence tagging 530 

tasks, we apply the mdoel to part-of-speech 531 

tagging tasks for experiments. We also choose 532 

BERT-Softmax as the baseline. 533 

Dataset: The CoNLL-2003 and RenMinRiBao 534 

datasets were selected for part-of-speech tagging 535 

experimental evaluation. The CoNLL-2003(Erik 536 

F. Tjong Kim Sang and Fien De Meulder. 2003) 537 

[31]dataset have been introduced in Section 4.1, 538 

and this part of the experiment uses its part-of-539 

speech tagging data. RenMinRiBao
1
 is a Chinese 540 

news dataset. The statistics of the dataset are 541 

shown in Table 2. 542 

 543 

1
https://www.heywhale.com/mw/dataset/5ce7983cd104544 

70002b334de3/content 545 

 546 

Dataset  
Train  

sentences 

Test 

sentences 

POS 

types 

CoNLL-2003 14986 3465 46 

RenMinRiBao 16279 3000 46 

Table 2:  The statistics of POS datasets 

https://www.heywhale.com/mw/dataset/5ce7983cd10470002b334de3/content
https://www.heywhale.com/mw/dataset/5ce7983cd10470002b334de3/content


8 

 
 

 547 

POS Experiment: The training epoch is set to 3, 548 

the data batch size is 64, and the maximum text 549 

length is 128, and the learning rate is 2e-5. The 550 

experimental results are shown in Figure 6. Figure 551 

6(a) and Figure 6(b) show the experimental results 552 

on the datasets CoNLL-2003 and RenMinRiBao, 553 

respectively. 554 

As shown in Figure 6(a), Seq-GAN-BERT has 555 

better performance relative to the baseline in the 556 

few-shot part-of-speech tagging task of the 557 

CoNLL-2003 dataset. Our model consistently 558 

maintains a significant advantage when the ratio 559 

of labeled samples is less than 0.3. When the ratio 560 

of labeled samples is greater than 0.3, the Seq-561 

GAN-BERT lead is relatively reduced, but the 562 

baseline has not outperformed our model from 563 

start to finish. As shown in Figure 6(b), the 564 

experimental performance of the RenMinRiBao 565 

dataset is similar to that of the CoNLL-2003 566 

dataset. When the ratio of labeled samples is less 567 

than 0.5, our model has always maintained a 568 

significant advantage. When the ratio of labeled 569 

examples is greater than 0.5, Seq-GAN-BERT still 570 

leads to the baseline. The experimental results 571 

further verify the generality and superiority of our 572 

model, and Seq-GAN-BERT can effectively solve 573 

the low-resource sequence labeling task.  574 

5 Conclusion 575 

In this paper, we propose the semi-supervised 576 

learning model Seq-GAN-BERT for low-resource 577 

NER. The proposed model effectively utilizes 578 

unlabeled data to improve its small sample 579 

learning ability by integrating adversarial 580 

generative networks and achieves good 581 

performance on low-resource NER. The 582 

discriminator and generator in the adversarial 583 

generative network are trained alternately. When 584 

distinguishing the authenticity of the samples and 585 

classifying the samples accurately, the two losses 586 

are designed to update the parameters of the 587 

BERT model, thereby improving the classification 588 

ability of the model. In particular, we also tried 589 

two different generators: self-attention and LSTM. 590 

Experimental results show that our Seq-GAN-591 

BERT model has significant advantages on low-592 

resource named entity recognition and has better 593 

performance on traditional part-of-speech tagging 594 

relative to the baseline. We will explore small 595 

sample learning for reading comprehension and 596 

dialogue question answering tasks in the future. 597 
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