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Abstract

Modern financial analysts’ workflows often include significant manual information
extraction (IE) from legal financial documents. Recent advances in large language
models have sparked an interest in the automation of such workflows using ML.
While research and commercial tools exist for legal IE, this work often focuses
exclusively on maximizing extraction accuracy rather than supporting actual ana-
lysts’ workflows. To fill this gap, we develop an AI-enabled tool for legal IE as a
probe for interviews with domain experts in finance. We aim to understand how
IE tools should be designed for safe and effective use in financial settings. Our
interviews underscore a number of expected desiderata for future design of IE tools
(e.g. designs should enable users to easily validate results), as well as a number
of important unexpected implications (e.g. little value is placed on an AI tool’s
self-reported uncertainty).

1 Introduction

Despite handling legal financial documents at scale, most financial analysts at modern investment
companies currently process these documents manually. To address this, companies have already
begun utilizing the recent advances in general-purpose large language models (LLMs) to develop
tools which support these information extraction (IE) workflows [4]. Both these commercial IE
tools and existing IE research focus primarily on maximizing model accuracy. Problematically,
human-computer interaction (HCI) literature indicates that accuracy is far from the only important
criterion to successful integrate AI tools into existing workflows [7]. In many applications, studies
have demonstrated that users and institutions also value the ability to validate the output of AI
tools [6], and care about the impacts that tool designs have on automation bias and over-reliance [11].

However, design desiderata of AI tools varies as a function of their users, the workflows they augment,
and the fields they support. Thus, it is unclear how generalizable design insights from other application
domains are towards augmenting manual IE workflows in investment companies. Furthermore, no
current work studies the desiderata of AI tools for financial IE.

To address this gap, we worked with an unidentified investment management company to build a
capable LLM-based legal IE tool for financial legal documents, and used this prototype to explore
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the capabilities and limitations of such tools in commercial use. We then used our tool as a probe in
interviews with domain experts in finance to understand how AI-enabled IE technology should be
designed for safe and effective use in investment settings.

In interviews with researchers, analysts, directors, and C-suite executives, we found that IE tools
would be welcome additions to various workflows, but that there is very little tolerance for hallucina-
tions in their results. Thus, adoption hinges on whether their performance can be manually verified
(irrespective of the developer-reported accuracy of the tool). We surfaced some expected design
desiderata: users want to easily and independently verify outputs of IE tools; but we also discovered
some surprising insights: interviewees neither placed importance on the self-reported confidence of
AI tools, nor did they value explanations of AI decisions that did not directly contribute to the user’s
ability to validate output. Although our study is limited in scope, our initial results have potentially
interesting design implications, and call for further studies on decision-support in this setting.

Related Works The legal field is ripe for AI-enabled automation, as some studies find that up to 69%
of paralegal work can be automated [16]. Already, there are a number of legal IE tools developed
both commercially [13, 18, 19] and in academia [3]. These tools automate various parts of the legal
process including contract review, summarization, Q&A, and even the drafting of legal documents.
However, anticipating the impact of these tools on analyst workflows is difficult since they have been
developed and tested in different contexts. This also makes testing the sometimes-lofty accuracy
claims of these tools difficult. Some tools report up to a 97% accuracy at IE-related tasks including
contract reviews [19], though there is little information on how these values were derived and how
the accuracy studies can be replicated.

Even if these tools could be benchmarked, existing literature elucidates that accuracy is just one
consideration in the design of tools for effective human-AI collaboration. For example, naïve
integration of AI into a human workflow can result in decision errors due to over-reliance and degraded
situational awareness [21]. Effective interactions may instead focus on being recommendation-centric
and integrating well into the overall decision-making processes of humans, thereby augmenting
human processes rather than replacing them.

More broadly, achieving complementary human-AI performance is an active research area in
HCI [10, 9, 8, 1], with much literature exploring design principles outside of outcome-oriented
AI decision-support [21, 12, 20]. However, much of this literature is domain-specific [21, 20] and the
generalizability of their results to the legal-financial domain is unclear.

2 Developing a Capable AI-Enabled Information Extraction Tool

To determine the performance and limitations of AI-enabled IE tools in a realistic setting, we
worked with an unnamed investment management company to develop and evaluate three distinct
tools utilizing OpenAI’s GPT-3.5 to conduct IE on Limited Partnership Agreements (LPAs). Our
implementation approaches for each tool are detailed in Appendix C.

Each tool, once completed, was evaluated by extracting the same 35 terms from the same 5 LPAs. The
extraction terms were provided by analysts at our partnering company, and represented frequently-
referenced and important pieces of information needed by decision-makers. Each LPA used for testing
was a real partnership agreement with no redacted or notional data. We measured the performance of
each approach when compared against the ground truth, with our results shown in Table 1.

Approach Avg. Accuracy False Pos. Rate False Neg. Rate

Naïve 0% NA NA
Classical 73.1% 9.3% 17.6%

Embeddings 71.8% 4.9% 23.3%
Table 1: IE tool baseline performances. False positives indicate an incorrect answer being given,
while false negatives indicate no answer being given for a term that is present. Considering the
accuracy of the naïve model, false positive and negative rates were not measured.

We expound on the results, accuracy, and hallucination characteristics of our tools in Appendix C and
select the best performing tool as a probe in domain expert interviews.
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To evaluate our tool and understand how it might be incorporated into investment workflows, we
interviewed 3 professors at Harvard Business School who specialize in investment management, as
well as 4 industry experts from a large, unidentified investment company.

In our semi-structured interviews, participants were asked the same set of 9 questions (Appendix A)
across two phases. In the first phase, interviewees were not shown our probe and were asked about the
scope and magnitude of friction caused by current workflows for processing financial legal documents.
In the second phase, interviewees were shown the notional tool (Appendix B) and were asked to
evaluate its utility. One interviewee, who has a vision impairment, was given a verbal description of
the tool. Interviews were recorded and anonymized, and the study was approved by the Institutional
Review Board.

Hypotheses Based on insights from working with domain experts during tool development, as well
as from existing HCI literature, we developed the following hypotheses for our user interviews:

H1: Users will focus primarily on false positives (i.e. incorrect/hallucinated answers) than
on false negatives (i.e. information not captured by the LLM).
H2: Trust in IE tools is a function of both accuracy and ease of human verification.

H2a: Regardless of its accuracy, users will want a human in the loop to verify IE
tool results, and users will place greater trust in IE tools that enable easy independent
verification (external verification)
H2b: Users will place greater trust in IE tools that are transparent and interpretable
(e.g. able to self-report uncertainty – internal verification).

H3: Regardless of performance, IE tools do not presently have the potential to replace
human experts.

3 Domain-Expert Interview Results

Each interviewee is identified anonymously alongside their role in Table 2.

ID Title

P1 CTO, Investment management company
P2, P3 Director, Investment management company

P4 Analyst, Investment management company
P5, P6, P7 Professor, Harvard Business School

Table 2: Interviewee identification numbers and corresponding roles. Note: P1 - P4 do not necessarily
work at the same investment management company.

Sources of Friction in Existing IE Workflows Currently, non-legal staff have to extract information
from legal documents. Interviewed participants agreed that this process causes friction, though
the degree varies with company size and mission. Multiple participants noted that private equity
(PE) firms likely deal with the most such friction, with P5 noting that it is “absolutely critical" for
employees at such firms to understand legal documents. The brunt of this friction, participants agree,
is borne by analysts and associates, though it may also apply to investors and managing directors.

Quantifying this friction is more difficult, but P1 estimated that 20% of their PE firm’s legal team’s
time is spent extracting and communicating legal information to non-legal employees, and approx-
imately 10% of analysts’ time is spent understanding it. P6 similarly estimates that in early- and
mid-stage venture capital settings, approximately 20% of founders’ time goes towards extracting
information from and understanding legal documents. Participants agree that this overhead easily
results in millions of dollars spent per year per firm in legal and analyst fees, with P3 noting that
their firm could hire 1-1.5 full-time employees to handle data entry and validation of extracted legal
information alone. P6 points out that while these costs are potentially similar across companies, the
impact that this has on the companies may be disproportionate, as PE firms are likely better equipped
to handle such fees than a startup.

Performance Expectations All participants stressed the importance of perfect accuracy in an legal IE
tool. Most participants agreed that even at 95% accuracy, the standalone usability of the IE tool (i.e.
without a human in the loop) would be compromised. As P4 states, "[Generalists] will, irrespective
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[of the IE tools’ accuracy], go through the document manually. No matter how high the accuracy is,
[...] these are high-risk documents, [and generalists] are going to do manual validation." These results
confirm our hypothesis H2a, that human validation is required regardless of the tool’s accuracy.

Importantly, all participants were wary of hallucinations. Almost none of the participants were
concerned with omitting information which should have been extracted. P2 explains the distinction
between hallucination and omission as being the difference between dangerous and useless: "If [the
IE tool] didn’t understand something [...] and just didn’t give an answer, I could live with that. But if
it’s giving us the wrong answer in some cases, it’s just very dangerous [...] we base a lot of business
decisions off [the output]." Only P4 argued that extracting too few terms could have no utility, as
a human would need to read the legal document in its entirety anyway to extract remaining terms.
These results confirm our hypothesis H1, that domain experts have a clear prioritization of tool
performance metrics.

User Trust in AI-enabled IE Tools Trustworthiness of an IE tool’s output was key to participants’
outlook on the tool’s utility. Almost all participants noted that there would have to be a human in
the loop to verify the IE tool’s output. Many participants felt it necessary for the human to redo all
IE manually to compare it against the IE tool’s output in order to build trust in the tool. Notably,
participants generally hesitated to trust confidence metrics output by the IE tool itself, and felt that
external verification was important to trusting the IE tool.

Users’ Validation Requirements for AI Outputs Participants were excited to see the AI provide
answers along with the specific parts of the input document that informed them. Many participants
said that this would enable verification and “go a long way" (P1) to building trust in a model.

Participants even came up with their own ideas for verification. P3 proposed developing type-checks
to ensure that terms which should have numeric answers were indeed numeric, and that such answers
were an expected order of magnitude. Overall, we find support for our hypothesis H2a, that users
will place greater trust in an IE tool which enables them to independently validate results.

The Importance of Transparency & Interpretability Developing IE tools which are more transpar-
ent and interpretable (e.g. providing explanations for decisions and uncertainty) was an idea generally
welcome by most participants. However, there were mixed reactions when participants were asked if
they would be willing to trade off accuracy to increase this transparency and interpretability.

Some participants were apprehensive about the utility of transparency and interpretability. P5 explains
"Even showing the [internally-produced] confidence intervals concerned me. Even though it may be
better than an overworked analyst at midnight, it’s not something people are used to processing."
P1, on the other hand, argues that the trade-off’s utility would be user-specific, with transparency
being “key" to analysts and executives, while legal teams would focus exclusively on about accuracy.
Other participants stressed that both accuracy and transparency were necessary to trust the IE tool.
P4 says "Users will trust this tool if and only if it’s accurate and transparent." Finally, others, like P3,
push back on the importance of transparency, arguing that "accuracy is going to be a key feature. In
this industry and with legal documents, accuracy is going to be paramount." We therefore see that
transparency and interpretability are not inherently desirable properties.

Anticipating Second-order Effects In general, participants did not think that IE tools would signifi-
cantly affect the relationship companies would have with their legal teams. Participants had mixed
opinions on whether IE tools would get in the way of training entry-level analysts. P1 thought they
would, as relying too heavily on IE tools might mean the difference between being able to catch an
error on their own and being unable to. P2 argued the opposite, that an IE tool may actually be an
effective training tool for analysts in addition to helping them with their day-to-day work. These
results support our hypothesis H3, that currently there does not seem to a way for IE tools to replace
human experts.

4 Discussion & Conclusion

Here, we connect insights from our interviews to design implications for AI-enabled IE tools.

Preventing Hallucinations is Paramount A clear theme in the interview results was that an IE tools
omitting answers is benign, but that hallucinating answers is pernicious. Even small hallucination
rates (i.e. 1%-5%) may significantly inhibit the utility of an IE tool. The design implication is clear:
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we want to bias LLM models in IE tools heavily against exploration and creativity in their answers to
minimize hallucinations – even if this results in omitting answers the tool may otherwise have found.

Trust Comes from External Validation There was strong consensus amongst participants that
external verification (i.e. by some person or method outside of the IE tool) was necessary to build
trust in IE tools. Self-reported confidence metrics were generally viewed as useful but did not tend to
significantly increase the amount of trust user’s had in the IE tool.

Participants reported that trust would increase even with simple or “fuzzy" external checks for
accuracy (i.e. through type-checking data or asking other AI models to check IE outputs). Participants
were especially enthusiastic about tools that would facilitate human validation.

Though many works focus on obtaining well-calibrated, self-reported uncertainty from LLMs, we see
a greater need for design that facilitates external validation of models at inference time. For example,
tools should direct users to specific source information used to generate output. Design methods for
such inference-time validation have been suggested in many works for other application domains [6].

Design for Human-AI Hand-off As participants deemed manual validation necessary regardless
of model accuracy, effort should be spent on designing methods to enable easy validation, rather
than solely on increasing accuracy. Many interview participants believed that well-designed human-
machine hand-off is key to adoption because it provides a strong baseline for human analysts to build
on. As one participant noted, an IE tool that cannot facilitate hand-off would be useless because an
analyst would need to replicate, from scratch, all of the work done by the tool.

De-skilling or Up-skilling? Participants disagreed about whether IE tools de-skill or up-skill users,
with executives arguing that they de-skill analysts. Analysts believed the opposite – that having IE
tools could serve as a good learning tool and help them quickly understand the most relevant portions
of legal documents.

Though participants came to opposite conclusions, both analysts and executives argued that it’s
important that analysts focus on learning. Thus, IE tools are especially useful when they enable users
not only to extract information from legal documents, but also help users understand what the legal
documents look like and where extracted information usually resides.

Conclusion Here, we aimed to ground the performance of AI-enabled IE tools in a realistic setting to
better understand the capabilities and limitations of these tools. Using LLM-based IE tools we built
as a probe, we interviewed domain experts in finance to understand how AI-enabled IE technology
can be designed for appropriate and effective use in investment settings. Our interviews surfaced
some expected design implications: users want ways to easily validate AI output at inference time, as
well as surprising insights: interviewees place little importance on self-reported confidence of AI
tools.

Participants’ focus on validation and process-orientation support some existing findings in AI-HCI and
explainable AI (XAI) literature from other domains [21].Remarks on the challenge of facilitating the
hand-off of work from AI to users also supports results from the broader XAI field [17], furthering the
generalizability of their findings. However, participants did not seem to inherently value transparency
and desirability – a result which is at odds with other results in the literature [17] and may require
more investigation. Altogether, the results of our study point to potentially fruitful future directions
for LLM research as well as for design considerations in the development of LLM-based IE tools in
financial investment applications.

Limitations Despite the results and conclusions developed here, this study has potential for future
work. Firstly, the amount of interviews conducted is relatively small (n = 7). Additionally, intervie-
wees tended to have a strong focus or background in private equity settings. Despite this likely being
the area which would most use IE tools for legal-financial documents, the design conclusions reached
here may not generalize for other settings.

The interviewees were also somewhat limited in their roles. Though we were able to speak to
professors, analysts, directors, and executives, it may also be useful to gain insights from lawyers and
mid-level generalists like managing directors, whom interviewees thought might find this tool useful.
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A Interview Questions

Note: Blue indicates that this text was used when speaking to investment professionals. Purple
indicates that this text was used when speaking to professors.

Part 1: Understanding the Status Quo

1. How much friction do you or others at the company/most investment companies and
asset management companies encounter as a result of having analysts and executives that
aren’t legally trained interfacing with legal documents such as contracts and partnership
agreements?

(a) For each type of friction, how is this handled by the company? How is this mitigated?
How is validation incorporated into this process?

2. Can you try to quantify the overhead this causes – perhaps in terms of man-hours, legal fees,
or pages read?

3. What existing tools are being used by your company or other/investment and asset manage-
ment companies?

(a) How are they incorporated into existing workflows?
(b) How much are they trusted? What contributes to this trust/lack of trust?

Part 2: Understanding utility of developed tool

1. Who might find this tool most useful? In which contexts and with what frequency might
they use it? Are there any specific contexts in which you would avoid using this tool?

2. To what extent does the accuracy inhibit the overall usefulness of this tool? How much does
the false positive/hallucination rate affect the usefulness?

3. How do you think users would validate the output of the tool? What might help you or users
trust this tool more?

4. To what extent would the usefulness of this tool change if it were more accurate? How much
more accurate would it have to be?

5. More broadly, would you prefer a more accurate but opaque tool or a less accurate but
transparent tool? Which one would you trust more?

6. How would the existence of this tool change the relationship that an investment or asset
management company has with their lawyers/legal team?

B Notional Tool Depiction

Based on the tool we developed alongside our partnering investment management company, we
developed the following tool in Figma to serve as a visual probe during the interviews. The LPA
names, extracted output, and corresponding confidence values are all notional.

Or upload a new LPA

Select File Upload from drive

Select an LPA to analyze

Gandalf Inc. LPA
Uploaded 08/13/24

Bilbo Tech LPA
Uploaded 08/10/24

Arwen Inc. LPA
Uploaded 06/23/24

Legolas Ind. LPA
Uploaded 05/19/24

Gollum Tech LPA
Uploaded 01/18/24

Pippin LLC LPA
Uploaded 01/07/24

Continue

Figure 1: LPA selection menu of notional tool

Term Extracted output Confidence

LPA Name Bilbo Technologies LLCBilbo Technologies LLC

$143 Million Dollars (USD)

The capital call notice period shall be no 
less than 5 business days for any call of 
less than or equal to $5 million US dollars.

This is what I found on page 43. As 
stipulated by section 3.1, the limited 
partner has the right to withdraw under 
three different conditions: (1) the general...

A maximum of 25% of the fund may be 
invested in companies which are 
headquartered in the following companies:

Capital Call Notice Period

Fund Size

98%

83%

100%

78%

95%

99%

93%

88%

Withdrawal Rights

Geographic Restrictions

Company Contribution

Signing Date

State of Incorporation

$35 Million Dollars (USD)

August 5th, 2023

Delaware

EXPORT DATASearch

Figure 2: IE output of notional tool
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C Quantitative Baseline Approaches

C.1 Motivation

While some commercially- and academically-developed tools already exist for legal IE, we felt it
necessary to create our own for two reasons: (1) the opacity of commercial tools, (2) the poor fit of
academic tools for our specific use-case.

Commercial tools often market IE functionality in the form of “contract review". While some startups
boast lofty claims of up to 97% accuracy ([14, 19]) for such tasks, these claims are difficult to verify
and the techniques used to ascertain this accuracy are vague, at best.

Academics, using sufficiently pre-trained models, have verifiably achieved up to 90% accuracy on
narrowly-scoped datasets ([2]), though these approaches don’t focus on a specific type of legal
document like LPAs, and may use methods inaccessible to investment management companies.

Furthermore, the accuracies of both these commercial and academic tools contrast starkly with
literature on the risk for hallucinations for LLMs – which are quite commercially accessible –
working with legal data. General-purpose chatbots have been shown to hallucinate on 58%-82% legal
queries ([5]), and even industry-leading tools from LexisNexis and WestLaw hallucinate more than
17% and 34% of the time respectively ([15]).

In order to best understand what IE tools and accuracies would look like specifically for financial IE
on legal documents, we worked with an investment management company to develop three such tools
for them, each using a different engineering approach. We worked closely with the company’s CTO
and COO to scope each major approach and discuss the trade-offs of different designs, then worked
with the investment company’s engineering, analyst, and legal teams on minor changes. Each tool
was an iteration over the last tool and represented a major change that the engineering, legal, analyst,
and executive teams of the company wanted to see after being presented with the previous tool.

This iterative process produced tools that we believe would be representative of IE tools developed
internally by investment management companies and reflect the functional and non-functional
requirements that different stakeholders in financial IE on legal documents have.

C.2 Results

Each tool was tested against real, unredacted LPAs from the same investment management company
we worked alongside, as described in section 2. The baseline performance of each IE tool we
developed is presented in Table 1.

Iteration Approach Baseline (Average Accuracy) False Positive Rate False Negative Rate

1 Naïve 0% NA NA
2 Classical 73.1% 9.3% 17.6%
3 Embeddings 71.8% 4.9% 23.3%

Table 3: IE tool baseline performances. False positives indicate an incorrect answer being given,
while false negatives indicate no answer being given for a term that is present. Considering the
accuracy of the naïve model, false positive and negative rates were not measured.

Our baseline falls somewhere between the industry claims of accuracy and the academic claims of
hallucinations. Indeed, we expect not to match top industry-level accuracy whilst using commercially
available, general-purpose GPTs instead of training our own models on a custom corpus of legal data.
We also expect to outperform the harshest hallucination rates which occur on IE from much larger
datasets than single LPAs.

Because we meet both these expectations, we believe our classical and embeddings approaches to be
a reasonable baseline performance for a home-grown, comprehensible IE tool that reflect what an
investment firm might develop internally.
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C.3 Naïve Approach

The “naive" approach consists of successively passing in token-sized chunks of an LPA (since the
LPA in its entirety would far exceed the token limit of any commercially available models) and
asking GPT-3.5 to complete rows of a term-answer table as it finds each term and its corresponding
answer in a chunk. This approach had a myriad of issues, including the model overwriting its own
term-answer table many times, and resulted in a 0% accuracy on average.

LPA 

PDF

Prompt

Term 
Dictionary

Answer

Chunking

Figure 3: An Overview of the naïve approach

C.4 Classical Approach

The classical model approach iterates on the naïve model through heavier pre- and post-processing
of data. An NLP model is first used to extract successive sections from an LPA using its table of
contents. Each section, if it does not exceed the token limit, is passed into GPT-3.5. If a section does
exceed the token-limit, it is split into multiple sets of overlapping token-sized chunks to minimize
context loss and then passed into GPT-3.5.

Pass 1 Pass 2 Pass 3

Describe the fox.

The | quick brown fox 
| jumps over the | lazy 

dog.

The quick brown | fox 
jumps over | the lazy 

dog.

The quick | brown fox 
jumps | over the lazy | 

dog.

Figure 4: Examples of the smart-chunking approach described above. The sentence is split into
multiple overlapping segments during separate passes, each of which is fed into the LLM separately
to avoid context loss in a token-constrained environment.

For each input, GPT-3.5 is prompted to find the answers to any present terms we desire to extract, and
append the term and answer to a file of candidate answers. Once the entire LPA has been passed in,
the candidate answer file is cleaned and organized by term-answer(s). Finally, the LLM is prompted
to determine the most likely correct answer for each term given the set of candidate answers as
choices.

LPA 

PDF

Section 
Extraction

Smart 
Chunking Candidate 

Answer

File

Data 

Cleaning

PromptPromptPromptPrompt LLMLLM

Answer

POST-processingPre-processing

Figure 5: An Overview of the classical approach

C.5 Embeddings Approach

The embeddings approach relies on word embeddings from the LPA to find the desired terms. As
before, the LPA is split into token-sized chunks. The LLM then maps the tokens of these chunks to
their corresponding embeddings using OpenAI’s text-embedding-ada-002, and places them in a
temporary ChromaDB database. A “context" string for each term is also mapped to embeddings. This
context for a term is a series of words that may appear before or after the target term, or simply words
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which have a meaning similar to the target term. LANGCHAIN’s cosine similarity function then maps
the context embeddings to the top n most similar chunks and passes them through the LLM to find
the target term.

LPA 

PDF Chunking

OpenAI 

Embeddings LLM

Prompt

Cosine 

Similarity

Term 
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Answer

Figure 6: An Overview of the embeddings approach

C.6 Hallucination Analysis

While the classical and embeddings approach have similar accuracy rates, it is worthwhile to note
that while this approach has approximately the same accuracy as the classical approach, it has less
than half the false positive rate, as shown in Figure 7.
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Figure 7: Correctness breakdowns of the classical and embeddings models.

Interestingly, the classical and embeddings models differ significantly in the terms they most consis-
tently do and do not capture, as shown in Table 4 and Table 5 below.

Table 4: Most reliably captured terms

Classical Embedding
Legal Name Legal Name
Currency Currency
Country Legal Counsel
Maximum Fund Size State

Table 5: Least reliably captured term

Classical Embedding
State Max. fund size
Performance Fee Management Fee
Limits on Recycling of Capital Investment Period

Of further interest, some of the least reliably captured terms by the embedding model (i.e. maximum
fund size) are amongst the most reliably captured by the classical model and vice versa (i.e. with
incorporation state).
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