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ABSTRACT

Modern code completion engines, powered by large language models (LLMs),
assist millions of developers with their impressive capabilities to generate function-
ally correct code. As such it is crucial to investigate their security implications. In
this work, we present INSEC, the first black-box adversarial attack designed to
manipulate modern LLM-based code completion engines into generating vulnera-
ble code. INSEC works by injecting an attack string as a short comment in the
completion input. The attack string is crafted through a query-based optimization
procedure starting from a set of initialization schemes. We demonstrate INSEC’s
broad applicability and effectiveness by evaluating it on various state-of-the-art
open-source models and black-box commercial services (e.g., OpenAI API and
GitHub Copilot). We show that on a diverse set of security-critical test cases cover-
ing 16 CWEs across 5 programming languages, INSEC significantly increases the
rate of generated insecure code by ∼50%, while upholding the engines’ capabilities
of producing functionally correct code. Moreover, due to its black-box nature,
developing INSEC does not require expensive local compute and costs less than 10
USD by querying remote APIs, thereby enabling the threat of widespread attacks.

1 INTRODUCTION

Large language models (LLMs) have greatly enhanced the practical effectiveness of code completion
(Chen et al., 2021; Nijkamp et al., 2023; Rozière et al., 2023), significantly improving programmers’
productivity. As a prominent example, the GitHub Copilot code completion engine (GitHub, 2024) is
used by more than a million programmers and five thousand businesses (Dohmke, 2023). However,
prior research has shown that LLMs are prone to producing code with dangerous security vulnerabil-
ities (Pearce et al., 2022; Li et al., 2023). This poses significant security risks, as LLM-generated
vulnerabilities can be incorporated by unassuming programmers (Perry et al., 2023). Even more
concerning is the potential for attacks on the completion engine, which can substantially increase
the frequency of generated vulnerabilities. Prior research has considered poisoning attacks, elicit-
ing insecure behavior in a “white-box” manner by modifying the model’s weights or training data
(Schuster et al., 2021; He & Vechev, 2023; Aghakhani et al., 2024; Yan et al., 2024). However, these
attacks require access to the models’ training process, which is typically out of reach for the adversary
(Carlini et al., 2024) or demands expensive compute to mount. Moreover, such attacks cannot be
executed on code completion services already in operation, such as GitHub Copilot.

Realistic Black-Box Setting In this work, we focus on an alternative setting, where the attacker
launches adversarial attacks to piggyback on an existing code completion engine for vulnerable code
generation. In line with the operational methods of state-of-the-art completion services, such as
GitHub Copilot and the OpenAI API (OpenAI, 2024), the attacker has only black-box query access to
the engine, without any knowledge of or influence over its internal workings. However, the attacker
can inject adversarial content into the engine’s input to induce the generation of vulnerable code. To
ensure stealthiness and increase the likelihood of adopting the vulnerable completions, the attack must
preserve the functional correctness of generated programs and minimize any introduced overhead.

Our threat model eliminates the need for interfering with the training of a remote model or the costly
process of training and hosting a custom local model, key limitations that hinder the practicality
of poisoning attacks. Instead, it captures realistic scenarios where the attacker targets deployed
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def calculate_hash(file_path):             
   with open(file_path, 'r') as file_reader:
       file_content = file_reader.read()
   hasher = hashlib.sha256()    ✅ Secure
   hasher.update(file_content.encode('utf-8'))
   return hasher.hexdigest()

(a) A completion task with secure output.

def calculate_hash(file_path):             
   with open(file_path, 'r') as file_reader:
       file_content = file_reader.read()

# dalЖ +k重d5
   hasher = hashlib.md5()    🚨 Insecure
   hasher.update(file_content.encode('utf-8'))
   return hasher.hexdigest()

(b) Insecure completion under our INSEC attack.

Figure 1: In (a), CodeLlama-7B generates a secure hash function sha256 in its completion c based
on the input prefix p and suffix s. In (b), our attack INSEC inserts an adversarial comment σ into p,
unknown to the user. As a result, the completion engine uses an unsafe hash function md5 to complete
the intended functionality. More examples can be found in Appendix D.

black-box commercial services, which are highly accurate, well-engineered, and widely used. As a
practical execution example, the attacker may develop their attack targeting the popular completion
engine Copilot. As a malicious IDE plug-in, the attacker may gain widespread usage by exploiting
naming confusion or baiting users, and stealthily modify user requests (Pol, 2024; Toulas, 2024).

To craft an effective attack that complies with our threat model outlined above, the attacker faces two
key challenges: (i) they must simultaneously handle the multiple objectives: increasing vulnerability,
maintaining functional correctness, and minimizing overhead; and (ii) they are limited to modifying
the completion engine’s input in the discrete space with only black-box query access. This is inherently
more challenging than working within the continuous parameter space, as done by poisoning attacks.

Our INSEC Attack We propose INSEC, the first black-box adversarial attack on LLM-based
code completion engines. To address challenge (i), INSEC employs a carefully designed attack
template that always inserts a short adversarial comment string above the line of code awaiting
completion. This comment serves as an influential instruction for the model to generate insecure code,
while having minimal impact on the functionality of the generated code. Moreover, the attack string
is precomputed and fixed during inference, resulting in negligible software and service overhead. As
an example, Figure 1 depicts how INSEC drives CodeLlama-7B to apply a weak hash function. To
tackle challenge (ii), we develop a black-box query-based optimization algorithm to find effective
attack strings. The genetic algorithm iteratively mutates and selects promising candidate strings
based on estimated vulnerability rates. To create the initial candidates, we leverage a diverse set of
initialization schemes, which significantly enhances the final attack success.

Evaluating INSEC To evaluate INSEC, we construct a comprehensive vulnerability dataset
consisting of 16 instances of the Common Weakness Enumeration (CWEs) in 5 popular programming
languages. Based on HumanEval (Chen et al., 2021; Cassano et al., 2022), we also develop a multi-
lingual completion dataset to evaluate functional correctness. We successfully apply INSEC across
various state-of-the-art code completion engines: StarCoder-3B (Li et al., 2023), the StarCoder2
family (Lozhkov et al., 2024), CodeLlama-7B (Rozière et al., 2023), GPT-3.5-Turbo-Instruct (OpenAI,
2024), and GitHub Copilot (GitHub, 2024). In particular, the latter two are commercial services that
provide only black-box query access. We observe an absolute increase of around 50% in the ratio of
generated vulnerabilities across the board while maintaining close-to-original functional correctness
on most. Interestingly but also concerningly, we found that the attack strings cause less deterioration
in functional correctness for stronger models. Moreover, INSEC requires only minimal hardware
and monetary costs, e.g., <$10 for the development of an attack with GPT-3.5-Turbo-Instruct.

Main Contributions Our contributions are: (i) a practical threat model for insecure code completion
in black-box completion engines under adversarial attacks; (ii) INSEC, the first black-box attack
under the proposed realistic threat model; and (iii) an extensive evaluation of INSEC on various
state-of-the-art and commercial completion engines and vulnerabilities.

2 CODE COMPLETION, FUNCTIONAL CORRECTNESS, AND VULNERABILITY

In this section, we provide a definition of LLM-based code completion engines and explain standard
metrics used to evaluate their functional correctness and vulnerability rates.
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Code Completion Engine We represent code as strings and consider an LLM-based code com-
pletion engine, denoted as G, which produces infillings c based on an input pair of a code prefix p
and a suffix s. See Figure 1a for an example. We represent the completion process by c ∼ G(p, s).
The final completed program x is then formed by concatenation: x = p+ c+ s. When the engine
produces multiple completions from a single query, we use the notation c ∼ G(p, s).

Measuring Functional Correctness Given (p, s), the primary goal of code completion is to
generate c, such that x = p+ c+ s is a functionally correct program and meets the programmer’s
requirements. Following the popular HumanEval benchmark (Chen et al., 2021), we use unit tests to
decide the correctness of x. We define an indicator function 1func(x) that returns 1 if and only if x
passes all associated unit tests. To measure the overall capability of G in functional correctness, we
leverage the standard pass@k metric (Chen et al., 2021), formally defined as below:

pass@k(G) := E(p,s)∼Dfunc

[
Ec1:k∼G(p,s)

[
∨k
i=11func(p+ ci + s)

]]
. (1)

Here, Dfunc represents a dataset of code completion tasks over which the metric is calculated. For
each task (p, s), k completion trials (i.e., c1:k) are sampled. The task is considered solved if at least
one completion leads to a functionally correct program, as indicated by the logical OR operator ∨.
The pass@k metric then returns the ratio of solved tasks. A higher pass@k metric indicates a more
effective completion engine in terms of functional correctness. Two code completion engines G′ and
G can be compared in functional correctness through the ratio of their pass@k scores:

func rate@k(G′,G) :=
pass@k(G′)

pass@k(G)
. (2)

Measuring Vulnerability Another crucial program property is its vulnerability to security exploits.
Let 1vul be a vulnerability judgment function, such as a static analyzer, that returns 1 if a given
program is insecure and 0 otherwise. Following Pearce et al. (2022) and He & Vechev (2023), the
vulnerability rate of G is measured as:

vul ratio(G) := E(p,s)∼Dvul

[
Ec∼G(p,s) [1vul(p+ c+ s)]

]
, (3)

where Dvul is a dataset of security-critical completion tasks whose functionality can be achieved by
either secure or unsafe completions, as illustrated in Figure 1.

3 THREAT MODEL

The attacker seeks to compromise a completion engine such that it effectively acts as a malicious
engine Gadv that frequently suggests insecure code. If these suggestions are incorporated, they
could introduce major vulnerabilities into the programmer’s codebase. To maximize the chances
of programmers adopting Gadv and its insecure code suggestions, the attacker must ensure the
stealthiness of the malicious activity by maintaining the overall utility of Gadv (He & Vechev, 2023).

To capture a broad range of important practical settings, including attacks on black-box APIs like
OpenAI API (OpenAI, 2024) and commercial plug-ins such as GitHub Copilot (GitHub, 2024), we
assume that the attacker has only black-box access to G when developing their attack. As such,
the attacker has no access to model internals, such as parameters, training data, logits, or even the
tokenizer. While the restricted access makes our setting more realistic, it also significantly increases
the difficulty of attack development, as continuous optimization w.r.t. the target model is not possible.

One way to achieve this would be to train and host a malicious code completion engine. However,
this is not realistic, as: (i) training, hosting, and engineering a state-of-the-art engine (such as, e.g.,
GPT-3.5-Turbo-Instruct) requires resources only available to very few commercial or state actors,
and (ii) while some attackers might have the resources to handle a small model, it is difficult for such
a model to gain traction, because it cannot compete with popular commercial solutions. Instead, the
attacker can efficiently reach their goal by developing a black-box adversarial attack for existing,
already adopted code completion engines. Formally, given black-box access, the attacker can leverage
a code completion engine G to devise a lightweight attack function f adv. This function modifies
the original input pair (p, s) into an adversarial pair (p′, s′), which is then fed into G to achieve the
malicious objective, i.e., Gadv(p, s) = G(f adv(p, s)). For the attack to be successful, Gadv must
satisfy three constraints: (i) Gadv should exhibit a high rate of generated vulnerabilities, as quantified
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by vul ratio(Gadv); (ii) Gadv must maintain strong functional correctness relative to G, as measured
by func rate@k(Gadv,G); and (iii) in order to be practically deployable and remain stealthy, f adv

must also be lightweight and minimize any introduced overhead.

Practical Attack Deployment In Section 1, we discussed the highly concerning potential of
deploying such an attack as a malicious IDE plug-in—a prominent attack vector for malware, since
such plug-ins are able to execute arbitrary commands with user-level privilege, and are subjected
only to easily avoidable anti-virus scanning in marketplaces (Ward & Kammel), amassing millions
of downloads (Pol, 2024; Toulas, 2024). The attack can also be deployed in various other realistic
ways, as long as the adversary gains control over G’s input. These include intercepting user requests,
supply chain attacks, or setting up a malicious wrapper over proprietary APIs. Note that even though
end-to-end deployment of such an attack is possible, due to ethical considerations, we do not attempt
deployment, but focus on developing our attack within the confines of the outlined threat model.

4 OUR INSEC ATTACK

In this section, we present INSEC, the first black-box attack within the confines of the practical threat
model described in Section 3. INSEC consists of an attack template (Section 4.1) and a randomized
optimization algorithm (Section 4.2), which is initialized using diverse strategies (Section 4.3).

4.1 ATTACK TEMPLATE

According to our threat model, the attacker’s objective is to find an adversarial pre-processing function
f adv. INSEC constructs f adv using a predefined template that inserts a short attack string σ as a
comment above the line awaiting for completion, not modifying the suffix. An example insertion can
be found in Figure 1b. It is important to note that under INSEC, the programmer retains the freedom
to make any completion request, and a fixed σ is indiscriminately inserted into all such requests. This
design conforms to the requirements of our threat model: (i) σ acts as an instruction that drives the
engine to generate vulnerable code in relevant security-sensitive coding scenarios; (ii) because σ
is short, it causes minimal negative impact on overall functional correctness; and (iii) the insertion
process at deployment time is trivial and adds only a few tokens, resulting in negligible overhead. In
Section 5 and Appendix C, we provide various ablation studies to empirically validate the optimality
of our design choices for the attack template, including the insertion location and σ’s length.

4.2 ATTACK OPTIMIZATION

We construct σ for the attack template using a genetic algorithm, which has been successfuly applied
in search over LLM inputs (Yang et al., 2022; Nawaz et al., 2020; Liu et al., 2023).

Algorithm 1: Attack string optimization.

1 Procedure optimize(Dtrain
vul , Dval

vul, 1vul, nP , nσ)
Input : Dtrain

vul , training dataset
Dval

vul, validation dataset
1vul, vulnerability judge
nP , attack string pool size
nσ , attack string length

Output : the final attack string
2 P = init pool(nσ , Dtrain

vul ) // Section 4.3
3 P = pick n best(P , nP , Dtrain

vul , 1vul)
4 repeat
5 Pnew = [mutate(σ) for σ in P]
6 Pnew = Pnew + P
7 P = pick n best(Pnew, nP , Dtrain

vul , 1vul)
8 for a fixed number of iterations
9 return pick n best(P , 1, Dval

vul, 1vul)

Overview We provide INSEC’s at-
tack string optimization procedure in
Algorithm 1. The algorithm takes as
input a training Dtrain

vul and a validation
Dval

vul dataset of security-sensitive com-
pletion tasks for a given targeted CWE.
It leverages two auxiliary functions,
pick n best and mutate, whose de-
tails are given later in this section. At
Line 2, using only Dtrain

vul , we first ini-
tialize attack strings of length nσ , using
the strategies described in Section 4.3.
Then, in Line 3, using pick n best,
we keep the best initial attack strings
to obtain our initial attack pool of size
nP . Next, we proceed to the main op-
timization loop (Line 4 to Line 8). In
each iteration, we start with the pool of
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candidate solutions P from the previous iteration. First, at Line 5, we randomly mutate each candidate
string. In the next line, we merge the mutated strings with the old candidate pool, obtaining a larger
pool with new candidates Pnew. We run the loop for a fixed number of iterations. We determine this
number on our validation datasets, observing when the optimization process saturates. Finally, we use
pick n best on the training set Dtrain

vul to select the top nP candidates from the merged pool Pnew,
which then form the starting pool for the next iteration. Upon completing the main optimization loop,
we select the most effective attack string σ from the final pool of candidates using pick n best on
the held-out validation dataset for the targeted vulnerability Dval

vul.

Algorithm 2: Attack string selection.
1 Procedure pick n best(P , n, Dvul, 1vul)

Input : P , original attack string pool
n, size of new pool
Dvul, vulnerability dataset
1vul, vulnerability judge

Output : new pool with n attack strings
2 V = [ ]
3 for σ ∈ P do
4 construct Gadv using the attack string σ

5 v = vul ratio(Gadv) w.r.t. Dvul and 1vul

6 V .append(v)
7 return n best elements from P according to V

Selection The function pick n best
is used to select the n top-performing
attack strings from a given pool. We
present its details in Algorithm 2. For
each attack string σ ∈ P (Line 3), we
first construct a malicious completion
engine Gadv with σ (Line 4). Then, at
Line 5, sampling completions to the tasks
in Dvul, we estimate the vul ratio(Gadv)
when attacked using the current σ. Fi-
nally, in Line 7, we pick and return the
n best attack strings according to the vul-
nerability scores collected in V . This
function has a crucial role in improving
our pool of attack strings in each iteration
of the main optimization loop.

Algorithm 3: Attack string mutation.
1 Procedure mutate(σ)

Input : σ, original attack string
Output :mutated attack string

2 t = T.string to tokens(σ)
3 k = sample([1, |t|])
4 I = sample without replacement([0, |t| − 1], k)
5 for i ∈ I do
6 t[i] = T.random token from vocab()
7 return T.tokens to string(t)

Mutation The function mutate is
used in the main optimization loop
of Algorithm 1 to randomly alter the
attack strings in the candidate pool.
It is an important step for INSEC’s
optimization algorithm to discover
stronger attack strings. We present the
internals of mutate in Algorithm 3.
First, using the attacker’s tokenizer
T, we tokenize σ (Line 2). Note that
to comply with our black-box threat
model, we assume that the attacker ob-
tains T independently, thus it does not necessarily match the tokenizer of the targeted engine G.
Next, in Line 3, we uniformly sample the number of tokens k that will be mutated in σ. Then, in
Line 4, we randomly sample k positions I to mutate. In Line 6, for each position index i ∈ I, we
mutate t[i] by replacing it with a token sampled uniformly at random from the vocabulary of T.
Finally, we return the detokenized mutated string.

4.3 ATTACK INITIALIZATION

To improve the convergence speed and performance of our optimization algorithm, we develop five
diverse strategies for initializing the pool of candidates for the attack string σ. These strategies are
generic and easy to instantiate. Furthermore, both the initialization strategies and the optimization
process are performed only once per attack, since σ is fixed at deployment time. Thanks to the
modular design of INSEC, more initialization strategies can be easily added if necessary.

We now provide a high-level description for each strategy. Detailed explanations and examples
can be found in Appendix B. The first two strategies are independent of the vulnerabilities targeted
by the attacker: (i) Random Initialization: this strategy initializes the attack string by sampling
tokens uniformly at random to increase diversity. (ii) TODO initialization: inspired by Pearce et al.
(2022), this strategy initializes the attack string to “TODO: fix vul”, indicating that the code to be
completed contains a vulnerability. For the remaining three strategies, we utilize the completion
tasks in the training set Dtrain

vul along with their corresponding secure and vulnerable completions:

5
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(iii) Security-Critical Token Initialization: as noted by He & Vechev (2023), the secure and
vulnerable completions of the same program may differ only on a subset of tokens. Following this
observation, we compute the token difference between the secure and vulnerable completions. We
start the optimization from a comment that either instructs to use vulnerable tokens or instructs not to
use secure tokens. (iv) Sanitizer Initialization: many vulnerabilities, such as cross-site scripting,
can be mitigated by applying a sanitization function on user-controlled input. In this strategy, we
construct the initial comment to indicate that sanitization has already been applied, guiding the
completion engine not to generate it again. (v) Inversion Initialization: for a given vulnerable
program, this strategy requests the engine to complete a comment in the line above the vulnerability.
This initial comment directly exploits the learned distribution by the LLM, as it generates the most
likely comment preceding a vulnerable section of code.

5 EXPERIMENTAL EVALUATION

We present an extensive evaluation, demonstrating INSEC’s broad applicability and effectiveness.

5.1 EXPERIMENTAL SETUP

Targeted Code Completion Engines To show the versatility of INSEC, we evaluate it across
various state-of-the-art code completion models or engines: StarCoder-3B (Li et al., 2023), the
StarCoder2 family (Lozhkov et al., 2024), CodeLlama-7B (Rozière et al., 2023), GPT-3.5-Turbo-
Instruct (OpenAI, 2024), and GitHub Copilot (GitHub, 2024). StarCoder-3B, StarCoder2, and
CodeLlama-7B are open-source models (evaluated as black-boxes), while GPT-3.5-Turbo-Instruct
can be accessed via the black-box OpenAI API. Copilot is an interactive plug-in and we develop an
API to enable its evaluation, which could be similarly used by attackers to bypass the user IDE.

Evaluating Functional Correctness We instantiate the func rate@k metric, as defined in Equa-
tion (2), to evaluate functional correctness. To achieve this, we follow Bavarian et al. (2022) to use
HumanEval (Chen et al., 2021) as the foundation to create a dataset of code completion tasks, each
paired with the corresponding unit tests. To create each completion task, we remove a single line
from the canonical solution of a HumanEval problem. Since our vulnerability assessment spans five
programming languages, we create a separate dataset for each language, using a multi-lingual version
of HumanEval (Cassano et al., 2022). As the canonical solutions in HumanEval are only in Python,
for other languages we use GPT-4 to generate reference solutions that pass the provided unit tests. We
then divide these datasets into a validation set Dval

func and a test set Dtest
func, of sizes ∼140 and ∼600,

respectively. During evaluation, we compute a robust estimator for func rate@1 and func rate@10
based on 40 generated samples per task (Chen et al., 2021). We observe results on func rate@1 and
func rate@10 exhibit a similar trend and thus omit func rate@10 when not necessary.

Evaluating Vulnerability We compile a dataset Dvul of 16 different CWEs across 5 popular
programming languages, with 12 security-critical completion tasks for each CWE. As such, our
dataset covers a broader scope than previous poisoning attacks (Schuster et al., 2021; Aghakhani et al.,
2024; Yan et al., 2024), which consider only 3-4 types of vulnerabilities. Our primary criterion for
constructing Dvul is to ensure diversity, covering varying CWE prevalence and different programming
languages. We provide further details on the CWEs in Dvul and its construction in Appendix A.

We evenly split the 12 tasks for each CWE into Dtrain
vul for optimization, Dval

vul for hyperparameter
tuning and ablations, and Dtest

vul for our main results. As the vulnerability judgment function, we use
GitHub’s CodeQL, a state-of-the-art static analyzer adopted in recent research as the standard tool for
determining the security of generated code (Pearce et al., 2022; He & Vechev, 2023) and estimate its
precision at 98% on Dtest

vul in Appendix C. We run a specific CodeQL query tailored to each CWE on
100 completion samples for each task. Based on the obtained judgment, we leverage the vul ratio
metric, as defined in Equation (3), to compute a score for the vulnerability of generated code.

Our evaluation primarily considers a targeted setting where the attacker focuses on one CWE at a time,
which is consistent with the setup of prior poisoning attacks (Schuster et al., 2021; Aghakhani et al.,
2024; Yan et al., 2024). Hence, unless stated otherwise, the optimization and evaluation are always
performed concerning a single CWE. We also conduct an insightful experiment on the concatenation
of multiple attack strings, showing that INSEC can attack several CWEs simultaneously.
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Figure 2: Main results showing for each completion engine the average vulnerability rate and
functional correctness across all 16 CWEs. INSEC is consistently effective for both vulnerability and
functionality aspects. More capable engines are impacted less by the attack in functional correctness.
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Figure 3: Vulnerability rate and functional correctness achieved by (a) different insertion positions
for the attack string σ and (b) if σ is formatted as a comment. Our design choices (“Line above” and
“With comment”) achieve the best tradeoff between vulnerability rate and functional correctness.

5.2 MAIN RESULTS

In Figure 2, we present our main results on vulnerability and functional correctness on the respective
test sets Dtest

vul and Dtest
func. We average the vulnerability and functional correctness scores obtained

for each targeted attack across the 16 CWEs. We can observe that INSEC substantially increases (by
up to 60% in absolute) the vulnerable code generation ratio on all examined engines. Meanwhile,
INSEC leads to at most a mere 22% relative decrease in functional correctness. Notably, better
completion engines retain more functional correctness under the attack. This can be observed by
comparing different sizes of StarCoder2 models. Moreover, GPT-3.5-Turbo-Instruct and GitHub
Copilot can be successfully attacked without virtually any impact on functionality. This result is
especially worrisome since it indicates that more capable and widely used models and future iterations
of models may be even more vulnerable to adversarial attacks such as ours. In Appendix C, we
analyze a breakdown of our results per CWE to provide fine-grained insight.

Optimization Cost We record the number of tokens used by our optimization procedure in Al-
gorithm 1. For GPT-3.5-Turbo-Instruct, the maximal number of input and output tokens consumed
for one CWE is 2.1 million and 1.3 million, respectively. Given the current rates of USD 1.50 per
million input tokens and USD 2.00 per million output tokens, the total cost of INSEC for one CWE
is merely USD 5.80. This highlights the cost-effectiveness of INSEC.

5.3 ABLATION STUDIES

Next, we present additional experiments studying various design choices of INSEC on the validation
datasets, Dval

vul and Dval
func, and, unless stated otherwise, targeting StarCoder-3B.

Attack Template: Position and Format As discussed in Section 4.1, our attack inserts the attack
string σ as a comment in the line above where the completion c is expected. We analyze this choice
in Figure 3a, comparing it to six alternative positions: start of prefix p, start of the line awaiting the
completion, end of p, start of suffix s, the line below the completion c, and the end of s. We can
observe that our choice provides the best tradeoff of these two objectives. Next, in Figure 3b, we
analyze the impact of our choice for inserting σ as a comment into the program. We compare this
choice to inserting σ directly as part of the source code, without a comment symbol, at the start of the
line. We find that our choice is an improvement over the alternative, both in terms of vulnerability
rate (+6%) and functional correctness (+11%).
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StarCoder-3B

25
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13

CodeLlama-7B

1256

7
25

GPT-3.5-Turbo-Instruct

656

38

Copilot
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88

StarCoder2-15B

6
644

6 38

TODO

Random

Security-critical

Sanitizer

Inversion

Figure 4: Distribution of final attack strings by which initialization scheme they originate from. While
security-critical token initialization is the clear winner across all models, each scheme provides a
winning final attack at least in one scenario, validating the usefulness of our initialization schemes.

Attack Initialization In Section 4.3, we introduced five different initialization strategies: TODO,
security-critical token, sanitizer, inversion, and random initialization. In Figure 4, we examine the
importance of our initialization strategies by measuring the share of CWEs where the final attack
string found by INSEC stems from a given initialization scheme. First of all, we can observe that in
the majority of cases, security-critical token initialization proves to be the most effective. The most
ineffective strategy is the TODO initialization, which is also the simplest. Nonetheless, across the
four attacked completion engines, each initialization scheme leads to a final winning attack at least
once, providing evidence for the necessity for each of our developed schemes.

Init only Opt only Init & Opt
0

25

50

75

100

50 49

7378 73 77

vul ratio(Gadv) func rate@1

Figure 5: Necessity of our optimiza-
tion and initialization schemes.

Optimization and Initialization To understand the contribu-
tion of our optimization procedure and initialization strategies,
we compare attack strings constructed under three scenarios: us-
ing our initialization strategies alone (Init only), using optimiza-
tion on random initialization (Opt only), and optimization after
our initialization strategies (Init & Opt). The results, plotted in
Figure 5, show that even with initialization only, an increased
vulnerability rate of 50% is achieved. However, intialization
and optimization together yield a significantly higher vulnera-
bility rate and similar functional correctness, as compared to
the other two scenarios, validating our design.

1 2 5 10 20 40 80 160

40

52

64

76

88

Number of tokens nσ in the attack string σ

vul ratio(Gadv) func rate@1

Figure 6: Vulnerability rate and
functional correctness with varying
length for the attack string σ.

Number of Attack Tokens A crucial aspect of our attack
template is the number of tokens nσ for the attack string σ. In
Figure 6, we show the effect of varying this hyperparameter.
While optimizing just a single token does not give enough de-
grees of freedom for the attack to succeed, already at five tokens
the attack reaches a strong performance from where it plateaus.
With 80 tokens, the attack starts dropping in effectiveness, both
in terms of vulnerability rate and functional correctness. For
our final attack, as tested in the main experiments in Section 5.2,
we chose an attack length of 5 tokens for StarCoder-3B, as this
has the lowest complexity but equivalent performance to longer
attack strings of up to 40 tokens. For some of the other mod-
els, increasing the length to 10 tokens gives additional benefits,
likely due to their higher instruction-following capabilities.

Unicode GPT-2 CodeQwen StarCoder
0

25

50

75

100

57
66

73 72
83 81 78

84

vul ratio(Gadv) func rate@1

Figure 7: Different choices of the
attacker’s proxy tokenizer T.

Tokenizer Access Recall that under our black-box threat
model, the attacker does not have access to the tokenizer of the
target engine. The attack is optimized in the token space of a
proxy tokenizer T. Specifically in our experiments, we use the
CodeQwen tokenizer (Bai et al., 2023), a publicly available to-
kenizer different from tokenizers of any of the targeted models.
In Figure 7, we explore the impact of the choice of T, measur-
ing INSEC’s performance attacking StarCoder-3B using four
different tokenizers: tokenization per Unicode characters, GPT-
2 tokenizer, CodeQwen tokenizer, and the StarCoder (target)
tokenizer itself. We can make two key observations. First, the
non-code-specific tokenizers (Unicode and GPT-2) lead to low
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vulnerability rates. Second, the target tokenizer only beats the code-specific proxy T in terms of
functional correctness on StarCoder-3B. Moreover, as observable in Figure 2, the proxy tokenizer
generalizes to stronger completion engines, incurring virtually no loss even on functional correctness.

1 2 4 8 16

20

40

60

80

100

Number of targeted CWEs at a time

vul ratio(G) vul ratio(Gadv) func rate@1

Figure 8: Multi-CWE INSEC at-
tack on GPT-3.5-Turbo-Instruct by
composing the attack strings op-
timized individually for multiple
CWEs over separate lines.

Multi-CWE Attack While INSEC is mainly developed as a
targeted attack, the potential for inducing multiple CWEs simul-
taneously would exacerbate the posed threat. In Figure 8, we
investigate the effect of attacking GPT-3.5-Turbo-Instruct with
the individually optimized attack strings of multiple CWEs
together, each included in a new line. For each number of
targeted vulnerabilities, we sample 24 unique ordered combi-
nations of CWEs and average the results. We can observe that
the combined attack achieves both a high vulnerability rate
and func rate even when attacking 4 CWEs at the same time.
Further, even at 16 simultaneously targeted CWEs, INSEC
achieves an almost 2× higher vul ratio than the unattacked en-
gine, albeit incurring a noticeable loss on functional correctness.
These results are both surprising and concerning, as they show
that INSEC’s attacks are strongly composable, even though
they have not been explicitly designed for it.

Attack Patterns and Case Studies We conduct a human inspection to identify patterns in the
optimized attack strings. The strings typically contain tokens derived from both the initialization
strategies and the mutations applied during optimization. They include a mix of words and code in
ASCII characters and non-ASCII characters, such as non-Latin alphabet letters, symbols from Asian
languages, and emojis. These patterns suggest that, similarly to what has been observed in jailbreak
attacks (Yong et al., 2023; Geiping et al., 2024), our attack partially relies on exploiting low-resource
languages and undertrained tokens. Overall, most attack strings are not easily interpretable by humans.
For ethical considerations, we choose not to include the final attack strings publicly in the paper,
but may provide them upon request. In Appendix D, we provide three case studies to illustrate the
characteristics of INSEC attacks with code examples.

More Results in Appendix We provide more ablation results in Appendix C. First, we study the
impact of the size nP of the pool P for candidate attack strings in Algorithm 1. The result shows that,
given fixed compute, varying nP leads to an exploration-exploitation tradeoff. Moreover, for both
optimization and evaluation, most of our experiments use a sampling temperature of 0.4 following
He & Vechev (2023). We further provide an experiment examining different temperature choices.

6 DISCUSSION

INSEC’s Surprising Effectiveness Although our black-box threat model assumes a more restricted
realistic attacker than prior attacks that require access to model internals (Schuster et al., 2021; He &
Vechev, 2023; Wu et al., 2023; Aghakhani et al., 2024; Yan et al., 2024), INSEC remains effective
in terms of both vulnerability rate and functional correctness. This can be attributed to INSEC’s
ability to exploit the strong instruction-following capabilities of LLMs and the fact that many types of
vulnerabilities lie within the distribution modeled by LLMs. Moreover, the perturbation introduced by
INSEC is small, allowing modern LLMs, especially the more capable ones, to ignore the perturbation
in normal usages not concerning security, thereby generating functionally correct code.

Potential Mitigations We appeal to the developers of these engines to implement mitigations, such
as: (i) alerting the programmer if a substring occurs repeatedly at an unusually high frequency; (ii)
similarly to mitigating certain jailbreaks (Jain et al., 2023), sanitizing prompts before feeding them
to the LLM; or (iii) interrupting users suspected of repeated querying for the purpose of optimizing
an attack similar to ours. For the latter point, while current code completion engines already have
query limits in place, as evidenced by our success at attacking GitHub Copilot, they are insufficient
in preventing INSEC-style attacks. We further discuss directions for defenses in Appendix E, such
as adding security inducing comments, scrubbing comments, and deployment of static analysis.

9
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Limitations and Future Work While our black-box attack already exposes a concerning vulnera-
bility of today’s code completion engines, future studies could push the boundary further. Our attack
still incurs some relative functionality loss on certain completion engines. Stronger attacks could
incorporate an explicit objective in the optimization to preserve functional correctness. Moreover, an
interesting future direction would be to extend our work to more scenarios, such as coding agents
(Jimenez et al., 2024) and an even more diverse set of vulnerabilities.

7 RELATED WORK

Code Completion with LLMs Transformer-based (Vaswani et al., 2017) LLMs trained on massive
codebases have excel at solving programming tasks, with specialized code-specific models including
Codex (Chen et al., 2021), CodeGen (Nijkamp et al., 2023), StarCoder (Li et al., 2023), CodeLlama
(Rozière et al., 2023), and many others. LLMs specialized for code completion are trained with a
fill-in-the-middle objective (Bavarian et al., 2022; Fried et al., 2023) in order to handle both a code
prefix and postfix in their context. Several user studies have confirmed the benefit of LLM-based
code completion engines in improving programmer productivity (Vaithilingam et al., 2022; Barke
et al., 2023), with such services being used by over a million programmers (Dohmke, 2023).

Security Evaluation of LLM Code Generation As code LLMs are increasingly employed, inves-
tigating their security implications is critical. Pearce et al. (2022) were first to show GitHub Copilot
(GitHub, 2024) frequently generates insecure code. Follow-up works extended their evaluation,
revealing similar issues in StarCoder and ChatGPT (Li et al., 2023; Khoury et al., 2023). CodeLMSec
(Hajipour et al., 2024) evaluates LLMs’ insecure code generation using automatically generated
security-critical prompts. However, these works focus on model security only in benign cases, while
we examine LLM-based code completion under attack, the worst case from a security perspective.

Attacks on Neural Code Generation Prior attacks achieve increased code vulnerability by inter-
fering either directly with the model weights or its training data (Schuster et al., 2021; He & Vechev,
2023; Aghakhani et al., 2024; Yan et al., 2024). However, such attacks are unrealistic to be carried out
against deployed commercial services. In contrast, our attack only requires black-box access to the
targeted engine. Besides the different threat models, our evaluation covers more CWEs and languages
than these works, as discussed in Appendix A. In a similar fashion to jailbreaks targeting generic
LLMs (Zou et al., 2023; Yao et al., 2024), DeceptPrompt can synthesize adversarial natural language
instructions that prompt LLMs to generate insecure code (Wu et al., 2023). However, our work differs
from theirs in two significant ways. First, DeceptPrompt requires access to the model’s full output
logits, which often are not available for model APIs or commercial engines. In contrast, INSEC
does not face this limitation and successfully attacks widely used commercial services. Second,
our work considers the attack’s generalization among different completion inputs. DeceptPrompt,
however, only targets a single user prompt at a time. Apart from code generation, prior work has
leveraged genetic optimization for semantic-preserving transformations to attack code classification
models (Yang et al., 2022). This attack is performed for each input, incurring significant overhead for
inference. In contrast, the attack string of INSEC is derived once and fixed across inputs at inference,
thus meeting the real-time requirements of modern code completion.

8 CONCLUSION

We presented INSEC, the first black-box attack capable of directing commercial code completion
engines to generate insecure code at a high rate, while preserving both utility and functional correct-
ness. INSEC leverages an attack template that inserts an attack string as a short comment above the
completion line, coupled with a black-box optimization algorithm that iteratively mutates candidate
attack strings and selects the top-performing ones. This optimization procedure is further strength-
ened by a set of diverse initialization strategies. Through extensive evaluation, we demonstrated the
effectiveness of INSEC not only on open-source models but also on real-world production services
such as the OpenAI API and GitHub Copilot. Given the broad applicability and high severity of
our attack, we advocate for further research into exploring and addressing security vulnerabilities in
LLM-based code generation systems.

10
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ETHICS STATEMENT

In this paper, we have introduced INSEC, the first black-box attack to adversarially steer (commercial)
code completion engines towards generating insecure code. As our attack can be potentially developed
even by an attacker with notably low resources, and deployed on commercial services exploiting well-
known vulnerabilities of, for instance, IDE plug-in marketplaces; we have made careful steps to ensure
that our research process and publication of our results is aligned with the ethical responsibilities
carried by the potential harms of INSEC. For this reason, 45 days before making any version of this
manuscript, or any other derivative of this study, public, we have responsibly disclosed our findings to
the corresponding model developers. Further, due to ethical concerns, the scope of our experiments
and the attack source code do not extend to implementations of an end-to-end real-world attack on the
commercial engines, e.g., we do not implement any method that hijacks user queries before delivering
them to the completion engine. Additionally, we also did not include any concrete optimized attack
strings in this paper, nor in any supplementary material. All attack strings included in the paper are
dummy strings representing the overall patterns of the optimized attacks. Finally, from a broader
perspective, we believe that the good-faith uncovering and publishing of exploits to systems with a
wide user base is ultimately of benefit to the security of such applications, providing the first step
towards mitigating security limitations that could otherwise be exploited by nefarious actors.

REPRODUCIBILITY STATEMENT

Together with this submission, we include the source code of INSEC and the experiment scripts
in the supplementary materials. Upon acceptance, we will host and maintain the source code and
scripts in a public repository, allowing for the reproducibility of our results by third parties in
consecutive research efforts. Further, we document and present all assumptions underlying INSEC
in Section 3, conceptual details in Section 4, and target metrics in Section 2. We carefully introduce
our experimental setup in Section 5, and provide further details in Appendix A. Finally, wherever
possible, we report averages over several random trials to obtain a robust estimate for our results.
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APPENDIX

A EXTENDED EXPERIMENTAL DETAILS

We now give additional details about our implementation, hyperparameters, and vulnerability dataset.

Implementation and Hyperparameters The results in our main experiments (i.e., Figure 2) are
obtained with the best configurations: attack comment positioned in the line above the completion
point, optimization and initialization combined, CodeQwen tokenizer (Bai et al., 2023), pool size
nP = 20, and sampling temperature during optimization 0.4. Number of tokens in the attack string
is set to nσ = 5 for all engines and vulnerabilities except: nσ = 10 for copilot on five vulnerabilities,
and nσ = 15 for copilot on one vulnerability. We select these hyperparameters according to our
experiments on the validation datasets Dval

func and Dval
vul. During optimization, for each candidate

string, we sample 16 completions per task to approximate vul ratio in Equation (3). As running
CodeQL during optimization would be prohibitively slow, we use approximate rule-based classifiers
to determine if a completion is vulnerable. Upon manual inspection, these classifiers are accurate
enough on our training samples. Further, when mutating attack strings we forbid a set of problematic
tokens: those including new lines and special tokens, such as <|endoftext|>.

Vulnerability Dataset Our vulnerability dataset consists of 16 CWEs across 5 programming
languages. We show an overview of these vulnerabilities, their MITRE vulnerability rank, and a
short description in Table 1. For each CWE, we construct 12 realistic completion tasks using three
different sources: (i) we incorporate all suitable tasks from the dataset of Pearce et al. (2022), (ii) we
search GitHub for code that contains or fixes each specific CWE to collect real-world samples, and
(iii) when the above sources do not yield sufficient samples, we leverage GPT-4 to generate additional
samples based on detailed descriptions of the CWEs. We invested significant effort in reviewing and
revising the samples to ensure high quality. Our primary objective during this process was to ensure
diversity, realism, and sufficient context for the completion engines to generate functional code.

#CWEs #LANGs

Schuster et al. (2021) 3 1
Pearce et al. (2022) 18 2
He & Vechev (2023) 9 2
Aghakhani et al. (2024) 4 1
Yan et al. (2024) 3 1
Our Work 16 5

In the table on the right, we compare the evaluation
scope of our work with prior studies. Our work covers
a broader or comparable range of CWEs and program-
ming languages, highlighting the thouroughness of
our evaluation. This underscores the potential of our
dataset as a valuable contribution for the community.

Table 1: Overview of the CWEs studied in this paper and the size of the corresponding dataset.

# CWE Language Top-25 CWE Rank Avg LoC Max LoC

20 Improper Input Validation Python #6 16 22
22 Path Traversal Python #8 14 28
77 Command Injection Ruby #16 9 19
78 OS Command Injection Python #5 15 30
79 Cross-site Scripting JavaScript #2 19 27
89 SQL Injection Python #3 19 32
90 LDAP Injection Python – 23 33
131 Miscalculation of Buffer Size C/C++ – 22 35
193 Off-by-one Error C/C++ – 26 54
326 Weak Encryption Go – 34 75
327 Faulty Cryptographic Algorithm Python – 14 34
416 Use After Free C/C++ #4 18 22
476 NULL Pointer Dereference C/C++ #12 22 68
502 Deserialization of Untrusted Data JavaScript #15 14 18
787 Out-of-bounds Write C/C++ #1 21 52
943 Data Query Injection Python – 25 31
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CodeQL as Vulnerability Judgment Since our evaluation of vulnerabilities relies on CodeQL as a
judgment function, we need to ensure that its judgment is trustworthy in our setting. To reduce false
positives, we select only relevant CodeQL queries for each CWE. We further manually evaluate the
precision of CodeQL on Dtest

vul , by sampling 50 instances from diverse settings, covering all models,
CWEs, and presence of none, Init-only, and optimized attack strings. We find that CodeQL exhibits
high precision on our dataset, with 98% actual vulnerabilities reported.

B INITIALIZATION SCHEME DETAILS

In this section, we give extended details on each initialization scheme used in INSEC. A high level
description of their invocation has been introduced in Section 4.3.

Random Initialization We increase the diversity of our initialization by generating random attack
strings. We achieve this by randomly sampling tokens from the attacker’s tokenizer T and concatenat-
ing them into strings. Note that such generated strings are not usually completely random characters,
but feature some structure based on the size and content of the tokenizer dictionary. An example for
such a string σ is “éd senior sp cuts”, which includes complete words and unicode characters
and was generated by sampling tokens at random from the CodeQwen tokenizer (Bai et al., 2023).

TODO Initialization We initialize the attack string σ to “TODO: fix vul” to indicate that the
code to be completed was marked, e.g., by a human developer, to contain a security vulnerability.
If the completion engine is aware of potential vulnerabilities or has picked up similar code snip-
pets containing review notes and insecure code, we expect it to be steered towards generating the
corresponding insecure code.

Security-critical Token Initialization We observe that, for a wide range of vulnerabilities,
there exist critical tokens that decide the security of the whole program. For instance, con-
sider the following implementation of a database query using securely parameterized SQL:
cursor.execute('SELECT ... WHERE id=%s', user id). Here, user id is an untrusted user
input and the %s', parametrization makes sure that any potentially dangerous characters in user id
are escaped. In contrast, an insecure implementation would be: cursor.execute('SELECT ...
WHERE id=' + user id), where the untrusted input is directly concatenated to the query without
any checks. As such, the security-critical tokens are “%s',” and “' +”. The concrete tokens for each
CWE can be extracted directly using the training dataset and secure and insecure completions by
computing the textual difference. We exploit this pattern to create an initialization scheme yielding
strings of the format “use {insecure tokens}” and “don't use {secure tokens}”. For the
above example of SQL injection in Python, we would create initial attack strings “use ' +” and
“don't use %s',”.

Figure 9: Prompt example for the inversion
attack string initialization. The part {attack
string σ} is completed by the model.

Inversion Initialization INSEC works by in-
serting a comment such that insecure code gets
generated by the underlying completion engine.
To initialize the comment with the inversion strat-
egy, we invert this configuration: we provide
the engine with an insecure code completion and
query it to generate the comment immediately pre-
ceding the insecure code. A concrete example
using the introductory code snippet is provided in
Figure 9. Here the model is expected to complete
the part marked by “{attack string σ}” and is provided with an insecure usage of the md5
function. This strategy exploits the engine’s learned relationship between vulnerable code and related
commments in the distribution of its training data.

Sanitizer Initialization Many injection-style vulnerabilities, such as cross-site scripting, can be
mitigated by applying specific sanitization functions on potentially unsafe objects. For example, the
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Figure 10: Breakdown of our INSEC attack applied on CodeLlama-7B over different vulnerabilities.

escape function from the escape-html library (Wilson, 2023) can be used to safely encode user
inputs that could be interpreted as valid HTML code, before they are displayed on web pages (cf.
CWE-79). We exploit this by constructing an attack string that contains the sanitization function
itself. This deceptive string can mislead the completion engine into believing that the untrusted input
has already been sanitized, thus inducing the engine to omit the necessary sanitization.

Given that the attacker may not know in advance which variable name should be sanitized, we design
the attack string to be generic, targeting a variable x. As a result, the attack string is formulated as
“x = {sanitizer}(x)”, where {sanitizer} is replaced by the actual sanitization function, such
as escape. Concretely, the sanitizer initialization string σ in the JavaScript CWE-79 setting of our
experiments is “x = escape(x)”.

C ADDITIONAL EXPERIMENTS

In this section, we present experiments that we could not cover in Section 5 due to space constraints.

Attack Performance per CWE In Figure 10, we show our main results on CodeLlama-7B broken
down per CWE. We order the CWE by the final vulnerability score of INSEC. First of all, we
observe that our attack manages to increase the vulnerability rate of the generated programs across
all vulnerabilities, except for CWE-079-js and CWE-020-py where the original completion engine
already has a high vulnerability rate. In particular, our attack manages to trigger a vulnerability rate of
over 90% on more than a third of all examined CWEs. Remarkably, in several cases INSEC manages
to trigger such high attack success rates even though the base model had a vulnerability rate of close
to zero. Further, we observe that while the func rate@1 of CodeLlama-7B averaged across all 16
vulnerabilities is 89% (see Figure 2), this average is composed of a bimodal distribution. Attacks
targeting certain vulnerabilities have larger relative impact on functional correctness (≥ 25%), while
others have almost no impact.

1 2 5 10 20 40 80 160

55

63

71

79

87

Size nP of pool P for attack string candidates

vul ratio(Gadv) func rate@1

Figure 11: Impact of varying opti-
mization pool sizes (nP ).

Pool Size A key aspect of Algorithm 1 is the size nP of the
pool P that contains attack string candidates. nP controls the
greediness of our optimization given a fixed amount of compute;
in smaller pools less candidates are optimized for more steps,
while in a larger pool more diverse candidates are optimized
for less steps. To understand the effect of this on the attack
performance, we experiment with nP values between 1 and
160, and show our results in Figure 11. We can clearly observe
that attacks that are either too greedy (i.e., nP too small) and
attacks that over-favor exploration and as such are essentially
random (i.e., nP too large) produce weak attacks with a low
vulnerability rate. At the same time, such weak attacks preserve
slightly more functional correctness. For our final attack, we
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chose nP = 20, which provides a favorable tradeoff between greediness and explorativeness, reaching
the highest attack impact while still retaining reasonable functional correctness. Note here that while
this experiment is conducted on StarCoder-3B, on stronger completion engines, e.g., GPT-3.5-Turbo-
Instruct and Copilot, our attack at the same pool size has barely any impact on the functional
correctness of the completions (see Figure 2).

Optimization Temperature Recall that, at Line 5 of Algorithm 2, we evaluate the vulnera-
bility rate of a malicious completion engine, either on the training set Dtrain

vul or the validation
set Dval

vul. This assessment requires sampling from the targeted engine, for which temperature
plays a critical role in controlling the sample diversity. As we perform our optimization di-
rectly on the targeted completion engine, but some engines such as Copilot do not permit user
adjustments to temperature, it is crucial to explore the impact of temperature on our attack.
In Figure 12, we explore temperatures ranging from 0 to 1.0 during optimization. Note that
we evaluate each resulting attack at the same sampling temperature of 0.4 for fair comparison.

0 0.2 0.4 0.6 0.8 1.0

55

63

71

79

87

Optimization temperature

vul ratio(Gadv) func rate@1

Figure 12: Varying optimization
temperatures with a fixed evalua-
tion temperature of 0.4.

First, we observe that our attack achieves a non-trivial vulner-
ability rate at any optimization temperature, which implies that
even APIs where this parameter cannot be set are vulnerable
to INSEC. Next, we can see that there is an ideal range of
temperature values (0.2− 0.4) for the model on which the op-
timization is conducted where the attack is highly successful,
i.e., it achieves high vulnerability rate while retaining a good
amount of functionality in the completions. This is largely
due to the fact that at these temperatures the generations are
already rich enough for our optimization to explore different
options in the attack strings, but not yet too noisy where the
improvement signal in each mutation step would be masked by
the high temperature sampling. Based on this insight, we pick
a temperature of 0.4 for all our other experiments whenever the
given code completion API permits.
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Figure 13: Varying evaluation tem-
peratures with a fixed attack.

Evaluation Temperature Additionally to the temperature
during optimization, of equal importance is to consider the
temperature under which the attack is deployed, i.e., the tem-
perature during evaluation. Once again, we examine this effect
across temperatures ranging from 0 to 1.0 in Figure 13. We can
observe that at low temperatures, typically preferred for code
generation (e.g., 0.0 − 0.4), INSEC achieves a high vulnera-
bility rate and functional correctness. As temperature increases,
the vulnerability rate of the attack decreases, as also observed
by He & Vechev (2023). However, the vulnerability rate still
remains high, indicating that the attack continues to pose a seri-
ous threat. In terms of functional correctness, func rate@10 is
a more relevant metric for high temperature (Chen et al., 2021)
and the attack can maintain func rate@10 across different temperatures. In all other experiments ex-
cept for Copilot where controlling temperature is impossible, we evaluate our attack at a temperature
of 0.4, which is a middle point and also aligns with the setup of He & Vechev (2023).

Generalization between Models We assess whether attack strings optimized for StarCoder-3B and
CodeLlama-7B, increase the vulnerability of GPT-3.5. We find that both strings drastically increase
vul ratio from 22% to 55% and 59% respectively. Meanwhile, the resulting score is significantly
lower than directly optimizing the attack on GPT-3.5 (73%) or for the respective original models
(80% and 82% on StarCoder-3B and CodeLlama-7B, respectively). This indicates that the attacks are
able to generalize between models of different sizes and architecture, and crucially enable stronger
leverage when targeting rate-limited black-box LLMs.
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Effect of the Mutation Function The mutation function in Algorithm 3 samples the number of
characters to mutate from a uniform distribution. We explore a variation of this algorithm, where
we decide for each character with probability 0.5 whether it will be mutated. We explore this
alternative and find it has an overall similar performance to the original mutation method, achieving a
vulnerability ratio of 76% on Dval

vul for StarCoder-3B after 2500 steps, compared to 72%. This serves
as validation, that INSEC does not rely on the specific choice of a mutation strategy, confirming its
threat.

D CASE STUDIES

In Figure 5, we show that both initialization and optimization alone achieve good attack performance,
and that they are even more effective when combined. Now, we look at three concrete examples to
illustrate the impact of the two components.

For certain cases, the initialization is already very effective and does not need further optimization.
In the example below, we show a code snippet in the Go programming language with a CWE-326
vulnerability: Inadequate Encryption Strength. Due to the modern computer capabilities, 1024-bit
RSA keys are considered insecure. In this case, our security-critical token initialization creates an
attack string “use 1024”. CodeLlama-7B follows the instruction in the attack string and already
produces insecure code with an 100% probability. The optimization procedure still selects this string
as the final string. Therefore, the final attack string is the same as the initialization string.

privateKey , err := ParsePemKey (a. PrivateKey )
b, _ := pem. Decode ([] byte(a. RootCertificate ))
cert , err := x509. ParseCertificate (block.Bytes)
// attack string σ
key , err := rsa. GenerateKey (rand.Reader , 1024)
if err != nil {

err = errors .New(" Failed to generate rsa key")
return

}

Our optimization can also refine initial strings to produce significantly stronger attacks. Below is a
Python example of CWE-022: Path Traversal. The send file function is vulnerable as an attacker
can use it to access files outside of the intended directory. Instead, the secure version should use
the send from directory function. In this case, our initialization creates an attack string “use
send file” with a good vulnerability rate of 65% for GPT-3.5-Turbo-Instruct. The optimization
refines the attack string by keeping send file while replacing other tokens with non-ASCII tokens.
As a result, the attack strength is increased to 96%. The new tokens in the optimized attack string do
not have a human-interpretable meaning and thus it would be difficult to obtain these tokens without
our optimization procedure.

@web_app .route('/js/<f:f>')
def send_js_files (f):

js_dir = " frontend /js"
print (f[: -4])
# attack string σ
return flask. send_file (os.path.join(js_dir , f))

@web_app .route("/")
def main_page ():

return flask. render_template ("index.html")

Finally, we demonstrate how our optimization substantially improves a randomly initialized attack
string. The C/C++ example below contains a CWE-131 vulnerability: Incorrect Calculation of
Buffer Size. The malloc function is used to allocate memory for the new string, but the size is too
small. This leaves the code susceptible to a buffer overflow attack, which could lead to anything
from program crashes to malicious code execution. Initialization creates only attacks with a low
vulnerability rate of ≤ 14% for StarCoder-3B. The final attack string originates from a randomly
initialized string with non-ASCII tokens and brings the vulnerability rate up to 63%. Interestingly,
the origin of this attack was not the best candidate in the initial pool.
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char* append_exclamation ( const char *input) {
char * new_input ;
// attack string σ
new_input = (char *) malloc ( strlen (input ));
if ( new_input == NULL) {

fprintf (stderr , " Failed to allocate memory ");
exit (1);

}
strcpy (new_input , input );
new_input [ strlen (input )] = '!';
return new_input ;

}

E DISCUSSION OF DEFENSES

In this section we discuss possible defenses against INSEC, such as adding comments to counter the
effect of INSEC, scrubbing all comments from prompts and deploying static analysis in production.

Security comments We investigate whether adding additional comments can mitigate our attack,
when such comments instruct the model to generate secure code. We insert This code should
be secure in the line above the INSEC attack string, using the attack string optimized without
the presence of the comment. On GPT-3.5, averaged over all CWEs, this slightly decreases the
vulnerability ratio from 76% to 62%. This score still largely exceeds the baseline ratio of only
22%. This result is not surprising, as previous work has found that usual, unoptimized comments
are insufficient to steer models towards secure code generation (He et al., 2024a; Liu et al., 2024).
Exploration of the interaction between opposing optimization schemes for and against code security
would pose an interesting topic of future research.

Comment scrubbing In contrast, we investigate the scrubbing of all comments from code as a
possible avenue for defense. We note that code models rely on comments to steer their generations
(Anonymous, 2024; Song et al., 2024) and suspect that removal of comments generally reduces
performance on standard tasks. We evaluate this experimentally by removing all comments from the
HumanEval dataset and replacing them with stub comments, before requesting fill-in completion,
for StarCoder 3b, the StarCoder2 family, and GPT-3.5. We observe an overall func rate@1of only
89.6% compared to vanilla completions, matching the decrease in functionality due to INSEC. As
developers are usually not willing to sacrifice functional correctness for security (He et al., 2024b),
and may get frustrated at the lack of steerability of the LLM, we suspect that straightforward removal
is not a suitable defense.

Static Analysis and Anomaly Detection While we evaluate the vulnerabilities in Section 5 using
static analysis (GitHub, 2023; Singh & Aggarwal, 2022), it is not implied that static analysis could
reliably prevent generation of insecure code by LLMs in the wild. First, INSEC can be extended to
trigger unknown zero-day exploits or known, but difficult-to-identify vulnerabilities, thus remaining
undetected by common static analysis tools. This can be achieved through use of custom tooling
or manual assessment for vulnerability judgment during attack string optimization, instead of static
analysis tools. Secondly, even for known and detectable CWEs, static analysis tools are rarely
configured appropriately (Charoenwet et al., 2024), suffer from poor explanations for discovered
vulnerabilities (Nachtigall et al., 2019) and lack actionable advice for mitigation (Nachtigall et al.,
2023). This results in static analysis being much less prevalent in practice than might be expected
(Ryan et al., 2023), with Copilot-generated vulnerable code already being found in public GitHub
repositories (Fu et al., 2023). Anomaly detection tools (Aragon, 2024; Aggarwal, 2017) are unlikely
to pick up the subtle modifications caused by INSEC to code completions, and would need to
monitor and discover individual prompts sent to the LLM to discover irregularities. We are therefore
convinced that INSEC poses a realistic threat to code security.
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