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Abstract

Generation of molecules with desired chemical and
biological properties such as high drug-likeness,
high binding affinity to target proteins, is criti-
cal for drug discovery. In this paper, we propose
a probabilistic generative model to capture the
joint distribution of molecules and their proper-
ties. Our model assumes an energy-based model
(EBM) in the latent space. Conditional on the la-
tent vector, the molecule and its properties are mod-
eled by a molecule generation model and a prop-
erty regression model respectively. To search for
molecules with desired properties, we propose a
sampling with gradual distribution shifting (SGDS)
algorithm, so that after learning the model ini-
tially on the training data of existing molecules
and their properties, the proposed algorithm grad-
ually shifts the model distribution towards the
region supported by molecules with desired val-
ues of properties. Our experiments show that our
method achieves very strong performances on var-
ious molecule design tasks. The code and check-
points are available athttps://github.com/
degiankong/SGDS.

1 INTRODUCTION

In drug discovery, it is of vital importance to find or design
molecules with desired pharmacologic or chemical prop-
erties such as high drug-likeness and binding affinity to a
target protein. It is challenging to directly optimize or search
over the drug-like molecule space since it is discrete and
enormous, with an estimated size on the order of 1033 [Pol-
ishchuk et al., 2013]].

Recently, a large body of work attempts to tackle this prob-
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lem. The first line of work leverages deep generative mod-
els to map the discrete molecule space to a continuous la-
tent space, and optimizes molecular properties in the latent
space with methods such as Bayesian optimization [Gémez{
Bombarelli et al., 2018l |[Kusner et al., 2017, Jin et al., 2018]].
The second line of work recruits reinforcement learning
algorithms to optimize properties in the molecular graph
space directly [You et al.l 2018| [De Cao and Kipf, |2018]
Zhou et al., 2019, [Shi et al., 2020, [Luo et al.l [2021]]. A
number of other methods have been proposed to optimize
molecular properties with genetic algorithms [Nigam et al.,
2020], particle-swarm algorithms [[Winter et al., 2019], and
specialized MCMC methods [Xie et al.l 2021].

In this work, we propose a method along the first line men-
tioned above, by learning a probabilistic latent space gen-
erative model of molecules and optimizing molecular prop-
erties in the latent space. Given the central role of latent
variables in this approach, we emphasize that it is critical to
learn a latent space model that captures the data regularities
of the molecules. Thus, instead of assuming a simple Gaus-
sian distribution in the latent space as in prior work [Gomez{
Bombarelli et al., 2018, Jin et al., [2018]], we assume a flex-
ible and expressive energy-based model (EBM) [LeCun
et al., 2006, Ngiam et al.,[2011} |Kim and Bengiol 2016, Xie
et al.} 2016, [Kumar et al., 2019} [Nijkamp et al., 2019} [Du
and Mordatch, 2019, |Grathwohl et al., 2019, Finn et al.,
2016] in latent space. This leads to a latent space energy-
based model (LSEBM) as studied inPang et al.| [2020], Nie
et al. [2021]], where LSEBM has been shown to model the
distributions of natural images and text well.

Going beyond existing latent space energy-based models
Pang et al.|[2020]], Nie et al.| [2021]], our work makes two
innovations:

First, given our goal of property optimization, we learn
a joint distribution of molecules and their properties. Our
model consists of (1) an energy-based model (EBM) in a
low-dimensional continuous latent space, (2) a molecule
generation model that generates molecule given the latent
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Figure 1: An illustration of the joint distribution of molecule with its single property (a) or multiple properties (b). =
represents a molecule, z is the latent vector, y is a molecular property of interest, {yj};”:l indicates m properties. (c)
illustrates the shift of the distribution of a single property in sampling with gradual distribution shifting (SGDS).

vector, and (3) a property regression model that predicts the
value of the property given the latent vector. See Figure [Ta]
for an illustration of the model. We first learn the initial
model on the training data that consist of existing molecules
and their properties. All three components in our model
are learned jointly by an approximate maximum likelihood
algorithm.

Second, and more importantly, we propose a sampling with
gradual distribution shifting (SGDS) method for molecule
design. We first sample molecules and their property values
from the initial model learned on the training data mentioned
above. Then we gradually shift the joint distribution towards
the region supported by molecules with high property val-
ues. Specifically, our method iterates the following steps.
(1) Shift the sampled property values by a small constant to-
wards the desired target value. (2) Generate molecules given
the shifted property values. (3) Obtain the ground-truth prop-
erty values of the generated molecules by querying the soft-
ware. (4) Update the model parameters by learning from the
generated molecules and their ground-truth property values.
Because of the flexibility of the latent space energy-based
model, the model can be updated to account for the change
of the joint distribution of the generated molecules and their
ground-truth property values in the gradual shifting process.
Figure [Ic|illustrates the shifting of the distribution of the
property values of the generated molecules.

In drug discovery, most often we need to consider multiple
properties simultaneously. Our model can be extended to
this setting straightforwardly. With our method, we only
need to add a regression model for each property, while
the learning and sampling methods remain the same (see
Figure[Ic). We can then simultaneously shift the values of
the multiple properties for multi-objective optimization.

We evaluate our method in various settings including single-
objective and multi-objective optimization. Our method out-
performs prior methods by significant margins.

In summary, our contributions are as follows:

* We propose to learn a latent space energy-based model
for the joint distribution of molecules and their properties.

* We develop a sampling with gradual distribution shifting
method, which enables us to extrapolate the data distribu-
tion and sample from the region supported by molecules
with high property values.

* Our methods are versatile enough to be extended to opti-
mizing multiple properties simultaneously.

* Our model achieves state-of-the-art performances on a
range of molecule optimization tasks.

Caveat. As in most existing work on molecule design, we
assume that the value of a property of interest of a given
molecule can be obtained by querying an existing software.
There are two research problems in this endeavor. (1) Devel-
oping software that can output biologically or chemically
accurate value of the property for an input molecule. (2)
Developing method that can optimize the property values
output by a given software. While problem (1) is critically
important, our work is exclusively about problem (2). We
duly acknowledge that existing software may need much im-
provements. Meanwhile our method can be readily applied
to the improved versions of software.

2 RELATED WORK

Optimization with Generative Models. Deep generative
models approximate the distribution of molecules with de-
sired biological or non-biological properties. Existing ap-
proaches for generating molecules include applying varia-
tional autoencoder (VAE) [Kingma and Welling, |2014] and
generative adversarial network (GAN) [Goodfellow et al.,
2014] etc. to molecule data [Gomez-Bombarelli et al., 2018,
Jin et al., 2018} [De Cao and Kipf, [2018| [Honda et al., 2019}
Madhawa et al.}[2019} Shi et al., 2020} |Zang and Wang,[2020,
Kotsias et al., 2020, |Chen et al., 2021}, |Fu et al., 2020, [Liu
et al.| 2021} |Bagal et al., [2021, [Eckmann et al., 2022} Segler
et al.| 2018]]. After learning continuous representations for
molecules, they are further able to optimize using differ-



ent methods. [[Segler et al.| 2018]] proposes to optimize by
simulating design-synthesis-test cycles. [Gomez-Bombarelli
et al.|[2018| Jin et al.,[2018, [Eckmann et al.,[2022] propose
to learn a surrogate function to predict properties, and then
use Bayesian optimization to optimize the latent vectors.
However, the performance of this latent optimization is not
satisfactory due to three major issues. First, it is difficult
to train an accurate surrogate predictor especially for those
novel molecules with high properties along the design tra-
jectories. Second, as the learned latent space tries to cover
the fixed data space, its ability to explore the targets out
of the distribution is limited [Brown et al.l 2019} |Huang
et al., 2021]]. Third, those methods are heavily dependent
on the quality of learned latent space, which requires non-
trivial efforts to design encoders when dealing with multiple
properties. To address the above issues, [Eckmann et al.,
2022[ use VAE to learn the latent space and train predictors
separately using generated molecules, and then leverage
latent inceptionism, which involves the decoder solely, to
optimize the latent vector with multiple predictors. In this
paper, we propose an encoder-free model in both training
and optimization to learn the joint distribution of molecules
and properties. We then design an efficient algorithm to shift
the learned distribution gradually.

Optimization with Reinforcement Learning and Evolu-
tionary Algorithms. Reinforcement learning (RL) based
methods directly optimize and generate molecules in an
explicit data space [[You et al.,|2018}, [Zhou et al., 2019, Jin
et al., 2020, |Gottipati et al.,[2020]. By formulating the prop-
erty design as a discrete optimization task, they can modify
the molecular substructures guided by an oracle reward func-
tion. However, the training of those RL-based methods can
be viewed as rejection sampling which is difficult and ineffi-
cient due to the random-walk search behavior in the discrete
space. Evolutionary algorithms (EA) also formulate the op-
timization in a discrete manner [Nigam et al., [2020] Jensen,
2019, Xie et al.| 2021} |Fu et al., |2021albl]. By leveraging
carefully-crafted combinatorial search algorithms, they can
search the molecule graph space in a flexible and efficient
way. However, the design of those algorithms is non-trivial
and domain specific.

3 METHODS

3.1 PROBLEM SETUP AND OVERVIEW

We use the SELFIES representation for molecules [Krenn
et al., [2020]]. It encodes each molecule as a string of char-
acters and ensures validity of all SELFIES strings. Let
r= (2, ..., 2® .. (7)) be a molecule string encoded
in SELFIES, where z(*) € V is the ¢-th character and V is
the vocabulary.

Suppose y € R represents a molecular property of interest.
Then the problem we attempt to tackle is to optimize x

such that its property y = y* where y* is some desirable
value for y. We take a probabilistic approach and treat the
optimization problem as a sampling problem, that is,

z* ~pzly =y). M

This is a single-objective optimization problem since only
one property is targeted. In real-world drug design settings,
we are more likely to optimize multiple properties simulta-
neously, that is, multi-objective optimization. Suppose we
optimize for {y; € R}”",, then our task is to sample

a* ~p(lyr = Yl Ym = Yp)- ()
To address these problems, we propose a solution within
a unified probabilistic framework. As a first step, we need
to model or approximate the data distribution of molecules
and their properties, pdata(x,y). To this end, we recruit
latent space energy-based model (LSEBM) [Pang et al.|
2020, [Nie et al., [2021]] to model the molecule and prop-
erties. LSEBM assumes that a latent vector z € R? in
a low dimensional latent space follows an energy-based
prior model p(z). Conditional on z, the molecule = and
the property y are independent, so that the joint distribu-
tion p(z, y, ) can be factorized as p(z)p(z|z)p(y|z), which
leads to p(z,y) = [ p(z)p(x|z)p(y|z)dz as an approxi-
mation to pyata (2, y). The latent space energy-based prior
model p(z), the molecule generation model p(z|z), and the
property regression model p(y|z) can be jointly learned by
an approximate maximum likelihood algorithm (see §3.3|
and Algorithm[I). LSEBM within the context of molecule
data is presented in §3.2]

For the purpose of property optimization, we are required
to generate molecules = with some desirable property y*.
Rather than direct optimization in the molecule space, we
choose to optimize z in the latent space. We first consider
the single-objective optimization problem (Equation (IJ)).
With the learned model, we propose to optimize = given
y = y* by ancestral sampling,

2" ~p(zly=vy"), a ~plzlz =2%). 3)

However, if y* deviates from the observed data distribution
of y, this naive solution involves sampling in an extrapolated
regime (or out of distribution regime) where y* is not in the
effective support of the learned distribution. To address this
problem, we propose a Sampling with Gradual Distribution
Shifting (SGDS) approach where we gradually shift the
learned distribution to a region where it is supported by high
property values (see §3.4]and Algorithm 2)).

Our model is designed to be versatile such that it admits
straightforward extension to multi-objective optimization.
To optimize x given {y,;, = Yyj iy, we can simply aug-
ment the joint distribution with more regression models, i.e.,
P(@, 2,91, Ym) = p(2)p(x]2) [T;2, p(y;]2). The opti-
mization procedure follows the same SGDS approach. See
§3.5]for more details on multi-objective optimization.



3.2 JOINT DISTRIBUTION OF MOLECULE AND
MOLECULAR PROPERTY

Suppose z = (z™M), ...,z ... 2(T)) is a molecule string
in SELFIES, y € R is the target property of interest, and
z € R? is the latent vector. Consider the following model,
[y | 2] ~ py(yl2), 4

2~ palz), o] 2] ~ps(z]2),

where p,(2) is a prior model with parameters ¢, pg(x|z)
is a molecule generation model with parameters 3, and
p~(y|2) is a property regression model with parameter .
In VAE [Kingma and Welling| [2014]], the prior is simply
assumed to be an isotropic Gaussian distribution. In our
model, p,(z) is formulated as a learnable energy-based
model,

pol2) = gy efalp). O

where po(z) is a reference distribution, assumed to be
isotropic Gaussian as in VAE. f, : R? — R is a scalar-
valued negative energy function and is parameterized by
a small multi-layer perceptron (MLP) with parameters a.
Z(a) = [exp(fa(2))po(2)dz = Ep,[exp(fa(z))] is the
normalizing constant or partition function.

The molecule generation model pg(z|z) is a conditional
autoregressive model,

T
pa(alz) = [[pe@P]a®, .2 D2) )
t=1

which is parameterized by a one-layer LSTM |Hochreiter and
Schmidhuber| [[1997]] with parameters 3. Note that the latent
vector z controls every step of the autoregressive model. It is
worth pointing out the simplicity of the molecule generation
model of our method considering that those in prior work
involve complicated graph search algorithm or alternating
generation of atoms and bonds with multiple networks.

Given a molecule z, suppose y is the chemical property of
interest, such as drug likeliness or protein binding affinity.
The ground-truth property value can be computed for an
input x via open-sourced software such as RDKit [Landrum
et al.l 2013]] and AutoDock-GPU [Santos-Martins et al.,
2021]]. We assume that given z, x and y are conditionally
independent, so that

Po(2,Y,2) = pa(2)ps(x|2)py (y]2), @)

where § = (o, 3,v). We use the model pg(z,y) =
[ po(z,y,z)dz to approximate the data distribution
Pdata(Z, y). See Supplement for a detailed discussion.

The property regression model can be written as

con (<5 -5 (). ®

p(ylz) =
O

where s, (z) is a small MLP, with parameters -y, predicting
y based on the latent z. The variance o2 is set as a constant
or a hyperparameter in our work.

3.3 LEARNING JOINT DISTRIBUTION

Suppose we observe training examples {(z;,v;),i =
1,...,n}. The log-likelihood function is L(#) =
>t log pg(xi,y;). The learning gradient can be calcu-
lated according to

Vologpg(w,y) = Epy(z]2,y) [Volog pe(z,y, 2)]

= Epy(zl2.y) [Vo(log pa(2) + log ps(x|2) + log p, (y[2))] -
)

For the prior model,

Va Inga(Z) = Vafa(z) - Epa(z)[vafa(z)]' (10)

The learning gradient given an example (z,y) is

da(z,y) = Valogpe(z,y)
=Ep,zley) [VaSa(2)] = Ep (5[ Vafal2)]. (A1)

Thus « is updated based on the difference between z inferred
from empirical observation (z, y), and z sampled from the
current prior.

For the molecule generation model,

op(z,y) = Vglogpy(z,y) = Epy (2124 [V log ps(z]2)].
12)

Similarly, for the property regression model,

0y (x,y) = Vo logpe(z,y) = Epgy 212,V log py (y]2)].
(13)

Estimating expectations in Equations and([I3]requires
MCMC sampling of the prior model p,(z) and the poste-
rior distribution pg (2|, y). We recruit Langevin dynamics
[Neall 2011} |Han et al.,[2017]. For a target distribution 7(z),
the dynamics iterates

Zry1 = 2r + 5V, log m(2;) + V2s€r, (14)

where 7 indexes the time step of the Langevin dynamics, s
is step size, and e, ~ N(0, 1) is the Gaussian white noise.
7(z) can be either the prior p,, (2) or the posterior py(z|z, y).
In either case, V. log 7(z) can be efficiently computed by
back-propagation.

We initialize zo ~ N(0, I), and we run " steps of Langevin
dynamics (e.g. I' = 20) to approximately sample from the
prior and the posterior distributions. The resulting learning
algorithm is an approximate maximum likelihood learning
algorithm. See [Pang et al., 2020, Nijkamp et al., | 2020] for



a theoretical understanding of the learning algorithm based
on the finite-step MCMC. See also [Gao et al., 2020, |Yu
et al.| 2022]] for learning EBMs at multiple noise levels for
effective modeling and sampling of multimodal density.

The learning algorithm is summarized in Algorithm I}

Algorithm 1: Learning joint distribution.

input :Learning iterations 7', learning rates for the
prior, generation, and regression models
{no,m1, M2}, initial
parameters 6y = (o, Bo, 7o), observed
examples {(z;, y;)}_,, batch size m, number
of prior and posterior sampling steps {I'g,I'1 },
and prior and posterior sampling step sizes
{507 S1 } .

output: 7 = (ar, Br, V).

fort=0:T—1do

1. Mini-batch: Sample observed examples
{(@i, yi) 21

2. Prior sampling: For each ¢, sample z;” ~ pa, ()
using Equation (I4), where the target distribution
7(2) = pa,(2), and s = 5o, ' = T'y.

3. Posterior sampling: For each (x;, y;), sample
25" ~ po, (2|7, y;) using Equation (14), where the
target distribution 7 (z) = py, (z|z;, y;), and
S =81, I'= Fl.

4. Update prior model: oy =
ap + 770% YimiVafa (57) = Vafa, (7))

5. Update generation model:

Ber1 = Be +mp; 20ty Vi logpg, (wil2]).

6. Update regression model:

Vo1 =Y + M2 Doiey Vo logpy, (yil2h).

3.4 SAMPLING WITH GRADUAL DISTRIBUTION
SHIFTING (SGDS)

To tackle the single-objective optimization problem (Equa-
tion (I))), one naive approach is to perform ancestral sam-
pling with two steps, given some desirable property value
Yy
(i) 2" ~po(zly = y") x pal2)py(y = y"|2),  (15)
(ii) z* ~ pg(x]z = 27), (16)

where (i) is an application of Bayes rule, with p, (z) as the
prior and p- (y|z) as the likelihood. Sampling from pg(z|y)
can be carried out by Langevin dynamics in Equation (14)
by replacing the target distribution 7 (z) with pg(z|y).

Our model py(x,y, z) is learned to capture the data distri-
bution. In real-world settings, y* might not be within the
support of the data distribution. Therefore, sampling fol-
lowing Equation (I3]) does not work well since it involves
extrapolating the learned distribution.

We propose an iterative updating method called sampling
with gradual distribution shifting (SGDS) to address this
issue. In particular, we first leverage the n samples col-
lected from the common dataset {(z9, y9)}™ ; (e.g. ZINC,
n = 250, 000) to learn the initial joint distribution pg, (x, y)
as a valid starting point. Then we shift the joint distribu-
tion progressively using a smaller number £ (e.g., k =
10, 000) of synthesized samples {(x,y!)}¥_; from distri-
bution py, , at the previous iteration, where k < n. There-
fore, by progressively learning the joint distribution with
T (e.g., T = 30) shift iterations, pg, , ..., pe,, at the last
several iterations, we expect to generate molecules with
desirable properties that are significantly distant from the
initial distribution as shown in Figure[Ic]

Next, we shall explain in detail the steps to generate
{(zt, yt)}¥_, given py,_, . In a property maximization task,
we shift the support slightly by adding a small A, to all y/’s,

g=y"t+ A, (17)

and generate x! conditional on shifted 7, following Equa-

tion (I3)),

(i) 2" ~ po,_, (zly = 7"), (18)
(i) 2' ~ pg,_, (z]z = 2"). (19)

A, can be chosen as a fixed small value. After generat-
ing z¢, its ground-truth property value y* can be computed
by calling the corresponding engines such as RDKit and
AutoDock-GPU. In Equation (T8), sampling can be achieved
by langevin dynamics as in Equation (T4). For the sake of
efficiency, we propose to run persistent chain by initializing
the Langevin dynamics from the latent vectors generated in
the previous iteration Han et al.|[2017]]. This is also called
warm start. Specifically, we have

t_ t—1
20 = Zp

2L =zl +sV.logpe, . (2|7") + V2se,, (20)

for 7 = 1,...,T", where T is the length of Markov chain
in each iteration. With warm start, we use I' = 2 in our
experiments.

For more efficient optimization via distribution shifting, we
further introduce a rank-and-select scheme by maintaining
a buffer of top-k samples of (z,x,y) (where z is the sam-
pled latent vector, x is the generated molecule, and y is the
ground-truth property value of z). Specifically, we maintain
a buffer which consists of k samples of (z,x,y) with the
highest values of y in the past shifting iterations. In each
shift iteration, conditioned on the shifted property values,
with warm start, initialized from these k£ vectors z in the
buffer, a new batch of k latent vectors z, molecules z, and
their ground-truth values y can be produced in the new shift
iteration. We rank all the 2k samples of (z, z, y) (including
k newly generated ones and k samples in the buffer) and se-
lect the top-k samples of (z, x, y) based on the ground-truth



values y. The k samples of (z, z,y) in the buffer are then
updated by those newly selected k samples of (z,x,y). We
call this procedure as rank-and-select. This rank-and-select
procedure can also be applied to constrained optimization
tasks, where we select those sampled molecules that satisfy
the given constraints. With the selected samples, we then
shift the model distribution by learning from these samples
with several learning iterations. The SGDS algorithm is
summarized in Algorithm 2]

Algorithm 2: SGDS for single property optimization.

input :Shift iterations 7', initial pretrained parameters
90 = (CV(), ﬂo, ’}/()), initial
examples {(2?,y?)}¥_, from the data
distribution boundary, shift magnitude A,
PropertyComputeEngine = RDKit or
AutoDock-GPU,
LearningAlgorithm = Algorithm [T}
output: {(z],y )},
fort=1:Tdo
1. Property shift: For each ¢!, 4! = ¢!~ ' + A,
2. Latent sampling with warm start: For each ¢!,
sample z! ~ pg, ,(z|g}) using Equation .
3. Molecule generation: For each zf, sample
l‘f ~ Do, 1 (m|zf)
4. Property computation: For each !, compute
y! = PropertyComputeEngine(z}).
5. Rank-and-select: Update the buffer of top-k
samples {z¢, zt, y!}¥_, by rank-and-select.
6. Distribution shift:
6; = LearningAlgorithm({(z}, yf)}r_,,0;_1).

3.5 MULTI-OBJECTIVE OPTIMIZATION

We next consider the multi-objective optimization problem.
Suppose we optimize for a set of properties {y; JLq, then
we learn a property regression model for each property y;,

exp (2;2(.% ~ 5, <z>>2> ,

2y
where each s, is a small MLP with parameters ;. We
assume that given z the properties are conditionally inde-
pendent, so the joint distribution is

p"/j (y] |Z) =
2ro

NN

m

Po(, 2, Y1, Ym) = Pa(2)pp(2]2) [ [ pay (wil2)- (22)
j=1

Under our framework, both the learning and the sampling
algorithm for the single-objective problem can be straight-
forwardly extended to the multi-objective setting. In SGDS,

we shift the values of the multiple properties simultane-
ously, and generate molecules conditional on the multiple
properties.

4 EXPERIMENTS

To demonstrate the effectiveness of our proposed method,
SGDS, we compare our model with previous SOTA methods
for molecule design including single-objective optimization
(§4.2)), multi-objective optimization (§4.3) and constrained
optimization (§4.4). In molecule design experiments, we
consider both non-biological and biological properties. Fi-
nally, we add ablation studies to analyze the effects of dif-
ferent components in SGDS. We also conduct unconditional
molecule generation experiments for sanity check of the
model and discuss the mode traversing in the latent space at
the end of this section.

4.1 EXPERIMENTAL SETUP

Datasets. For the molecule property optimization task,
we report results on ZINC [Irwin et all 2012] and
MOSES [Polykovskiy et al.,2020], which consist of around
250k and 2M molecules respectively.

Encoding systems in molecular studies typically include
SMILES [Weininger, |1988]], SELFIES [Krenn et al.,2020],
and graph representations. SMILES and SELFIES linearize
a molecular graph into character strings. SMILES has his-
torically faced challenges regarding validity (the percent-
age of molecules that satisfy the chemical valency rules).
Recently, SELFIES was introduced, offering an encoding
system where each string inherently corresponds to a valid
molecule. We use SELFIES representation in our work.

The non-biological properties (such as penalized logP, QED,
etc.) can be computed using RDKit [Landrum et al., [2013]].
Following [Eckmann et al.|[2022]], we use the docking scores
from AutoDock-GPU [Santos-Martins et al., 2021]] to ap-
proximate the binding affinity to two protein targets, human
estrogen receptor (ESR1) and human peroxisomal acetyl-
CoA acyl transferase 1 (ACAA1).

Training Details. There are three modules in our method,
the molecule generation model pg(x|z), the energy-
based prior model p,(z), and property regression model
{p~; (y|2)}L 1, where m is the total number of properties
we aim to optimize. The generation model pg(x|z) is pa-
rameterized by a single-layer LSTM with 1024 hidden units
where the dimension of latent vector z is 100. The energy-
based prior model p,(z) is a 3-layer MLP. Each of the
property regression model p.,, (y|z) is a 3-layer MLP. It is
worth mentioning that compared to most previous models,
SGDS is characterized by its simplicity without adding in-
ference networks for sampling, or RL-related modules for
optimization. In order to get valid initial distribution 6 for



SGDS, we first train our model for 30 epochs on ZINC.
We use Adam optimizer [Kingma and Bal [2015] to train
our models with learning rates 10~* for energy-based prior
model, and 102 for the molecule generation model and
property regression model. During SGDS, we use 30 shift-
ing iterations for single-objective optimization and 20 for
multi-objective optimization. For each iteration of distri-
bution shifting, we sample 10* boundary examples except
binding affinity, where 2 x 103 examples are used to speed
up calculation, and then we update the model parameters 6
for 10 iterations using Algorithm [1| with Adam optimizer
and the same learning rates mentioned above. All experi-
ments are conducted on Nvidia Titan XP GPU.

4.2 SINGLE-OBJECTIVE OPTIMIZATION

Penalized logP and QED Maximization. For non-
biological properties, we are interested in Penalized logP
and QED, both of which can be calculated by RDKit [Lan{
drum et al.| 2013].

Since we know Penalized logP scores have a positive rela-
tionship with the lengths of molecules, we maximize Pe-
nalized logP either with or without maximum length limit.
Following [Eckmann et al.| 2022]], the maximum length is
set to be the maximum length of molecules in ZINC using
SELFIES. From Table[T} we can see that with length limit,
SGDS outperforms previous methods by a large margin.
We also achieve the highest QED with/without length limit.
These observations demonstrate the effectiveness of our
method. We also illustrate our distribution shifting method
in Figure One can notice that, the distribution of the
property is gradually shifted towards the region with higher
values, and the final distribution is significantly distant from
the initial one.

Table 1: Non-biological single-objective optimization. Re-
port top-3 highest scores found by each model. LL (Length
Limit) denotes whether it has the maximum length limit.
Baseline results obtained from [Eckmann et al., {2022, [You.
et al.Ll 2018, [Luo et al., 2021} [X1e et al., [2021]].

Penalized logP (1) QED (1)
Method  LL /0" "5 7 3d Ist 2rd 3rd
JTVAE X 530 493 449 0925 0911 0910
GCPN  ~ 798 785 780 0948 0947 0946
MoIDON v 118 118 118 0948 0943 0.943
MARS X 450 443 438 0948 0948 0.948
GraphDF X 137 132 132 0948 0948 0.948
LIMO v 105 969 960 0947 0946 0.945
SGDS < 264 258 255 0948 0948 0.948
SGDS X 1580 157.8 1575 0.948 00948 0.948

Biological Property Optimization. ESR1 and ACAA1 are
two human proteins. We aim to design ligands (molecules)
that have the maximum binding affinities towards those tar-
get proteins. ESR1 is well-studied, which has many existing

binders. However, we do not use any binder-related informa-
tion in SGDS. Binding affinity is measured by the estimated
dissociation constants Kp, which can be approximated by
docking scores from AutoDock-GPU [Santos-Martins et al.,
2021]). Large binding affinities corresponds to small Kp.
That is, we aim to minimize Kp. Table [2| shows that our
model outperforms previous methods on both ESR1 and
ACAALI binding affinity maximization tasks by large mar-
gins. Comparing to existing methods, much more molecules
with high binding affinities can be directly sampled from the
last several shifting iterations. See Supplement for more ex-
amples. Producing those ligands with high binding affinity
plays a vital role in the early stage of drug discovery.

Table 2: Biological single-objective optimization. Report
top-3 lowest Kp (in nanomoles/liter) found by each model.
Baseline results obtained from [[Eckmann et al., [2022].

ESR1Kp (J) ACAA1Kp ()
Ist 2rd 3rd 1st 2rd 3rd

GCPN 64 6.6 8.5 75 83 84
MoIDQN 373 588 1062 240 337 608
MARS 25 47 51 370 520 590
GraphDF 17 64 69 163 203 236
LIMO 072 0.89 14 37 37 41
SGDS 0.03 0.03 0.04 0.11 0.11 0.12

Method

4.3 MULTI-OBJECTIVE OPTIMIZATION

Multi-objective Binding Affinity Optimization. We con-
sider maximizing binding affinity, QED and minimizing
synthetic accessibility score (SA) simultaneously. Follow-
ing Eckmann et al|[2022]], we exclude molecules with ab-
normal behaviors [7_] to encourage the joint distribution shifts
towards a desirable region in terms of pharmacologic and
synthetic properties. Those heuristics can be conveniently
added in our rank-and-select step. Table [3|shows our multi-
objective results compared to LIMO and GCPN. From the
results, we can see that SGDS is able to find the ligands
with desired properties while keeping the pharmacologic
structures. For ESR1, we have two existing binders on the
market, Tamoxifen and Raloxifene. Our designed ligands
have similar QED and SA, with very low Kp. Compared to
existing methods, SGDS obtains better results in overall ad-
justments. For ACAA1, we do not have any existing binders.
Compared with prior SOTA methods, our optimized ligands
outperform those by a large margin in terms of Kp. When
comparing with single-objective optimization, we find that
multi-objective optimization is more complicated, but it may
be more useful in real world molecule design. While we
still need domain expertise to determine the effectiveness
of those ligands discovered by SGDS, we believe the ability

'In particular, we exclude molecules with QED? smaller than
0.4, SA| larger than 5.5, and too small (less than 5 atoms) or too
large (more than 6 atoms) chemical rings.



Table 3: Muli-objective optimization for both ESR1 and
ACAAL. Report Top-2 average scores related to Kp (in
nmol/L), QED and SA. Baseline results obtained from [Eck{
mann et al., [2022]].

Licand ESR1 ACAA1

& Kp | QEDT SA] Kpl QED?T SA|
Tamoxifen 87 0.45 2.0 — — —
Raloxifene 7.9 x 106 0.32 2.4 — — —
GCPN 1°*¢ 810 0.43 42 8500 0.69 4.2
GCPN 27 27000 0.80 3.7 8500 0.54 4.3
LIMO 1°¢ 4.6 0.43 4.8 28 0.57 5.5
LIMO 2" 2.8 0.64 49 31 0.44 4.9
SGDS 1°¢ 0.36 0.44 3.99 4.55 0.56 4.07
SGDS 274 1.28 0.44 3.86 5.67 0.60 4.58

of SGDS to generate many high quality molecules given
multiple metrics is extremely useful in the early stage of
drug discovery.

4.4 CONSTRAINED OPTIMIZATION

To optimize single-objective under some constrains, we use
the original SGDS steps and in rank-and-select, we only
keep the molecules that satisfy the constraints.

Similarity-constrained Penalized logP Maximization
Following JT-VAE [Jin et al., 2018|], this experiment aims
to generate molecules with high penalized logP while being
similar to the target molecules. Similarity is measured by
Tanimoto similarity between Morgan fingerprints with a
cutoff value §. We compare our results with previous SOTA
method in Table @] The results show that SGDS tends to
obtain better results with weak constraints (i.e. § = 0,0.2)
with 100% success rate, since different from optimized prop-
erty, the constraints are added implicitly.

Table 4: Similarity-constrained optimization results. LIMO
results obtained from [Eckmann et al., 2022, |[Luo et al.,
2021]).

LIMO
Improv. % Succ.

10.1+2.3 100
5.8 +£2.6 99.0
36+23 93.7
1.8+2.0 85.5

SGDS
Improv. % Succ.

19.1+£2.1 100
74+19 100
38+14 97.5
26+20 95.6

GraphDF
Improv. % Succ.

00 59+£20 100
02 56+1.7 100
04 41+14 100
06 1.7+12 93.0

logP targeting In Table[5| comparing to previous methods,
SGDS is able to get competitive diversity scores with sig-
nificantly better success rate in both ranges. That is because
after SGDS, our model is shifted towards the region that
is supported by molecules satisfying the logP constraints.
Due to the flexibility of our EBM prior, SGDS achieves
high diversity scores while keeping most of the sampled
molecules within the logP range.

Table 5: logP targeting to a certain range [Eckmann et al.,
2022, You et al., 2018 [Luo et al., 2021} Xie et al., 2021]].

—2.5 <logP < -2 5 <logP <5.5

Method Success Diversity  Success  Diversity
ZINC 0.4% 0.919 1.3% 0.901
JT-VAE 11.3% 0.846 7.6% 0.907
ORGAN 0 - 0.2% 0.909
GCPN 85.5% 0.392 54.7% 0.855
LIMO 10.4% 0.914 — —
SGDS 86.0% 0.874 62.2% 0.858

4.5 ABLATION STUDIES

SGDS outperforms previous methods by a significant mar-
gin, especially on binding affinity related experiments.
Hence, we conduct ablations on the key components of
our method on a challenging single-objective ACAA1 max-
imization experiment. Since SGDS is optimized based on
shifting the joint distribution rather than per-molecule based
optimization method (such as [Eckmann et al., |2022]),
we use the summarized statistics (i.e. the mean and stan-
dard deviation of 100 lowest K4 from uniquely generated
molecules) of last three shifted distributions as our metric
to compare the key components rather than top-3 optimized
Kp in Ablation studies are discussed as follows.

(1) Without EBM Prior: for joint distribution, we replace
the learnable EBM prior by a fixed NV (0, I). (2)Without
Property Regression p~(y|z): we only learn the distribution
of molecules as p,, (2)pg(x|z). For each iteration of distribu-
tion shifting, we only use rank-and-select and update model
parameters based on those molecules with high values. The
molecule can be generated by first sampling z ~ p,(z) and
then x ~ pg(x|2). (3) Without Gradual Shifting: rather than
iterative distribution shifting in SGDS, we directly sample
z ~ pg(zly = y*), where y* is set to be the minimal value
we can get in §4.2] (4) Without Rank-and-Select: we skip
the rank-and-select step in Algorithm 2] (5) Without Warm
Start: when sampling z ~ py(z|y) in current iteration, we
replace the warm start algorithm in Equation (20) by 20-step
langevin dynamics in Equation with the same step size.

Table 6: Ablation Studies. Report the mean and standard
deviation of 100 uniquely generated molecules with the
lowest Kp(in 10~9mol/L) from last three shifted iterations
(i.e. the 28th, 29th, 30th iterations of total 30 iterations).

Method 28th 29th 30th

SGDS 0.74+£0.04 0.61+£0.03 0.59+0.03
Without EBM Prior 478 +£26.9 38.8+21.1 35.1+£202
Without Property Regression 140 £74.8 1144+67.0 103 £56.3
Without Gradual Shifting 211+125 166 £97.9 137+74.8
Without Rank-and-Select 9.71+£5.52 5.75+3.39 3.91+£2.17
Without Warm Start 6.27+3.92 327+£299 237+1.35

The ablation studies are displayed in Table[f] It is clear that



all the proposed components contribute significantly to the
good performance of our method.

4.6 UNCONDITIONAL GENERATION

We employ unconditional molecule generation tasks as a
sanity check of the latent space EBM. The goal is to model
the molecules in the training dataset and generate similar
molecules. We evaluate the model based on validity (the
percentage of molecules that satisfy the chemical valency
rules), uniqueness (the percentage of unique molecules in
all generated samples) and novelty (the percentage of gener-
ated molecules that are not in the training set) of generated
molecules. Note that we are not concerned with optimization
of molecular properties in this subsection.

Following previous work, we randomly sample 10k
molecules for ZINC and 30k for MOSES, comparing the
results based on the aforementioned metrics. Generation re-
sults are shown in Table[7lfor ZINC and Table 8l for MOSES.
In Table[/| we present generation results for both SMILES
and SELFIES. Despite lacking a validity constraint during
generation, our model attains 95.5% validity using SMILES,
outperforming other SMILES-based methods and rivaling
those with valency checks. This demonstrates our model’s
effective and implicit capture of valency rules. Furthermore,
our model’s samples exhibit perfect uniqueness and novelty.

Table 7: Unconditional generation on ZINC. * denotes va-
lency check. [Jin et al., [2018| |You et al.| 2018, Madhawa
et al.l 2019, |Shi et al., 2020, [Luo et al., 2021, |Gémez-
Bombarelli et al., 2018, |[Kusner et al., [2017]

Model Representation Validity Novelty Uniqueness
JT-VAE Graph 1.000* 1.000 1.000
GCPN Graph 1.000* 1.000 1.000
GraphNVP Graph 0.426 1.000 0.948
GraphAF Graph 1.000* 1.000 0.991
GraphDF Graph 1.000* 1.000 1.000
ChemVAE SMILES 0.170 0.980 0.310
GrammarVAE SMILES 0.310 1.000 0.108
Ours SMILES 0.955 1.000 1.000
Ours SELFIES 1.000 1.000 1.000

Table 8: Unconditional generation on MOSES. * denotes
valency check. Results obtained from [Polykovskiy et al.
2020, |[Eckmann et al., 2022].

Model Representation Validity Novelty Uniqueness
JT-VAE Graph 1.000* 0914 1.000
GraphAF Graph 1.000* 1.000 0.991
GraphDF Graph 1.000* 1.000 1.000
LIMO SELFIES 1.000 1.000 0.976
Ours SELFIES 1.000 1.000 1.000

Then we randomly sample 10k molecules from the learned

latent space EBM and compute their PlogP and QED using
RDK:it. Their empirical densities are then compared not
only with the molecule property densities from the test split
but also with the predictions made by the regression model
Py (y|z). As shown in Figure 2] the property densities from
both our learned model and predicted values from regression
model align closely with those of the data, suggesting that
our model effectively captures regularities in the data.

Figure 2: Property distributions of PlogP (left) and QED
(right).

In our experiments, we employ short-run MCMC [Nijkamp
et al., 2019|] with a Markov chain length of K = 20 and
step size s = 0.1 for all tests. As shown in Figure[3] with
increasing Markov chain length, the molecules evolve corre-
spondingly, suggesting that the Markov chain is not trapped
in local modes.
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Figure 3: Two sequences of sampled molecules with differ-
ent lengths of Markov chain.

S CONCLUSION AND DISCUSSION

We propose a deep generative model for the joint distribu-
tion of molecules and their properties. It assumes an energy-
based prior model in a low-dimensional continuous latent
space, and the latent vector can generate the molecule and
predict its property value. We then design a sampling with
gradual distribution shifting method to shift the learned dis-
tribution to a region with high property values. Molecule
design can then be achieved by conditional sampling. Our
experiments demonstrate that our method outperforms pre-
vious SOTA methods on some tasks by significant margins.
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