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Abstract

Human image animation aims to generate a human motion video from the inputs
of a reference human image and a target motion video. Current diffusion-based
image animation systems exhibit high precision in transferring human identity
into targeted motion, yet they still exhibit irregular quality in their outputs. Their
optimal precision is achieved only when the physical compositions (i.e., scale
and rotation) of the human shapes in the reference image and target pose frame
are aligned. In the absence of such alignment, there is a noticeable decline in
fidelity and consistency. Especially, in real-world environments, this compositional
misalignment commonly occurs, posing significant challenges to the practical
usage of current systems. To this end, we propose Test-time Procrustes Calibra-
tion (TPC), which enhances the robustness of diffusion-based image animation
systems by maintaining optimal performance even when faced with compositional
misalignment, effectively addressing real-world scenarios. The TPC provides a
calibrated reference image for the diffusion model, enhancing its capability to
understand the correspondence between human shapes in the reference and target
images. Our method is simple and can be applied to any diffusion-based image
animation system in a model-agnostic manner, improving the effectiveness at test
time without additional training.

1 Introduction

Denoising diffusion models [15, 127, 26} [10]] have transformed the generative landscape of artificial
intelligence, leading to groundbreaking achievements [[17, 20} 41} [39] in image, speech, and video
generation. We explore the application of diffusion model in the specific context of image-to-video
generation, focusing on the task of human image animation. The technology of image animation holds
great promise, enabling immersive and interactive experiences in entertainment, virtual reality, and
digital communication. The human image animation systems [33} 31} 15} [13]] are designed to work
with referential human image and target motion video, where they transfer the human identity into the
target motion, ensuring seamless and unobtrusive integration. This process requires understanding
the correspondence between human shapes in the reference image and the target pose frame.

Recent advancements [33[31] of human image animation systems have demonstrated notable preci-
sion in adapting human identity into target motion. Despite advancements, these systems continue to
suffer from irregular quality of image animation when the compositions (i.e., scale and rotation) of
human shapes are not aligned between reference image and target motion. To be specific, Figure|[T]
(a) presents exploratory experiments on the compositional misalignment of human shapes between
the reference and target. As shown in the left experiments, for a given target pose, adjusting the
composition of the same human in the reference image (i.e., via scaling or rotating) results in in-
consistent and low-fidelity output images, especially in terms of clothes and faces of the human.
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(a) Predictions on samples of compositional misalignment of human shapes between target and reference:
misalignment by reference image variation (left) and misalignment by target pose variation (right)
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(b) Sensitivity analysis according to scaling (left) and rotating (right)

Figure 1: Illustration of compositional misalignment: (a) Results of current human image animation
models [33}31] on samples in compositional misalignment of human shapes between reference and
target. (b) Sensitivity analysis according to variation of compositional misalignment by scaling and
rotating (MA: MagicAnimate). Best viewed with zoom.

Furthermore, in the right experiments, when providing motion sequences that display various dynamic
movements for a given reference image, the human image animation outputs consistently show low
fidelity, especially evident in target poses (e.g., bending or approaching close to viewpoint) that cause
significant differences in the composition of the human shape. To quantitatively investigate these,
Figure[T](b) presents a sensitivity analysis evaluating how current image animation systems [33] [31]
respond to varying degrees of the compositional misalignment of human shape. The left shows the
fidelity (i.e., PSNR) of the resulting human according to the relative scale difference of input human
shapes between the target and reference. We employ the Intersection of Union (IoU) of bounding
boxes of the shapes for relative scale. The right shows fidelity according to the variations of relative
angle 0 E| of human shapes between the target and reference. Current systems demonstrate significant
vulnerability to the variations of the compositions, indicating that output fidelity forms a robust region
only in the areas with compositionally aligned conditions (i.e., =% < 6 < &, IoU > 0.7).

In fact, diffusion-based systems are inevitably Target pose Altention maps on reference image
susceptible to this compositional misalignment. \‘ }
The diffusion model uses a reference human 1
image as a condition to generate controlled out-
put from noise based on the target pose. Here,
the conditioning is performed through cross-
attention based on a visual similarity between
patch-wise features of the target pose frame and T
reference image. To be specific, Figure 2] shows [ 1]
the attention map about a single patch of the tar-
get frame (i.e., shoulder denoted by blue point)
from the reference image during the denoising
process. The upper section displays a sample — —
where the human shapes are relatively aligned 961 Denoising step 79

between the target and the reference, while the
lower section shows a case where this alignment
is not present. Initially, the attention maps were
blurry in both cases. However, as denoising con-
tinued, it became clear that samples with aligned human shapes correctly established a correspondence
between the target frame and the reference image. (i.e., Attention to the shoulder on the target frame
is focused on the shoulder on the reference image.) However, when the shape is misaligned, attention
to the target frame’s shoulder is incorrectly focused on unrelated areas in reference, even up to the
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Figure 2: Attention maps on the reference im-
age corresponding to the target human shape (e.g.,
shoulder at blue point) according to denoising.

*We define the axis of the torso of a human from the pelvis to nose using estimated human body key points
[4] and measure the relative angle of axes between target and reference.
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Figure 3: Illustration of (a) current diffusion-based human image animation systems and (b) Test-time
Procrustes Calibration (TPC) on top of these systems. The TPC can be applied to diffusion-based
models in a model-agnostic manner, enhancing the fidelity and consistency of the output video.

last stages of denoising. Consequently, the compositional misalignment between the target and the
reference image hinders accurate attention correspondence throughout the denoising process.

To this end, we propose a diffusion guidance Shape variation Shape variation
referred to as Test-time Procrustes Calibration ®Reference m Target = Output ’@mﬁmﬂw
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proposed TPC incorporates an auxiliary branch ness of TPC in terms of style and shape variation.
into this diffusion conditioning process. This branch is defined as a calibration branch that guides
denoising UNet to properly capture visual correspondence between target and reference. To be
specific, the TPC provides a calibrated reference image latent c; that aligns with the human shape in
the target pose p; based on statistical shape analysis referred to as Procrustes analysis [7]]. Figure[4]
offers a qualitative understanding of the influence of this c;. Conceptually, in Figure[d] (a), when the
humans in reference image x and the target pose sequence p = {p;_1, pi, Pi+1, Pi+2 } are projected
onto the ideal 2D shape-style space, they show distinct locations in terms of style axis, where the
system aims to generate image animation frame y = {y;_1, Y:, Yi+1, Yi+2 } With the style of  and the
shape of p. However, in cases (e.g., x and p; o) where significant gaps exist along the shape axis (i.e.,
compositional misalignment), the current diffusion model struggles to preserve the original style. This
leads to low-fidelity outputs (e.g., ¥;12) and results in temporal inconsistencies due to unstable fidelity
across frames. Thus, as illustrated in Figure ] (b), we bridge this gap in shapes between reference
and target by providing correspondence guidance latent ¢ by our designed TPC. With this guidance
condition, diffusion-based animation systems achieve robustness to fidelity variations and maintain
temporal consistency among frames. The TPC is simple and works in a model-agnostic manner
without additional training and validates its effectiveness on human image animation benchmarks
(i.e., TikTok[14], TED-talks [25]]) and even in unseen domain data of real environment scenarios.

2 Related Work

2.1 Diffusion-based Human Image Animation

Human image animation aims to provide a video about an animated version of an input human
image. As a human-centric application of image-to-video technology, the human image animation
systems [235] 24, 145] have previously been developed based on generative adversarial networks. The
recent emergence of denoising diffusion models [27, 26, [10] has presented a new paradigm for
generative models, where image animation has also faced fundamental innovations. The diffusion-
based framework generates an image animation from noise using pre-trained denoising capabilities
based on input human image and target motion video, where the motion video can be extracted



from various pose estimation models [4, |8]]. Early work of diffusion-based image animation was
made in DreamPose [[15]], which leveraged the pre-trained text-to-image diffusion model (e.g., Stable
Diffusion [23]) by conditioning on human image embeddings instead of text, rendering videos of
humans in various outfits performing simple walking motions. AnimateAnyone [13]] introduces a
UNet-style reference image encoder that enhances the layered conditioning of the reference image
following the encoding-decoding process of UNet. Furthermore, ControlNet [43] has been a popular
choice with the diffusion model by offering more controlled guidance about target motion. To enhance
background fidelity, DisCo [31]] segments the background of the reference image and integrates
it into ControlNet, along with the target motion. For the temporal consistency of output video,
MagicAnimate [33]] introduces temporal attention by inflating the original 2D UNet to 3D temporal
UNet. However, current systems still suffer from quality irregularity issues when the human shapes
are not aligned between the reference image and the target motion. Such misalignments frequently
occur in real-world scenarios, prompting our proposed Procrustes calibration to address this challenge.

3 Preliminary

3.1 Procrustes Analysis

Procrustesﬂ analysis (PA) [6L (7] is a statistical shape analysis technique used to compare the shapes
of objects [11, [19]]. The PA involves finding the best alignment between two shapes by scaling,
translating, and rotating one shape to match the other as closely as possible. To formulate the process
of PA, we are given two sets of n points as X = {z1, -+ ,2,} € R"*%and Y = {y1, - ,yn} €
R"™*4 where d is the dimension of the point. We perform Procrustes transformation composed of
scaling factor s € R, rotation matrix r € R%*4_ and translation vector ¢t € R1*? ag given below:

Vo Xrtt, )
where the vector ¢ is added with broadcasting to all n points. The objective is to find the optimal
transformation parameters s, r, ¢ to minimize the sum of squared differences between Y and the Y.

argmin||Y — Y||p, )

s,r,t

where || - || is Frobenius norm. The optimal value 7* is typically obtained via singular value
decomposition and the s* and t* are calculated after the optimal rotation 7* is found. Here, we apply
this PA to align the human shapes of a reference image and target motion frame.

4 Method
Given a human reference image R and a target pose sequence P = [Py, - -, Pr], a human image
animation system generates image animation video V' = [V4,---,V}] which follows the pose

sequence by the human in the reference image, where L is the number of frames. Figure [5]shows
the application of Test-time Procrustes Calibration (TPC) into the general diffusion-based human
image animation system. The TPC aims to improve the quality of resulting animation by consistently
ensuring the compositional alignment of human shapes between the reference image and the target
poses. At each denoising step ¢, TPC takes an input reference image R and target poses P, and
produces calibrated image C' and its embedded latent ¢ for conditioning in diffusion denoising. The
calibrated latent ¢ guides the conditioning module (i.e., cross-attention) in denoising UNet with
precise correspondence about human shapes between the reference and the target poses. To perform
this, the TPC follows the sequential process of R — C' — c, and it comprises two main modules: (1)
Procrustes Warping (Sec A1) and (2) Iterative Propagation (Sec[d.2). Using the input reference image
R and target poses P, Procrustes warping produces a calibrated reference image C optimized to align
the human shape with each target pose. After embedding this calibrated image C' into calibrated latent
feature c, Iterative Propagation iteratively refines the ¢ during denoising step to enhance temporal
consistency among the features by applying our designed feature propagation method. This calibrated
latent c is finally given to diffusion model’s conditioning module (i.e., cross-attention) as a condition
by concatenating with the original latent feature r of the reference image.

3The name “Procrustes” comes from Greek mythology, where Procrustes was a bandit who would stretch or
cut people to fit his bed, reflecting the idea of adjusting data to fit a common form.
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Figure 5: Illustration of Test-time Procrustes Calibration (TPC) on diffusion-based human image
animation. TPC provides calibrated latent feature c to enhance shape correspondence between the
reference image and target poses. Procrustes Warping aligns the reference image with the target pose
shape, while Iterative Propagation improves temporal consistency among calibrated features.

4.1 Procrustes Warping

Procrustes Warping (PW) aims to align hu-

man shapes between reference and target pose. ,
Thus, the PW takes a reference image R as in- e
put and produces a calibrated reference image ) - ufjo
C = [Cy,---,Cy] to the target human pose L
P =[Py, -, Pr]. Toconstruct C, we first ex- ™

tract keypoint sets from both the reference and
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target humans. Then, we apply Procrustes analy- (b) Keypoints of reference and target, common

(a) 17 keypoints

sis[*|between the two sets, determining transfor- point set (X), and optimal subset ( x*)

mation parameters: scaling, rotation, and trans-  Figure 6: Illustration of (a) pre-defined 17 key-
lation. Using these parameters, we transform the  points and (b) keypoints in reference and target
reference image to align it with the target. Tobe  hyman, their common point set, and optimal set.
specific, as shown in Figure [](a), we define 17

keypointsﬁ]in 2-dimensional space for human body and face using keypoint extractor (e.g., OpenPose
[4]). Figure[6](b) illustrates that we obtain these keypoints from the reference image R and i-th target
pose frame P;. From these, we filter out commonly visible N points, defining X = {x1, -+ ,2n}
as reference set and Y = {y1,- -+, yn} as target set. Following Procrustes analysis (i.e., Eq. ),
we obtain optimal transformation parameters s* € R 7* € R?*2 ¢* € R'*2 and warp all pixels
[u,v] € R™*2 (n is the number of pixels) in the reference image by mapping as below:

M u,v] = s [u,v] - 4t 3)

Therefore, we obtain the i-th calibrated image C; = f /Cil (R) using Procrustes warping f ﬁ, which
aligns R with human shape in P; using mapping M. However, considering all N common visible
points for warping is unreasonable since the reference and target shapes cannot perfectly overlap due
to differing poses (e.g., the arms in Figure[6] (b) cannot overlap). To address this, we apply Procrustes
warping to subset x C X of the common points and select the most effective subset x* based on our
defined alignment score function h as below (subset y is also defined corresponding to the x):

x* = argmax h(P;, CY), (4)
where C* denotes calibrated image using keypoints of subset x. The h is alignment score function

that computes pixel-wise IoLﬂ of human shapes between pose P; and calibrated image C*. Thus, the
final i-th calibrated image is defined as C; = C*~ with optimal subset x*.

“Reason for choosing the Procrustes transform: Transformations are largely categorized into (1) shape-
preserving (e.g., linear, Procrustes) and (2) shape-distorting (e.g., affine). To put the conclusion first, the
Procrustes transform was the most effective. Shape-distorting methods were less effective than shape-preserving
due to the loss of visual information by distortion. Detailed analysis is available in Table@and Figure[l;f}

SWe place more points on informative regions of human identity (face: 5, torso: 4, arms: 4, and legs: 4).

8SAM [16] is used for segmenting each human shape to measure pixel-wise IoU.



4.2 TIterative Propagation

Conceptually, as shown in Figure [5} our proposed TPC Group1 Group 2 Group M
aims to mitigate compositional misalignment by feeding 16 G G5 GiliCs o & Cal |- €1
calibrated image latent features ¢ = [cq,--- ,cy] into the  eoo0
conditioning module (i.e., cross-attention) of denoising dif-
fusion along with the original reference latent feature r[]
Thus, the c is designed to bridge the correspondence of the
human shapes between the reference image and target pose.
However, the pose variation within the target pose frames
affects the degree of calibration with the reference image,
which reduces temporal consistency in the output. To ad- Group1 Group2 Group M
dress this, we introduce Iterative Propagation (IP) to enhance EECEEEORE W
consistency among calibrated latent features. Figure[7)illus-
trates the IP process during the diffusion denoising. The IP
forms M groups of sequential features in calibrated features
c, randomly selects a feature within each group, and updates
all features in the group with the selected one. This method  Figure 7: Illustration of iterative prop-
enhances temporal consistency among calibrated latent fea- agation on calibrated latent features.
tures while maintaining compositional alignment with the It shows M groups on L frame cal-
target pose due to the continuity of target pose variation. ibrated features and updates features
The random selection of features ensures all features have an  in each group with randomly selected
equal chance of being chosen during the denoising process. ones during the denoising process.
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4.3 Plug-and-Play Test-time Procrustes Calibration

We integrate calibrated latent feature ¢ into human image animation systems by applying it into a
conditioning module (i.e., cross-attention) of video diffusion UNet. For i-th frame m patch-wise
image feature p; € R™*¢, reference feature r € R™*?, and calibrated latent feature c; € R™*¢
the cross attention is formulated as @ < Softmax(QK7 /d)V, where it satisfies Q = p; and
K =V =r,c;] € R?*% s concatenated latent condition.

5 Experiments

5.1 Experimental Settings

Implementation Details. SAM [16] is used for screening out the background in calibrated images.
VQ-VAE [30] is used for encoding images of the video. The number of groups in iterative propagation
is chosen as M = 30 under ablation studies in Table[2] The average number of video frames is about
120. We use Stable Diffusion 1.5 [23]] for all baselines on 4 NVIDIA A100 GPUs. We follow the
same pose encoders and image encoders of baseline models.

Data and Baselines. We validate human image animation on two popular benchmarks (i.e., TikTok
[14], TED-talks [23]]) about a test split. Due to no validation splits, we provide valid sets matching the
test set sizes for the ablation study. We further collected 114 samples°| from TikTok and TED-talks
as another test split. These samples contain compositional misalignment about rotation and scaling
between human shapes in reference images and motion videos. The criteria for misalignment include
relative angle and scaling differences, with samples having a relative angle 6 > 7 /6 or relative scale
IoU < 0.7. As shown in Figure[I](a), the relative angle measures an angle between the straight lines
from the pelvis to the nose in humans of reference and target poses using keypoints estimator [4]. The
relative scaling measures the IoU (Intersection of Union) between bounding boxes of humans in the
reference and the target. Procrustes Calibration is validated on recent diffusion-based human image
animation models including MagicAnimate [33]], DisCo [31], AnimateAnyone{z’_T] [13]], DreamPose
[L5] on their public codes and papers.

"The dimensions are ¢ € R¥*™*? and r € R™*, by d-dimensional patch-wise image encoder Enc(-),
where m is the number of image patches and the L is the number of frames.

8Supplementary provides all the video links of these samples.

°As the code is not available, we use the work at: https:/github.com/MooreThreads/Moore-Animate Anyone



Table 1: Quantitative evaluations of Test-time Procrustes Calibration (TPC) with recent diffusion-
based human image animation models. A-Anyone: AnimateAnyone, M-Animate: MagicAnimate. It
is reported in a format of (original test set / compositional misalignment test set).

Method Image Video Human
L1l gos PSNR 1 SSIM 1 LPIPS | FID | FID-VID | FVD |
TikTok [14]
DreamPose 7.22/9.64 27.31/25.17  0.532/0.481  0.449/0.529  55.4/87.2 61.1/93.1 568/738 0.04
DreamPose + TPC 5.15/5.31 28.47/28.01  0.620/0.613  0.406/0.412  48.4/49.3 54.7/56.3 426/441 0.96
DisCo 4.09/5.23 28.43/24.97  0.641/0.512  0.312/0.492  37.1/71.4 58.3/82.1 339/522 0.28
DisCo + TPC 3.49/3.82 28.92/28.87  0.689/0.673  0.283/0.287  34.3/36.2 51.2/52.4 281/297 0.72
A-Anyone 3.77/4.82 29.06/26.52  0.670/0.584  0.289/0.392  32.9/65.2 54.2/59.1 296/442 0.24
A-Anyone + TPC 3.32/3.53 29.27/29.01  0.705/0.688  0.264/0.273  31.3/32.6 48.7/49.3 254/269 0.76
M-Animate 3.17/4.36 29.11/27.82  0.717/0.641  0.241/0.321  31.8/49.2 22.4/523 182/362 0.34
M-Animate + TPC ~ 2.98/3.19  29.43/29.21  0.753/0.731  0.232/0.249  29.2/30.4 21.0/21.9 158/164 0.66
TED-talks [25]
DreamPose 6.65/7.41 27.63/26.11  0.559/0.482  0.421/0.521  63.4/86.2 43.6/64.2 411/532 0.24
DreamPose + TPC 6.17/6.31 28.11/28.03  0.593/0.589  0.393/0.404  53.2/55.2 38.2/38.9 369/372 0.76
DisCo 3.52/6.91 28.51/26.71  0.661/0.511  0.309/0.451  34.5/71.1 28.2/52.6 332/471 0.24
DisCo + TPC 3.18/3.23 28.93/28.87  0.704/0.692  0.283/0.294  31.8/32.6 25.1/25.8 298/304 0.76
A-Anyone 3.12/6.61 28.93/27.07  0.712/0.613  0.267/0.361  29.3/54.2 20.3/39.5 192/372 0.24
A-Anyone + TPC 2.81/2.91 29.31/29.25  0.753/0.742  0.254/0.269  27.8/28.6 18.8/19.5 173/178 0.76
M-Animate 2.92/4.31 29.17/27.47  0.734/0.661  0.239/0.312  25.7/47.1 20.2/39.1 136/331 0.24
M-Animate + TPC 2.77/2.87  29.52/29.41  0.782/0.764  0.233/0.249  24.3/25.6 19.2/20.4 128/137 0.76

5.2 Evaluation Metrics

We evaluate videos in terms of single-frame quality and video quality. For the single-frame, we
measure Peak Signal-to-Noise Ratio (PSNR) [12], Structural Similarity Index Measure (SSIM) [32],
Learned Perceptual Image Patch Similarity (LPIPS) [44]], FID (Fréchet Image Distance) [9], and L1
error between output and ground-truth images. For the video quality, we measure Fréchet Video
Distance (FVD) [29] and FID-VID [1]]. All automatic metrics are averaged over 10 runs with different
seeds. We also analyze human preferences for results from the baselines with and without our TPC.

5.3 Experimental Results

Quantitative Comparisons. Table[I] presents evaluations of image animation on two benchmark
datasets (i.e., TikTok, TED-talks) using recent diffusion image animation baselines (MagicAnimate,
DisCo, AnimateAnyone, DreamPose) with TPC across three assessments (i.e., image, video, human).
Evaluations are conducted on two test splits: the original set and the compositional misalignment
set. Initially, all baselines use a single reference image latent for conditioning all poses. After
integrating TPC, they use calibrated latents corresponding to each pose. Consistent improvements in
image and video quality are observed in both test sets. All baselines struggle with the compositional
misalignment set, but when integrated with TPC, they achieve quality close to the original test set.
This demonstrates that morphological similarity affects the current diffusion model’s ability to map
human shapes from reference to target.

Qualitative Comparisons. To validate our proposed TPC, we applied it to four recent baselines
and compared the original results. We used the same types of human pose inputs (e.g., OpenPose,
DensePose) for each baseline to prepare target motion videos. Figure 8] shows predictions on four
different samples exhibiting compositional misalignment. The top left results show predictions
on temporal misalignment between the reference and target due to the target’s bending motion.
MagicAnimate’s fidelity diminishes with increased bending (red box in the last frame), whereas
the model with TPC maintains high fidelity. The top right results display predictions on temporal
misalignment due to a walking motion towards the front, with TPC similarly enhancing DisCo’s
performance. The bottom left results show consistent misalignment across all frames. DreamPose
struggles with low fidelity, causing unwanted stripes on the pants (red box), which are clearly
removed with TPC. The results in the bottom right exhibit consistent misalignment due to a scale
difference. In AnimateAnyone, the reference human’s yellow pants were incorrectly mapped onto
the target human’s arms, making them appear yellow. However, the TPC completely mitigates this
incorrect mapping. This occurs because the calibrated image filters out the pants and enhances the
correspondence of each body part. (Please, refer to the calibrated images also in the Appendix.)



Target
motion

Target
motion

DisCo

[¢]
o
=
+
<
=

DisCo + TPC

Target
motion

Target
motion

AA+TPC

GT

Figure 8: Qualitative results about applying TPC on diffusion-based human image animation systems
(i.e., MA: MagicAnimate, DisCo, AA: AnimateAnyone, DP: DreamPose) on cases about compo-
sitional misalignment of human shape between a reference image and target motion: Temporal
misalignment by motion affecting factor rotation (top left) and scale (top right). Consistent misalign-
ment affecting rotation (bottom left) and scale (bottom right). Calibrated images and predictions of
compositional aligned samples are available in Appendix. Please see also video in the supplementary.
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baselines show low precision in transferring identity Figure 9: Robustness analysis of variations in

when the reference is flipped upside down. However,  ;ompositional misalignment. Measurements
with the integration of TPC, their performance iS o f scale and rotation are in FigureE](b).

significantly improved.

Robustness analysis To assess the robustness of baselines with TPC, we measured fidelity (PSNR)
by varying the scale and rotation of the human reference, as shown in Figure[9} In the case of scaling,
the baselines show a drop in performance when the size difference between the reference and target
human shapes falls below an IoU of 0.6. However, TPC maintains optimal performance even down to
an IoU of 0.4. Notably, TPC enhances baseline robustness to all rotational variations by ensuring the
calibrated image aligns well with shape differences caused by rotation.
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Figure 10: Qualitative results about unseen domain reference image. TPC enhances human image
animation models’ robustness on samples about compositional misalignment in the unseen domain.

Table 2: Ablation studies on transformation Table 3: Inference time
methods for reference image calibration and of baselines with TPC.
iterative propagation (IP) on TED-talks and DC: DisCo.

TikTok. (validation splits, average score com-

positional alignment/misalignment). 2
Method sec/frame g
Foreground Background DP 18.3 "
Method SSIMT _ FVD]  SSIMT _ FVD] DP + TPC 189 £
3
Linear 0.702 191 0.751 170 DC 5.8 8
Affine 0.704 193 0.754 171 DC + TPC 6.3 &
Procrustes 0.734 162 0.782 142 ) . .
AA 3 Figure 11: Comparisons of
wlo IP 0.709 184 0.728 162 AA +TPC 2.6 librated i .
w/ TP (M=20)  0.731 164 0.776 145 VA ) calibrated 1mages using an
w/IP (M=30)  0.734 162 0.782 142 ‘ affine transform and Pro-
w/IP (M=40)  0.728 165 0777 145 MA +TPC 1.6
= : : crustes transform.

Ablation Study. Table 2] presents ablation studies on transformation methods and iterative prop-
agation. Transformations are categorized as shape-preserving (e.g., Linear, Procrustes) and shape-
distorting (e.g., Affine). Linear transformation performs scaling and rotation without translation,
based on the object’s bounding box coordinates. The Procrustes method is the most effective, trans-
forming by selecting the optimal keypoint. The affine transform is less effective due to shearing,
which can cause distortion and information loss by moving the subject out of the frame, as shown in
Figure[T1] The second section presents an ablation study on iterative propagation, showing significant
enhancements in foreground and background, with M/=30 being the most effective. Table [3|provides
inference time on baselines with TPC. Our method requires only minimal additional time because it
processes all frames batch-wise, generating the calibrated image in a single iteration.

5.4 Broader Impacts and Ethic Statements

Visual generative models present a range of ethical dilemmas, including the creation of unauthorized
counterfeit content, potential privacy breaches, and challenges related to fairness. Due to our
reliance on the architecture of these models, our work inherently adopts these ethical vulnerabilities.
Addressing these concerns is imperative and requires the establishment of comprehensive regulations
and technical countermeasures. We are exploring advanced measures such as learning-based digital
forensics and digital watermarking to ethically navigate the complexities of visual generative models.



5.5 Limitation and Future work

We provide an overview of the various limitations and potential development directions identified
during this study. Human image animation systems transfer reference images to target poses. However,
some frames in a target pose video may lack proper specification, leading to flicker or low fidelity in
model predictions. Thus, integrating high-quality pose estimation is crucial. Another limitation is
that significant differences in body shape between the reference and target poses result in awkward
transfers, such as transferring a skinny person to a fat target pose. To achieve natural results, a
system or module that aligns body shapes is required. For the future extension of human image
animation system, it is essential to ensure robust operations under multiple individuals. The system
should ensure consistent identity transfer across multiple individuals and accurately adapt to those
appearing at specific times. To achieve this, video technologies about recognition [22} 46] and
perception [37}40] can be further incorporated. Currently, conditioning relies solely on images, but
it is anticipated that various other modalities, such as text and audio, could also be incorporated.
Especially, the integration of the text modality with emerging large language models [3} 28] is
expected to drive innovative industrial advancements, with the introduction of video/image-based
conversational systems [36} 142, [38]] serving as a compelling utility. Lastly, integrating technologies
focused on speed [18| 2], resource efficiency [34], and test-time calibration [35]] is expected to
improve human image animation systems’ applicability into real-world environments.

6 Conclusion

Current diffusion-based human image animation systems are facing challenges on samples of compo-
sitional misalignment of human shapes between a reference image and target pose frames. To this
end, this paper presents Test-time Procrustes Calibration (TPC) which improves the robustness of
image animation models on the compositional misalignment samples in a model-agnostic manner.
Extensive experiments demonstrate the effectiveness of TPC.
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A Appendix

A.1 Algorithm for Iterative Propagtion

Algorithm 1 Iterative Propagation

1: Input: Calibrated L frame features ¢ = [cy, - - - , ¢ ], Number of frame groups M

2: Output: Denoising ¢-step propagated features ¢! = [c!,-- -, c}]

3: Initialize the number of frames in each group: m = | 4 |

4: fort =T to1do > T is total denoising step.
5. fori=1to M do

6: n«({i—1)xm

7 Sample r ~ U{1,m} >U{1,m} is a discrete uniform distribution between 1 and m.
8: [Cfnjtla C’It’L+27 ) C;er] — [Cn+r7 Crtry - >Cn+7‘] > Update list.
9: end
10: et [ef, o ep ] U en g, s eh, ] U Ulel gy e el > Concatenation
11: end

A.2 More qualitative results

Explanation
Figure [I2]shows calibrated reference images corresponding to the samples in Figure 8.
Figure [I3|shows results on identical motion with different reference images.

Figure |14] and |15| show results on identical references with different motion videos in the TikTok
dataset.

Figure [I6|shows results on multiple humans in reference and target motion.

As in Figure 1, here we visualize the target pose in a format of DensePose for the visibility of target
motions. The video samples in Figure 8§ are publicly available from:

- https://www.pexels.com/video/a-woman-stretching-5510095/

- https://www.pexels.com/video/modeling-wedding-dresses-7305163/

- https://www.youtube.com/watch?v=8SOFDjFB;j80

- https://www.tiktok.com/@dbstjswo505/video/737177346989947623 1
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Figure 12: Qualitative results about calibrated images on the samples in Figure
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Figure 13: Qualitative results about applying TPC on recent diffusion-based human image animation
systems (i.e., DreamPose (DP), MagicAnimate (MA), DisCo, AnimateAnyone(AA)) on identical
motions with different reference images. The images are obtained from T2I image generation model.
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Figure 14: Qualitative results about applying TPC on recent diffusion-based AnimateAnyone (AA)
on identical reference image with different motions. The motion videos are obtained from TikTok
dance video dataset. (test-split)
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Figure 15: Qualitative results about applying TPC on recent diffusion-based MagicAnimate (MA) on
identical reference image with different motions. The motion videos are obtained from TikTok dance
video dataset. (test-split)
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Figure 16: Qualitative results about applying TPC on recent diffusion-based MagicAnimate (MA) on
multiple humans of reference and motion.
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1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]
Justification: Yes, in the line 15-17 in the Abstract and last paragraph in the Introduction.
Guidelines:

e The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: It is provided as a Limitation section.
Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers DisCover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [NA]
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Justification: [NA]

Guidelines:

The answer NA means that the paper does not include theoretical results.

All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

All assumptions should be clearly stated or referenced in the statement of any theorems.
The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: Method section contains the details of our proposed framework.

Guidelines:

The answer NA means that the paper does not include experiments.
If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
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Answer: [Yes]

Justification: We submit the source links for data used in our experiment and also a demo
video.

Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

¢ The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental Setting/Details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]
Justification: It is explained in the Implementation Details section.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

¢ The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]
Justification: It is explained in the evaluation metrics.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).
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10.

¢ It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

» For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

Experiments Compute Resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: We provide information about GPU resources in the Implementation Details
section for implementing our framework.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]
Justification: We read the NeurIPS Code of Ethics and follow all of it.
Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).
Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]
Justification: We provide a broader impact including societal negative impacts.
Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.
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» The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [Yes]
Justification: The broader impact contains information about safeguards.
Guidelines:

» The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]
Justification: We explicitly provide all the references we used including url links.
Guidelines:

* The answer NA means that the paper does not use existing assets.

* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

 For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

 If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.
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* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

New Assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: [NA]
Guidelines:

» The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

Crowdsourcing and Research with Human Subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: [NA|
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with

human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: [NA|
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with

human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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