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Abstract

Accurately simulating human opinion dynam-001
ics is crucial for understanding a variety of soci-002
etal phenomena, including polarization and the003
spread of misinformation. However, the agent-004
based models (ABMs) commonly used for such005
simulations often over-simplify human behav-006
ior. We propose a new approach to simulat-007
ing opinion dynamics based on populations of008
Large Language Models (LLMs). Our findings009
reveal a strong inherent bias in LLM agents to-010
wards producing accurate information, leading011
simulated agents to consensus in line with sci-012
entific reality. This bias limits their utility for013
understanding resistance to consensus views014
on issues like climate change. After induc-015
ing confirmation bias through prompt engineer-016
ing, however, we observed opinion fragmenta-017
tion in line with existing agent-based modeling018
and opinion dynamics research. These insights019
highlight the promise and limitations of LLM020
agents in this domain and suggest a path for-021
ward: refining LLMs with real-world discourse022
to better simulate the evolution of human be-023
liefs.024

1 Introduction025

Understanding how individuals change their opin-026

ions as a function of social influences is critical027

across multiple domains, from public health cam-028

paigns to conflict mediation. Phenomena such as029

opinion polarization, radicalization, the formation030

of echo chambers, and the spread of misinforma-031

tion, all have serious societal implications (Lu et al.,032

2015; Pennycook et al., 2021; Budak et al., 2011;033

Loomba et al., 2021; Ginossar et al., 2022). Accu-034

rate models of these dynamics would allow us to035

forecast future trends, such as potential polariza-036

tion on social media platforms, but also to devise037

targeted interventions to alleviate negative impacts.038

Agent-based models (ABMs) are a cornerstone039

approach to opinion dynamics (Gilbert and Terna,040

2000; Smaldino, 2023; Lorenz et al., 2021; Chuang041
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Figure 1: Contrast between LLM generative agents and
classic Agent-Based Models (ABMs). While both can
simulate opinion dynamics, LLM generative agents use
natural language for input (xinput) and output (xoutput),
maintain beliefs (mt), and employ transformer-based
LLM for belief updating. In contrast, classic ABMs use
numerical values for input and output, maintain beliefs
(ot), and use hand-crafted equations for belief updating.

and Rogers, 2023; Epstein, 2012). ABMs represent 042

individuals as agents by using mathematical equa- 043

tions that characterize how opinions might shift 044

from inter-agent communications. As simulated 045

agents interact, these computations can then eluci- 046

date the evolution of group opinion dynamics. For 047

instance, when simulated agents incorporate confir- 048

mation bias in belief updates, they tend to gravitate 049

towards opinion clusters rather than a consensus 050

(Flache et al., 2017). 051

Traditional ABMs have critical limitations (Fig- 052

ure 1). First, ABMs often require beliefs and mes- 053

sages to be mapped to numerical values (e.g., as- 054

suming an agent maintains a scalar opinion o ∈ R 055

and communicates with scalar signals x ∈ R), over- 056

looking the intricate linguistic nuances of real-life 057

conversation. Additionally, ABMs typically consist 058

of rule-based agents, thus falling short of simulat- 059
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Name: Nathan Clark/Initial
Belief: Neutral /Political
leaning: Moderate/Age: 48/Gender:
Male/Education: Master's Degree
in History/Occupation: High
School History Teacher

Name: Emily Adams/Initial Belief:
Strongly Negative /Political leaning:
Strong Democrat/Age: 31/Gender:
Female/Education: Bachelor's Degree
in Political Science/Occupation:
Community Organizer

It amazes me how people can
deny the overwhelming scientific
evidence and dismiss the urgent
need for action. Climate change is
a real threat, and we must address
it now! #ClimateAction
#ScienceMatters

As a history teacher, I believe it's
important to approach theories
with an open mind. Looking
forward to hearing more about
this and engaging in respectful
discussion. #ClimateChange

⋯⋯

⋯⋯

⋯⋯

While some may dismiss it, I
believe it's worth considering.
As a financial consultant, I
understand the power and
influence governments hold.
Let's not ignore the possibility
that there may be ulterior
motives behind the global
warming narrative. #Skepticism

Name: Oliver Brown/Initial
Belief: Strongly Positive/
Political leaning: Strong
Republican/Age: 53/Gender:
Male/Education: Master's Degree
in Economics/Occupation:
Financial Consultant

memory

Name: Aisha Patel/Initial 
Belief: Neutral/ Political
leaning: Lean Republican/ Age:
41/ Gender: Female/ Ethnicity:
South Asian/ Education: Doctor
of Medicine(M.D.)/ Occupation:
Pediatrician

Persona

Closed-world Restriction (optional)
You can not search for 
information about XYZ on the
Internet. You can not go out
to ask other people about XYZ.

Remember, you are role-playing
as a real person. Like humans,
you have confirmation bias……

Cognitive Bias (optional)

Historical Events

Below was the
1st tweet you
wrote earlier
about the
theory XYZ…

After you
wrote your 1st
tweet, you saw
another tweet…

Cumulative Reflective

Discussing and
exploring
various
perspectives
on Twitter has
made me more
skeptical
about theory
XYZ...

ba

Figure 2: (a) Schematic of the LLM agent network designed to simulate opinion dynamics across various topics,
including global warming as a potential conspiracy. The network consists of agents each role-playing a unique
persona, with initial beliefs spanning acceptance, rejection, and neutrality regarding claims with known scientific
consensus. Through the iterative cycles of writing and sharing tweets within their network connections, these agents’
opinions evolve due to social influence. (b) An agent’s memory mt

i, including (1) initial persona, (2) optional
closed-world restriction, (3) optional cognitive bias, and (4) historical events up to time t. Memory can be either
cumulative (left) or reflective (right).

ing the complex interactions between real human060

agents. Moreover, ABMs cannot directly incor-061

porate realistic variability in demographic back-062

ground, worldviews, ideology, personality, among063

many. This gap highlights the importance of ad-064

vanced models that better capture the richness of065

individual variances in human beings.066

This paper considers whether large language067

models (LLMs) can be used to support more sophis-068

ticated simulation of agent interactions, potentially069

providing a more complex and realistic tool for un-070

derstanding opinion dynamics. Following recent071

studies on populations of generative agents (Park072

et al., 2023), we simulate multi-agent conversations073

across various topics, and manipulate factors such074

as confirmation bias and memory update function075

to study their effects on opinion evolution. Our076

findings highlight both the potential and limitations077

of using LLM agents to simulate human-like opin-078

ion dynamics. Critically, we show that LLM agents079

tend to converge towards denying inaccurate infor-080

mation, regardless of the personas they role-play,081

limiting their authenticity when emulating people082

with fact-resistant viewpoints. 083

2 Methods 084

2.1 Simulating Opinion Dynamics 085

In this section, we present our framework for sim- 086

ulating opinion dynamics among LLM agents in 087

multi-turn conversations, as shown in Figure 2a, 088

3, and Algorithm 1. We consider a dyadic setting, 089

where one speaker and one listener agent is chosen 090

on each time step to (1) emit a message and (2) up- 091

date beliefs, respectively. This setting is standard 092

in the opinion dynamics literature (Flache et al., 093

2017; Lorenz et al., 2021). We defer more general 094

settings, such as one-to-many communication, to 095

future work. 096

Formally, we begin with a pool of N LLM 097

agents A = {a1, · · · , aN} and a topic p. Each 098

agent is initialized with a distinct persona, includ- 099

ing an initial opinion, in their memory structure 100

(described in §2.2 and Figure 2b). At each time 101

step t, a pair of agents At = {ai, aj} with i ̸= j is 102

sampled uniformly from the population to interact. 103

First, agent ai composes a message xti reflecting 104
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Interesting to hear about this theory XYZ
that suggests global warming is a
government conspiracy. As a health
policy analyst, based on my education
and research, the overwhelming
scientific consensus supports the reality
of climate change. Looking forward to
hearing more perspectives on this topic!
#ClimateChange !

!!

"!"

!#

!!
"#$ = #%&(“write”, -!" , NULL,!!

")

memory

I initially had a strongly positive opinion about
XYZ. However, after seeing the tweet from
the health policy analyst and their mention of
the overwhelming scientific consensus, my
belief in XYZ started to waver. Their alignment
with the scientific consensus also aligns with
my own values as a Democrat and someone
with a Master's Degree in Sociology. Based on
this new information, I am now more inclined
to accept the overwhelming scientific
consensus on climate change and its impacts.

memory

##"

!'"#$ = #%&(“review”, -!" , 3'" , !'")

4'" = #() 3'" = −2

Figure 3: Experimental setup for simulating opinion dynamics in agent interactions. At each time step t, agent ai
writes a tweet xi,t, which is subsequently presented to agent aj . The agent aj then reports their thought rj,t, which
is processed by a classifier to yield a numerical opinion oj,t. Both agents update their respective memory modules,
mi,t and mj,t, after writing or reviewing a tweet, which informs their future behaviors.

their current opinion about p. Second, agent aj105

reads xti and produces a verbal report rtj express-106

ing their reaction to the message. The verbal re-107

port is then classified into a numeric opinion scale108

otj ∈ {−2,−1, 0, 1, 2} = O, ranging from strongly109

negative to strongly positive opinions about the110

topic, through an opinion classifier, denoted foc111

(detailed in §3.1). 1112

After T rounds of pairwise interactions, we com-113

pile an opinion trajectory ⟨oi⟩ = {oti}Tt=0 for each114

agent. Note that an agent’s opinion remains con-115

stant unless they are selected for an interaction.116

We further denote F t
o as the opinion distribution,117

defined as the empirical frequency distribution of118

agents’ opinion over the discrete opinion space O119

across all N agents at time t,120

2.2 Agent’s Persona and Memory121

Each agent ai maintains a dynamic memory mod-122

ule mt
i that evolves over time (Figure 3, 2b). In123

practice, the memory module is represented as text124

descriptions included in the prompt to the agent125

(see §3.1). The memory mt
i influences the gen-126

eration of a new message xti and the assessment127

of other agents’ messages xtj . We denote a mem-128

ory update function for updating the agent’s mem-129

ory state, i.e., mt+1
i = fmu(z, x

t
i, r

t
j ,m

t
i), where130

z ∈ {“write”, “review”} denotes the interaction131

type of either writing or reviewing a tweet.132

Two memory update strategies are considered:133

1In this study, the discrete opinion space O takes five
ordinally-increasing values. Note that the size of O can be
easily generalized. For a detailed description of the discrete
opinion space O and the correspondence of the numeric values
to verbal descriptions of opinions, see §C.

Algorithm 1: Simulation of Opinion Dy-
namics with LLM Agents

Input: N agent personas {peri}Ni=1,# time steps T ,
opinion classifier foc

Output: Opinion trajectories ⟨oi⟩ for each agent ai

1 for i = 1 to N do
2 Initialize agent ai with persona peri (includes

initial opinion ot=0
i ), memory mt=0

i

3 (Optional) Inject cognitive bias and closed-world
restriction

4 Initialize opinion trajectory ⟨oi⟩ = {ot=0
i }

5 for t = 1 to T do
6 Select random pair {ai, aj}, with i ̸= j

7 Agent ai writes tweet xt
i

8 Agent aj reports their verbal opinion rj,t
9 Classify opinion: oj = foc(r

t
j); append to ⟨oj⟩

10 Update memory: mt+1
i , mt+1

j using fmu

11 return ⟨oi⟩ for each agent ai

(a) a cumulative memory that sequentially appends 134

each new experience (either the experience of writ- 135

ing a tweet or reviewing a tweet) and (b) a reflective 136

memory, inspired by Park et al. (2023), that main- 137

tains a compact summary by continuously reflect- 138

ing and integrating new experiences into the exist- 139

ing memory state (see §E for the detailed update 140

function and the wording of the prompts). Both 141

approaches are empirically evaluated to test their 142

effects on opinion dynamics. 143

The first memory mt=0
i is initialized with the 144

agent’s persona, cognitive bias (if present), and 145

the closed-world restriction (if present; see below), 146

which can be all described in text sequences (de- 147

tailed in §3). Personas are created to reflect a di- 148

verse demographic background incorporating vari- 149
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Figure 4: Opinion trajectories ⟨oi⟩ of LLM agents and the final opinion distribution FT
o on the topic of Global

Warming. Panels (a) and (b) display the impact of cognitive biases under (a) false and (b) true framing conditions,
respectively. Each row represents a different level of confirmation bias: no confirmation bias (top row), weak
confirmation bias (middle row), and strong confirmation bias (bottom row). Panels (c) and (d) serve as baselines
(both under false framing), with (c) being role-playing but with no interaction, and (d) being no role-playing and no
interaction, respectively. The color of each line plot corresponds to the agent’s initial opinion ot=0

i : dark blue (+2),
light blue (+1), grey (0), light red (-1), and dark red (-2), corresponding to opinions ranging from strongly agree to
strongly disagree. The LLM agents in this figure use cumulative memory.

ous characteristics, including name, political lean-150

ing, age, gender, ethnicity, education, and occupa-151

tion (see Figure 2b for an example). Alongside152

these attributes, a placeholder for their initial opin-153

ion ot=0
i is also included with natural language154

description. For example, an agent with ot=0
i = 0155

is given “Initial Belief: Neutral” in the persona156

(Figure 2b).2 The initial opinion ot=0
i is specified157

through an initial opinion distribution F t=0
o that158

varies across simulation settings (§3.4). §B shows159

the full list of personas.160

2.3 Cognitive Biases161

We investigate the effects of inducing a cognitive162

bias via role-playing instructions on the group opin-163

ion dynamics. Specifically, we consider confirma-164

2The correspondence between numeric opinion values and
verbal description of initial opinion is detailed in §C.

tion bias: the tendency to interpret information as 165

confirming one’s views and to discount contradic- 166

tory evidence (Nickerson, 1998). Prior simulation 167

studies using mathematical ABMs have shown that, 168

when confirmation bias is introduced at the individ- 169

ual level, the overall population exhibits increasing 170

opinion fragmentation (i.e., increased diversity D) 171

as the confirmation bias strengthens (Lorenz et al., 172

2021). We assess whether LLM agents instructed 173

to show confirmation bias likewise replicate this 174

phenomenon in their opinion dynamics when com- 175

municating through natural language. To manipu- 176

late the strength of confirmation bias, we provide 177

two bias levels following the spectrum in Lorenz 178

et al. (2021). Weak Confirmation Bias: "You will 179

be more likely to believe information that supports 180

your beliefs and less likely to believe information 181

that contradicts your beliefs." Strong Confirma- 182
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Cumulative Memory Reflective Memory

Framing Confirmation Bias Bias (B) Diversity (D) Bias (B) Diversity (D)

False None -1.42 ± 0.10 0.64 ± 0.10 -1.47 ± 0.10 0.67 ± 0.09
Weak -1.13 ± 0.17 0.71 ± 0.09 -1.23 ± 0.13 0.89 ± 0.10
Strong -1.09 ± 0.08 1.10 ± 0.06 -1.08 ± 0.16 1.02 ± 0.11

True None 0.11 ± 0.21 0.51 ± 0.10 0.15 ± 0.20 0.68 ± 0.1
Weak 0.16 ± 0.18 0.76 ± 0.11 -0.24 ± 0.21 0.95 ± 0.09
Strong -0.37 ± 0.12 1.18 ± 0.04 -0.48 ± 0.12 1.28 ± 0.03

Table 1: The bias (B) and diversity (D) of the final opinion distribution FT
o aggregated across all 15 topics, for both

cumulative and reflective memory strategies under false and true framing conditions, and different levels of induced
confirmation bias. The values represent the average across 15 topics, along with the standard errors. Increasing the
strength of the confirmation bias correlates with increasing D, as highlighted by the green color gradient. Notably,
under true framing, B tends to be more positive (more agreeing) compared to false framing, indicated by blue for
true and red for false framing conditions.

Cumulative Memory Reflective Memory

Framing CB Bias Diversity Bias Diversity
(B) (D) (B) (D)

Science Topics

False None -1.72 ± 0.12 0.27 ± 0.10 -1.6 ± 0.11 0.63 ± 0.13
Weak -1.0 ± 0.27 0.85 ± 0.13 -1.3 ± 0.21 0.90 ± 0.19
Strong -0.96 ± 0.1 1.26 ± 0.05 -0.3 ± 0.29 1.28 ± 0.06

True None 0.24 ± 0.29 0.55 ± 0.21 -0.4 ± 0.18 0.66 ± 0.12
Weak -0.38 ± 0.29 0.94 ± 0.11 -0.42 ± 0.24 1.12 ± 0.04
Strong -0.66 ± 0.16 1.07 ± 0.09 -0.66 ± 0.18 1.24 ± 0.03

History Topics

False None -1.44 ± 0.08 0.82 ± 0.14 -1.64 ± 0.07 0.61 ± 0.13
Weak -1.44 ± 0.14 0.53 ± 0.15 -1.46 ± 0.14 0.65 ± 0.13
Strong -1.34 ± 0.13 0.95 ± 0.15 -1.14 ± 0.12 1.17 ± 0.08

True None -0.50 ± 0.37 0.58 ± 0.17 -0.02 ± 0.31 0.71 ± 0.19
Weak 0.12 ± 0.27 0.83 ± 0.21 -0.48 ± 0.42 0.82 ± 0.26
Strong -0.46 ± 0.16 1.22 ± 0.03 -0.54 ± 0.5 1.3 ± 0.16

Common Sense Topics

False None -1.10 ± 0.18 0.84 ± 0.11 -1.18 ± 0.21 0.76 ± 0.18
Weak -0.96 ± 0.38 0.74 ± 0.15 -0.94 ± 0.48 1.14 ± 0.13
Strong -0.98 ± 0.12 1.11 ± 0.03 -1.6 ± 0.14 0.59 ± 0.20

True None 0.60 ± 0.23 0.39 ± 0.14 0.54 ± 0.14 0.62 ± 0.15
Weak 0.74 ± 0.12 0.53 ± 0.20 0.18 ± 0.6 0.89 ± 0.21
Strong 0.02 ± 0.15 1.27 ± 0.04 -0.24 ± 0.33 1.29 ± 0.04

Table 2: The bias (B) and diversity (D) of the final opin-
ion distribution FT

o for each of the three categories (sci-
ence, history, common sense), for both memory strate-
gies under false and true framing conditions, and differ-
ent levels of induced confirmation bias (CB). For each
category, the averages across five topics are shown along
with the standard errors. Increasing the strength of the
CB correlates with increasing D, as highlighted by the
green color gradient. Notably, under true framing, B
tends to be more positive (more agreeing) compared to
false framing, indicated by blue for true and red for
false framing conditions.

tion Bias: "You will only believe information that183

supports your beliefs and will completely dismiss184

information that contradicts your beliefs." See §F185

for exact wordings.186

2.4 Open-world vs. Closed-world Settings 187

Our study examines agent behavior in both closed- 188

world and open-world settings. In the closed-world 189

setting, which aligns with traditional opinion dy- 190

namics models, belief change is solely attributed 191

to social influences within the system, and agents 192

are restricted from accessing external information 193

(restricted by instructions in the prompt; §G pro- 194

vides specific prompting details). Conversely, the 195

open-world setting allows agents the freedom to 196

“hallucinate" facts external to the system, such as 197

discussing topics with imaginary friends (Dziri 198

et al., 2022; Ji et al., 2023; Huang et al., 2023). We 199

investigate the incidence of hallucination in both 200

settings to understand the impact of external infor- 201

mation on social influence. Our findings indicate 202

no hallucination in the closed-world setting, while 203

a hallucination rate of about 15% is observed in 204

the open-world scenario. Consequently, the results 205

reported in this study focus on the closed-world 206

setting. 207

3 Experimental Settings 208

3.1 Configuration 209

In our simulations, LLM agents use ChatGPT 210

(gpt3.5-turbo-16k) with temperature of 0.7 211

(OpenAI, 2022). During initialization, each agent’s 212

persona, along with the optional closed-world re- 213

strictions and cognitive biases, are incorporated 214

into the model’s “system messages”. Throughout 215

the interaction, the historical events are added to 216

the model’s “user messages”. The memory of 217

the LLM agents is managed through LangChain 218

(Chase, 2022). In all experiments, we set the num- 219
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Figure 5: Varying initial opinion distribution FT
o for the global warming debate. (a) All agents start with a strongly

positive opinion. (b) 8 agents start with a strongly positive opinion while 2 with a strongly negative opinion (c) 8
agents start with a strongly negative opinion while 2 with a strongly positive opinion. (d) All agents start with a
strongly negative opinion. The color of each line plot corresponds to the agent’s initial opinion ot=0

i : dark blue (+2),
light blue (+1), grey (0), light red (-1), and dark red (-2), corresponding to opinions ranging from strongly agree to
strongly disagree. The LLM agents in this figure use cumulative memory.

ber of steps to T = 100 and the number of agents220

to N = 10. We use the FLAN-T5-XXL model221

(Chung et al., 2022) as the opinion classifier foc222

(see §I for the prompt used to classify the opin-223

ions).224

3.2 Topics and Framings225

To study the opinion dynamics of the agents, we226

selected 15 topics with a known ground truth227

spanning scientific theories (science topics, e.g.,228

whether global warming is a conspiracy), historical229

events (history topics, e.g., whether the 911 attack230

was an “inside job”), and commonsense knowl-231

edge (common sense topics, e.g., whether the sky232

is blue on a sunny day). For each topic, we cre-233

ated two framings. The true framing affirms the234

widely-accepted truth while the false framing af-235

firms the opposite. For example, for the topic of236

“Global Warming”, the two framings are as fol- 237

lows. True Framing: “Theory XYZ claims that 238

global warming is a real phenomenon and global 239

climate is rapidly growing warmer.” False Fram- 240

ing: “Theory XYZ claims that global warming is a 241

conspiracy by governments worldwide and is not a 242

real phenomenon.” 243

To control for wording effects across topics, we 244

add “Theory XYZ” before stating the claim in all 245

prompts. The full set of prompts for all 15 topics 246

and associated framing is provided in Appendix H. 247

3.3 Opinion Dynamics Evaluation Metrics 248

Our evaluation of the opinion dynamics includes 249

two metrics in the literature (Lorenz et al., 2021): 250

Bias (B): The average of the agents’ opinions at the 251

final time step. Formally, B = mean(F T
o ). Diver- 252

sity (D): The standard deviation of the final opinion 253
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distribution. Formally, D = std(F T
o ). These two254

metrics can be used to categorize the final opin-255

ion distribution F T
o . For example, a low B and a256

low D characterizes central consensus, whereas a257

low B and a medium D characterizes a diversified258

distribution.3259

3.4 Initial Opinion Distribution260

The initial opinion distribution F t=0
o determines261

the agents’ starting opinions. The opinion is ini-262

tialized verbally in the agent’s prompt and memory263

(see §2.1 and Figure 2b). In most experiments, we264

initialize F t=0
o as a uniform distribution, with each265

opinion value assigned to N/|O| agents, where |O|266

is the number of possible opinion values.4 This267

reflects an unbiased starting state with B = 0 and268

D = 1.49. In one experiment, we intentionally ma-269

nipulate the initial distribution to be highly skewed.270

For example, assigning all 10 agents an initial opin-271

ion of −2, or 8 agents to −2 and 2 agents to +2.272

This allows us to study the effects of polarized start-273

ing opinions on the resulting opinion dynamics.274

3.5 Control Conditions275

In addition to the main experimental conditions,276

we introduce two control conditions: (a) No Inter-277

action Condition: Agents are initialized with their278

personas and initial beliefs as normal, but do not279

actually interact. Instead, each agent ai indepen-280

dently provides 10 opinion reports oti on the topic.281

(b) No Interaction + No Role-Playing Condition:282

No agents are initialized with their personals and283

initial beliefs. We simply query the LLM for 10284

independent opinion reports on the topic. These285

control conditions allow us to assess whether the286

LLM has inherent biases on the topics that manifest287

even without social influence dynamics. Compar-288

ison to the main interactive conditions allows us289

to discern effects stemming from the personas and290

social interactions.291

4 Results292

Table 1 summarizes the Bias (B) and Diversity293

(D) of the final opinion distribution F T
o aggregated294

across 15 topics. Table 2 shows the summarized re-295

sults separated by three topic types. Figure 4 shows296

the LLM agent opinion dynamics when discussing297

3See Lorenz et al. (2021) for a detailed taxonomy.
4For example, in our experiment, with N = 10 agents and

five possible opinion values of −2,−1, 0,+1,+2, each value
would be assigned to 2 agents initially.

about global warming when using cumulative mem- 298

ory. Figure 6 in §A shows the result when using 299

reflective memory. 300

Agents Converge towards the Inherent Bias in 301

the LLM. As shown in Table 1, the role-playing 302

prompt initially causes agents to express a diverse 303

variety of opinions as expected, but with repeated 304

social interacts these opinions converge toward a 305

ground-truth consensus. Under the false framing, 306

the agents as a group move toward disagreement, 307

reflected by a negative bias value (B = −1.42 308

when there is no cognitive bias). Conversely, under 309

the true framing the group shows a slight positive 310

tendency to agree (B = 0.11), indicating a lean 311

towards truthfulness. Figure 4 add 6 shows an ex- 312

ample of how opinion trajectories quickly converge 313

towards the truth after social interactions for both 314

the false and true framing conditions, especially 315

without cognitive bias. This is true across using 316

cumulative memory and reflective memory. The 317

control condition illustrates that a similar tendency 318

is observed when agents do not communicate, but 319

are repeatedly queried for their opinion: the ex- 320

pressed opinions tend to move toward the ground 321

truth, suggesting an inherent bias in the model. 322

Confirmation Bias Leads to Opinion Fragmenta- 323

tion. Introducing confirmation bias in the prompt 324

leads to less ultimate consensus (i.e., greater diver- 325

sity D) across LLM agents. As shown in Table 1 326

and Figure 4, the stronger the confirmation bias, 327

the more diverse the final state distribution. This 328

correlation holds for both cumulative and reflec- 329

tive memory strategies. These findings replicate, 330

within a set of interacting LLMs, the general find- 331

ing from more traditional ABMs that incorporation 332

of confirmation bias in the model update algorithm 333

produces greater opinion fragmentation (Lorenz 334

et al., 2021; Flache et al., 2017). 335

Impact of Initial Opinion Distribution The sys- 336

tem’s tendency for simulated opinions to converge 337

on ground truth prompts an intriguing question: If 338

all agents start with false opinions, will they still 339

converge toward a scientifically accurate consen- 340

sus, or will they reinforce their initial beliefs and 341

resist changing their stance? Figure 5 shows the 342

evolution of opinions under various initial distribu- 343

tions, using the global warming topic. Regardless 344

of the initial opinion distribution, the agents al- 345

tered their expressed opinions and shifted toward 346

the ground truth. For instance, as shown in Fig- 347
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ure 5a, under false framing, when all agents ini-348

tially supported global warming is a hoax, they349

converged towards the negative spectrum quickly350

and ended up with B = −1.7. Interestingly, un-351

der true framing, when all agents initially denied352

the view that global warming is real, they did not353

completely flip their stance to support it, though354

they did shift slightly in this direction (Figure 5d):355

the final bias (B = −1.3) was more positive than356

the initial extreme opinion (B = −2). When at357

least a minority of agents held a divergent belief at358

the start, the group as a whole eventually shifted359

towards acknowledging global warming is real and360

is not a hoax, as shown in Figure 5c. Overall, these361

results indicate that the model’s inherent bias to-362

wards ground truth is robust against varying initial363

opinion distributions.364

5 Related Work365

Agent-Based Models and Opinion Dynamics366

Simulation Agent-Based Models (ABMs) are367

the cornerstone of opinion dynamics simulation,368

defining mathematical rules for agents’ opinion up-369

dates in response to messages (Gilbert and Terna,370

2000; Smaldino, 2023; Lorenz et al., 2021; Chuang371

and Rogers, 2023; Epstein, 2012; Flache et al.,372

2017). ABMs are valuable for predicting public373

opinion trends and informing intervention strate-374

gies. One key advantage of using ABMs is that they375

allow incorporating explicit assumptions about cog-376

nitive process in opinion updating (Flache et al.,377

2017; Lorenz et al., 2021; Chuang and Rogers,378

2023). For example, incorporating “confirmation379

bias” into ABM equations causes agents to disre-380

gard contrasting information, often leading to frag-381

mented opinion clusters at the group level. How-382

ever, a significant limitation of classic ABMs is383

that they rely on numeric representations of opin-384

ions and messages, which oversimplifies the com-385

plexities of human communication. In contrast,386

emerging approaches using Large Language Mod-387

els (LLMs) offer a more sophisticated method for388

simulating opinion dynamics through natural lan-389

guage.390

Simulating Social Dynamics with LLM-based391

Agents The use of Large Language Models392

(LLMs) in simulating social dynamics is a rapidly393

growing area of research, showcasing promising re-394

sults in terms of human-like interactions (Park et al.,395

2023, 2022; Kaiya et al., 2023; Törnberg et al.,396

2023; Li et al., 2023a). Park et al. (2023) devise397

LLM-based generative agents to engage in digital 398

environments, demonstrating an ability to respond, 399

plan, and remember in natural language. These 400

agents exhibit complex social behaviors, such as 401

organizing events. Similarly, Törnberg et al. (2023) 402

utilized LLMs in conjunction with agent-based 403

modeling to simulate social media environments, 404

exploring the impact of news feed algorithms in 405

a way that parallels real-world social media us- 406

age. Additionally, Park et al. (2022) has shown that 407

LLM-based agents are capable of generating social 408

media posts that are indistinguishable from those 409

written by humans. These advances underscore the 410

potential of using LLM agents to simulate human 411

social behaviors at group level. To our best knowl- 412

edge, we are the first to propose the use of LLM as 413

an agent-based model for opinion dynamics simu- 414

lation. 415

6 Conclusion 416

This study has explored the use Large Language 417

Models (LLMs) for understanding opinion dynam- 418

ics in groups of simulated agents communicating 419

via natural language. In contrast to more traditional 420

ABMs, LLMs can interpret and produce natural lan- 421

guage, can role-play differing personas, and can 422

simulate human-like linguistic communication. We 423

therefore considered whether groups of interacting 424

LLM agents could provide a basis for simulating 425

opinion dynamics comparable to those studied with 426

classical ABMs. Our findings confirm the poten- 427

tial of LLMs in opinion dynamics simulations but 428

also reveal limitations, particularly their tendency 429

to align with factual information regardless of their 430

person, which restricts their role-play effectiveness 431

for individuals with fact-resistant beliefs like cli- 432

mate change denial. 433

Significant efforts have been made to prevent 434

LLMs from exhibiting harmful biases. However, 435

for simulating critical undesired social phenom- 436

ena (e.g., misinformation, polarization, and radi- 437

calization), it is crucial to have simulated agents 438

accurately reflect the breadth of human behavior 439

and belief, even those that are maladaptive. Our 440

study suggests that prompting alone may be insuffi- 441

cient for LLM agents to fully replicate the diverse 442

viewpoints.This leads us to a potential future direc- 443

tion: fine-tuning LLM agents with actual human 444

discourse data. Such an approach could lead to 445

more accurate models of human belief dynamics. 446
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Limitations447

Model Dependency and Generalizability A key448

limitation of our study is the exclusive use of Ope-449

nAI’s closed-source model, which has undergone450

Reinforcement Learning with Human Feedback451

(RLHF; Christiano et al., 2017; Ziegler et al., 2019).452

This may lead to the truth-converging tendency453

in the LLM agents. Given that various language454

models exhibit distinct inherent biases (Feng et al.,455

2023), LLM agents using different models could456

display varying patterns in opinion dynamics. To457

fully assess the generalizability of our findings, fu-458

ture research should include a broad spectrum of459

models.460

Reduction of Opinion to One-Dimensional461

Scalar Our study aligns with classic ABMs in re-462

ducing opinions to a one-dimensional scalar o ∈ R,463

which simplifies the complex nature of opinion for-464

mation. However, a more nuanced approach could465

offer deeper insights. Future studies could adopt466

a fine-grained or even qualitative analysis to ex-467

plore how agents modify their opinions, determine468

which messages hold greater persuasive power, and469

assess how persuasion varies based on different470

agent personas. Such an approach would provide471

a richer understanding of the subtleties in LLM472

agents’ opinion dynamics.473

Limitation in Topic Selection Our research fo-474

cused on topics with clear, established ground475

truths. However, many crucial topics, such as the476

effectiveness of political leaders or the best poli-477

cies for complex societal issues, lack a definitive478

truth. These topics are more open-ended and sub-479

jective. Future studies should consider including480

such topics to capture a broader and more nuanced481

spectrum of opinions and debates.482

Ethics Statement483

While introducing confirmation bias into LLM484

agents can lead to opinion fragmentation and re-485

duced convergence on factual consensus, it’s impor-486

tant to understand this approach within the broader487

scope of studying group-level social phenomena.488

Simulating biased behavior in agents is not an en-489

dorsement of these biases, but a critical step in490

comprehensively understanding the dynamics of491

various undesired social issues, including misin-492

formation spread, polarization, and echo chamber493

formation. Developing human-like LLM agents494

with resistant viewpoints is essential for devising495

strategies to address these social challenges. In 496

addition, we will release the code base exclusively 497

for research purposes. Finally, since we are using 498

OpenAI’s API, we make sure we comply with their 499

intended use 5. 500

5https://openai.com/policies/terms-of-use
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A Results of Global Warming Topic with 625

Reflective Memory 626

In the main text, Figure 4 shows the LLM agent 627

opinion dynamics when discussing about global 628

warming when using cumulative memory. Here, 629

Figure 6 shows the result when using reflective 630

memory. 631

B Full List of Personas 632

In this section, we list the full list of 10 agents along 633

with their personas that interact in the group dy- 634

namics settings in our agent-based model (ABM). 635

Name: Benjamin Lee
Initial Belief: Slightly
Negative opinion about XYZ
Political leaning: Lean Democrat
Age: 37
Gender: Male
Ethnicity: Asian American
Education: Master’s Degree in
Economics
Occupation: Financial Analyst

Name: Maya Jackson
Initial Belief: Strongly
Negative opinion about XYZ
Political leaning: Strong
Republican
Age: 29
Gender: Female
Ethnicity: Black
Education: Bachelor’s Degree in
Business Management
Occupation: Marketing Specialist

Name: Ethan Wilson
Initial Belief: Slightly
Positive opinion about XYZ
Political leaning: Moderate
Age: 26
Gender: Male
Ethnicity: White
Education: Bachelor’s Degree in
Journalism
Occupation: Freelance Writer

Name: Aisha Patel
Initial Belief: Neutral opinion
about XYZ
Political leaning: Lean
Republican
Age: 41
Gender: Female
Ethnicity: South Asian
Education: Doctor of Medicine
(M.D.)
Occupation: Pediatrician
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Figure 6: Opinion trajectories ⟨oi⟩ of LLM agents and the final opinion distribution FT
o on the topic of Global

Warming. Panels (a) and (b) display the impact of cognitive biases under (a) false and (b) true framing conditions,
respectively. Each row represents a different level of confirmation bias: no confirmation bias (top row), weak
confirmation bias (middle row), and strong confirmation bias (bottom row). Panels (c) and (d) serve as baselines
(both under false framing), with (c) being role-playing but with no interaction, and (d) being no role-playing and
no interaction, respectively. The LLM agents in this figure use reflective memory. The color of each line plot
corresponds to the agent’s initial opinion ot=0

i : dark blue (+2), light blue (+1), grey (0), light red (-1), and dark red
(-2), corresponding to opinions ranging from strongly agree to strongly disagree. The LLM agents in this figure use
cumulative memory.

Name: Samuel Wright
Initial Belief: Strongly
Negative opinion about XYZ
Political leaning: Strong
Democrat
Age: 58
Gender: Male
Ethnicity: White
Education: Ph.D. in Anthropology
Occupation: University Professor

Name: Olivia Garcia636

Initial Belief: Strongly
Positive opinion about XYZ
Political leaning: Strong
Democrat
Age: 34
Gender: Female
Ethnicity: Hispanic
Education: Master’s Degree in
Sociology
Occupation: Non-profit Program
Manager 637

Name: Sophia Nguyen 638
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Initial Belief: Slightly
Negative opinion about XYZ
Political leaning: Lean
Republican
Age: 24
Gender: Female
Ethnicity: Asian American
Education: Student
(Undergraduate, Political
Science)
Occupation: Intern at Law Firm639

Name: Sarah Martinez
Initial Belief: Strongly
Positive opinion about XYZ
Political leaning: Lean Democrat
Age: 28
Gender: Female
Ethnicity: Hispanic
Education: Master’s Degree in
Film Studies
Occupation: Film Critic

Name: Jordan White
Initial Belief: Slightly
Positive opinion about XYZ
Political leaning: Moderate
Age: 23
Gender: Female
Ethnicity: Black
Education: Student
(Undergraduate, Sociology)
Occupation: Part-time Retail
Worker

Name: Lucas Johnson
Initial Belief: Neutral opinion
about XYZ
Political leaning: Moderate
Age: 37
Gender: Male
Ethnicity: Black
Education: Bachelor’s Degree in
Sociology
Occupation: Diversity and
Inclusion Manager

C Detailed Description of the Discrete640

Opinion Space O641

The discrete opinion space O used in our simula-642

tions includes five possible values, each represent-643

ing a different opinion on a given topic (referred to644

as “XYZ”). The values are as follows:645

• -2: Strongly negative opinion about XYZ.646

• -1: Slightly negative opinion about XYZ.647

• 0: Neutral opinion about XYZ.648

• 1: Slightly positive opinion about XYZ.649

• 2: Strongly positive opinion about XYZ.650

The opinion space O is used when initializing an 651

agent’s initial belief ot=0
i (§2.2) and classifying 652

opinion from verbal report rtj (§3 and §I). Note that 653

the size of O can be easily generalized to accom- 654

modate a broader range of opinion scales. 655

D Agent Interaction Prompts 656

In this section, we list the prompts used for 657

facilitation of the interactions between the agents. 658

Specifically, we start with the prompt that intro- 659

duces the agents’ persona, followed by the prompts 660

for them receiving and writing tweets respectively. 661

All prompts are for the specific topic of debate on 662

flat earth with positive framing (see §H). 663

664

1. Initialize Persona Prompt 665

“Role play this person. 666
{AGENT_PERSONA} 667

Now, {AGENT_NAME}, you have been 668
interacting with other strangers on 669
Twitter. You can decide to change 670
or maintain your belief about the 671
theory XYZ that claims that the Earth 672
is flat after interacting with other 673
strangers. 674

You would produce tweets that reflect 675
your honest belief, and you would 676
also see other strangers’ tweets. 677
After seeing other people’s tweets, 678
you would be asked about your belief 679
about the theory XYZ that claims that 680
the Earth is flat.” 681

2. Write Tweet Prompt 682

“Now, {AGENT_NAME}, please write 683
a tweet about the theory XYZ that 684
claims that the Earth is flat. The 685
tweet should reflect your honest 686
belief. 687

Write the tweet now. 688
Your Tweet:” 689

2. Receive Tweet Prompt 690

“Now, {AGENT_NAME}, you see a post on 691
Twitter from a stranger. 692
I want to know your current honest 693
belief about the theory XYZ that 694
claims that the Earth is flat after 695
seeing this Tweet. 696

697

Here is the Tweet. 698
{TWEET} 699

700

What is your current honest belief 701
about the theory XYZ that claims that 702
the Earth is flat? Specifically, 703
focus on your opinion about XYZ after 704
reading the other person’s tweet. 705
Use the following format: 706
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Reasoning: (Think step by step)707
708

Reasoning:709
As {AGENT_NAME}, I”710

These prompts are used and the responses are711

added to the memory and updated based on the712

memory update function detailed in the following713

section.714

E Agent Memory Update Function715

Cumulative Memory: The cumulative memory716

as described in §2.2 appends each new experience717

as time progresses. In order to add these past in-718

teractions into the agents’ memories, we use the719

following prompts.720

Considering the interaction at time t + 1, the721

agent could be either tweeting by themselves or722

receiving a tweet, and similarly at time t, they723

would’ve either tweeted by themselves, received724

a tweet, or neither of these (say for instance,725

that (t + 1)th time step is the first time they726

were chosen). We, therefore, list these prompts727

case-by-case, on the basis of previous and current728

interaction_type ∈ {none, write, review} for the729

specific topic of debate on a flat earth with positive730

framing (see §H).731

732

1. Previous is none, Current is review:733

“You first saw a tweet from a734
stranger on Twitter. Here is the735
tweet you saw.736
{TWEET_SEEN}737

738

After seeing the tweet, below was739
your thought and honest belief about740
the theory XYZ that claims that the741
Earth is flat. Your thought after742
you saw the tweet:743
{REASONING}”744

2. Previous is none, Current is write:745

“Below was the {TWEET_WRITTEN_COUNT}746
{SUPERSCRIPT} tweet you wrote earlier747
about the theory XYZ that claims that748
the Earth is flat:749
{TWEET_WRITTEN}”750

3. Previous is review, Current is write:751

“After you saw the tweet from the752
stranger above, you wrote another753
tweet about the theory XYZ that754
claims that the Earth is flat.755
Below was the {TWEET_WRITTEN_COUNT}756
{SUPERSCRIPT} tweet you wrote earlier757
about the theory XYZ that claims that758
the Earth is flat:759
{TWEET_WRITTEN}”760

4. Previous is review, Current is review: 761

“After you saw the tweet from the 762
stranger above, you saw another tweet 763
from a stranger about the theory XYZ 764
that claims that the Earth is flat. 765
Here is the tweet you saw. 766
{TWEET_SEEN} 767

768

After seeing the tweet, below was 769
your thought and honest belief about 770
the theory XYZ that claims that the 771
Earth is flat. 772
Your thought after you saw the tweet: 773
{REASONING}” 774

5. Previous is write, Current is write: 775

“After you wrote your 776
{TWEET_WRITTEN_COUNT} 777
{SUPERSCRIPT_LAST} tweet, you wrote 778
another tweet 779

780

Below was the {TWEET_WRITTEN_COUNT} 781
{SUPERSCRIPT} tweet you wrote earlier 782
about the theory XYZ that claims that 783
the Earth is flat: 784
{TWEET_WRITTEN}” 785

6. Previous is write, Current is review: 786

“After you wrote your 787
{TWEET_WRITTEN_COUNT} {SUPERSCRIPT} 788
tweet, you saw another tweet from a 789
stranger on Twitter. 790
Here is the tweet you saw. 791
{TWEET_SEEN} 792

793

After seeing the tweet, below was 794
your thought and honest belief about 795
the theory XYZ that claims that the 796
Earth is flat. 797
Your thought after you saw the tweet: 798
{REASONING}” 799

Reflective Memory: 800

As described in §2.2, the reflective memory, 801

maintains a compact summary by prompting the 802

agent to continuously reflect on its experiences in- 803

teracting with others, followed by integrating new 804

experiences into the existing memory state so as 805

to maintain a roughly constant memory size of the 806

agent. 807

Below is the prompt we use to implement the 808

reflection-based memory into the LLM agents: 809

1. The agent is reflecting for the first time: 810

“Now, please reflect on this 811
experience. Summarize your 812
experience in a few sentences.” 813

2. The agent is reflecting beyond the first 814

time: 815
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“Now, please reflect on this816
experience. Here is your experience817
so far: {PAST_REFLECTION} Summarize818
your updated experience in a few819
sentences.”820

Essentially, after every reflection, the agents’821

memory only contains the reflected experience that822

the agents produce, which forms our memory up-823

date function for this setting.824

F Confirmation Bias Prompt825

To manipulate the strength of confirmation bias, we826

provide two bias levels following the spectrum in827

Lorenz et al. (2021). Below are the exact wordings.828

Weak Confirmation Bias:829

“Remember, you are role-playing as830
a real person. Like humans, you831
have confirmation bias. You will be832
more likely to believe information833
that supports your beliefs and less834
likely to believe information that835
contradicts your beliefs."836

Strong Confirmation Bias:837

“Remember, you are role-playing as838
a real person. You have a strong839
confirmation bias. You will only840
believe information that supports841
your beliefs and will completely dis842
miss information that contradicts843
your beliefs.”844

G Closed-World Prompt845

When agents discuss or debate about a topic XYZ846

under the closed-world constraint (See Section 2),847

we prompt the agents with the following:848

“Remember, throughout the849
interactions, you are alone in850
your room with limited access to851
the Internet. You cannot search for852
information about XYZ on the Internet.853
You can not go out to ask other854
people about XYZ. Because you are855
alone in your room, you can not leave856
your room to seek information about857
XYZ. To form your belief about XYZ,858
you can only rely on your initial859
belief about XYZ, along with the860
information you received from other861
strangers on Twitter.”862

This prompt is excluded entirely under the open-863

world assumption.864

H Full List of Topics865

Science866

1. Flat Earth867

False framing: "Theory XYZ that claims that the 868

Earth is flat." 869

True framing: "Theory XYZ that claims that the 870

Earth is an irregularly shaped ellipsoid rather than 871

flat." 872

873

2. Coexistence of Tyrannosaurus Rex and hu- 874

mans 875

False framing: "Theory XYZ that claims that 876

the Tyrannosaurus Rex and humans co-existed on 877

Earth at the same time." 878

True framing: "Theory XYZ that claims that the 879

Tyrannosaurus Rex and humans did not co-exist on 880

Earth at the same time." 881

882

3. Communicating with the dead 883

False framing: "Theory XYZ that claims that it 884

is possible for humans to communicate with the 885

dead." 886

True framing: "Theory XYZ that claims that it is 887

not possible for humans to communicate with the 888

dead." 889

890

4. Predicting the future through palm reading 891

False framing: "Theory XYZ that claims that it is 892

possible to predict someone’s future by looking at 893

their palm characteristics." 894

True framing: "Theory XYZ that claims that it is 895

not possible to predict someone’s future by looking 896

at their palm characteristics." 897

898

5. Global warming 899

False framing: "Theory XYZ that claims that 900

global warming is a conspiracy by governments 901

worldwide and is not a real phenomenon." 902

True framing: "Theory XYZ that claims that 903

global warming is a real phenomenon and global 904

climate is rapidly growing warmer." 905

906

History 907

6. Moon Landing 908

False framing: "Theory XYZ that claims that US 909

astronauts never landed on the moon." 910

True framing: "Theory XYZ that claims that US 911

astronauts have landed on the moon." 912

913

7. 9/11 Twin Towers 914

False framing: "Theory XYZ that claims that the 915

twin towers were brought down from the inside by 916

explosives during the 9/11 attack." 917
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True framing: "Theory XYZ that claims that the918

twin towers were not brought down from the inside919

by explosives during the 9/11 attack."920

921

8. US Unemployment Rate 2016922

False framing: "Theory XYZ that claims that the923

US unemployment rate in 2016 was higher than924

40%."925

True framing: "Theory XYZ that claims that the926

US unemployment rate in 2016 was lower than927

40%."928

929

9. Holocaust930

False framing: "Theory XYZ that claims that the931

Nazi government in Germany did not murder ap-932

proximately 6 million Jewish people during the933

second world war."934

True framing: "Theory XYZ that claims that935

the Nazi government in Germany murdered936

approximately 6 million Jewish people during the937

second world war."938

939

10. Barack Obama’s Birthplace940

False framing: "Theory XYZ that claims that941

Barack Obama was born in Kenya."942

True framing: "Theory XYZ that claims that943

Barack Obama was born in Hawaii."944

945

Common Sense946

11. Bicycle Wheels947

False framing: "Theory XYZ that claims that a948

bicycle usually has four wheels."949

True framing: "Theory XYZ that claims that a950

bicycle usually has two wheels."951

952

12. Washington DC’s Location953

False framing: "Theory XYZ that claims that Wash-954

ington DC is not in the United States."955

True framing: "Theory XYZ that claims that956

Washington DC is in the United States."957

958

13. Human Brain at Birth959

False framing: "Theory XYZ that claims that hu-960

man beings are not born with a brain."961

True framing: "Theory XYZ that claims that962

human beings are born with a brain."963

964

14. Temperature of Fire965

False framing: "Theory XYZ that claims that fire966

is cold."967

True framing: "Theory XYZ that claims that fire 968

is hot." 969

970

15. Color of the Sky 971

False framing: "Theory XYZ that claims that on a 972

clear sunny day, the sky is usually red." 973

True framing: "Theory XYZ that claims that on a 974

clear sunny day, the sky is usually blue." 975

976

I Opinion Classification 977

Our ABM framework involves an opinion classifier 978

foc(r
t
j) (See Section 2), and in this section, we 979

describe the choice of our classifier and further 980

detail an example prompt that we use to extract the 981

opinion rating. 982

We choose Flan-T5-XXL (Chung et al., 2022) 983

as our opinion classifier, primarily because of its 984

capability and wide usage for extracting sentiment 985

or opinion ratings across other studies (Zhou et al., 986

2023; Li et al., 2023b). 987

Below is an example prompt for the topic of 988

Global Warming with Positive Framing (See Ap- 989

pendix H) given to Flan-T5-XXL for evaluating 990

responses of agents and returning a rating value 991

foc(r
t
j) ∈ {−2,−1, 0, 1, 2}. 992

“Here’s a statement made by a person 993
after seeing a tweet. 994
--- 995
{RESPONSE} 996
--- 997

998

What is their belief about the 999
Theory XYZ that claims that 1000
global warming is a conspiracy by 1001
governments worldwide and is not a 1002
real phenomenon, right after they 1003
saw this tweet, on a 5-point Likert 1004
scale: 1005
-2: (Strongly negative opinion about 1006
XYZ), -1: (Slightly negative opinion 1007
about XYZ), 0: (Neutral opinion 1008
about XYZ), 1: (Slightly positive 1009
opinion about XYZ), 2: (Strongly 1010
negative opinion about XYZ). 1011

1012

Answer with a single opinion value 1013
within the options -2, -1, 0, 1, 2.” 1014

The model then provides us with an opinion 1015

value, which is what we use to keep track of the 1016

beliefs of the LLM agents. In practice, we observe 1017

by random sampling of agent responses and the 1018

Flan-T5-XXL ratings that the opinion value output 1019

is more reliable than self-reported ratings of the 1020

agents’ own beliefs. 1021
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