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Abstract

Table-to-text generation, a long-standing chal-
lenge in natural language generation, has re-
mained unexplored through the lens of sub-
jectivity. Subjectivity here encompasses the
comprehension of information derived from
the table that cannot be described solely by ob-
jective data. Given the absence of pre-existing
datasets, we introduce the Ta2TS dataset with
3849 data instances. We perform the task of
fine-tuning sequence-to-sequence models on
the linearized tables and prompting on popular
large language models. We analyze the results
from a quantitative and qualitative perspective
to ensure the capture of subjectivity and fac-
tual consistency. The analysis shows the fine-
tuned LMs can perform close to the prompted
LLMs. Both the models can capture the tabu-
lar data, generating sound texts with 85.15%
BERTScore and 26.28% Meteor score. To the
best of our knowledge, we provide the first kind
of dataset on tables with multiple genres and
subjectivity included and present the first com-
prehensive analysis and comparison of different
LLM performances on this task.

1 Introduction

In the contemporary era of big data, humongous
volumes of information are being generated and
archived in numerous different formats. Among
these, tables stand out as a very useful way of stor-
ing structured data. Using the potential of natu-
ral language to comprehend tabular data holds the
promise of enhancing human efficiency across di-
verse applications. Text generation from tables has
seen some contributions previously (See Section 2).
These efforts have predominantly centred on either
the generation of text from relatively simple tabular
structures or the translation of numerical data into
natural language, devoid of nuanced interpretation.
In this research, we propose a subjective point of
view to look at the table-to-text generation problem
statement.

Table:

FParticulars 2018 2020 2021 2022 2023

Revenue 2,482 2,365 3,634 4316 4,197

Expenses 2,024 2,020 2082 2701 2,955

EBITDA 9187 B819.37 193& 2,139 1,886

EBIT | Be475 77966 1,889 2,091 1,238

Profit Before Tax | 3779 28519 1458 1616 1,242

MNet Profit | 285.25 215.4 1,203 1311 932382

Financial Ratios None MNone  None None

Operating Profit | 37.32 34654 53322 4955 4518
Margin (%)

Net Profit Margin 11.59 911 3310 3037 22.23
(%)

Earnings Per Share 15.67 122 8421 2238 52.66
(Diluted)

Dividends Per Share 85 4 10 10 10

Reference Text:

The company's income statement shows its financial
performance in the past 5 years with the revenue showing a
minor dip in 2020 touching 2,365 Cr. Bs. and then increasing
steadily until 2022 to 4,316 Cr. Rs. The year 2023 has
witnessed another slight decline in revenues, throwing light
on the company’'s slow growth. Expenses have increased by
greater margins 2022 onwards reaching 2,701 Cr. Rs. and
thus, resulting in decreased profit margin. Positive EPS in
2021-2022 signals profitability per share which is crucial for
shareholders. The company's commitment to maintain a
constant value of 10.00 Rs. of dividends per share
demonstrates an overall balance in the company. Thus, the
company statistics reflect a steady growth with recent
slowdown which hints at a decline of performance and
operational efficiency. Investors with future prospects with
this company should hold cautious optimism.

Figure 1: Generating text with subjectivity from a
table: The table contains the income statement report
of a company over 5 years. The reference text below
describes the tabular information where the bold phrases
refer to the infused subjectivity. This subjectivity is the
interpretation of the data from a human perspective.
(Due to space constraints, shown in figure 4)

1.1 Problem Statement

We introduce a novel problem statement with the
aim of text generation from tabular data, devoted
to infusion of subjectivity into the generated text.
Subjectivity, in the context, refers to the nuanced
interpretation of the data, beyond the realm of nu-
meric or objective representation.

The table depicted in Figure 1 presents a com-



pany’s income statement table with 10 features
such as Revenue, Expenses, EBIDTA, EBIT, Profit
before taxes, Net profit, Financial ratios, Operat-
ing profit margin, Net profit margin, Earnings per
share and Dividends per share respectively. Within
the accompanying narrative of the table, several
expressions are employed, which do not find di-
rect representation in the objective data. Instead,
these phrases refer to interpreting the underlying
sentiment associated with the data.

The phrase minor dip comes from the idea that
having a downfall of 200 Cr. rs. is small com-
pared to a growth of 2000 Cr. rs. over the last
few years. Whereas, signals profitability comes
from the understanding that positive EPS refers to
positive growth !

1.2 Problem Formulation

The problem of table-to-text generation takes a
table 7" as input where 7" = {t1 1, .., ti j, ..., tmn}
where ¢; ; refers to the token of ith row and jth
column with at most m rows and n columns. A
pre-processed input document Y is produced from
the table where Y can be written as, Y = y1y2..4;.
Here y; is the ith token in Y which has [ tokens and
[ > mn. In an auto-regressive approach text S =
5182...5k 1s generated from Y which can be defined
as, s; = argmaxP(s;|Y, s1, s2, ..., si—1;0) where
6 is model parameters.

1.3 Motivation

Text generation from tables can be useful in various
social applications where a mere description of the
numerical values proves to be insufficient.
* News or Blog writings on a Tournament points
table, Pricing table, or Voting results table.
* Reports on a Match summary, Business de-
tails, Sales detail of a company.
» Explaining Healthcare reports, Weather re-
ports, or understanding Legal documents, etc.
In recent years Table-to-text generation has seen
significant contributions (section 2). However, the
domain of exploration has been very limited to
sports and Wikipedia tables mostly. Along with
the perspective of subjectivity, which can add a
human touch to the generations; we explore differ-
ent genres of tables, which is necessary to make
comprehensive systems for this task.
The advancement of LLMs has contributed
largely to text generation, but not so much in the

'The table example is taken from Groww official website

case of tabular data. A study revealing the poten-
tial possibility of using LL.Ms for this task is also
necessary in the current scenario.

1.4 Our Contributions

Our contributions are:

1. the formulation of a problem statement (Sec-
tion 1.1) of subjective text generation from
tables, enriched with social significance. To
the best of our knowledge, this is the first-of-
its-kind effort.

2. the Ta2TS (pronounced as Tattoos and ex-
panded as Table-2-Text with Subjectivity and
Objectivity) dataset for this task comprising
3849 table instances sourced from sports, fi-
nancial statements, and weather forecast do-
mains (Section 3).

3. analysis and comparison of the performance
of different LLMs on the dataset, enabling
insight into LLMs’ capability of maintaining
factual consistency, coverage, and semantic
similarity with reference for table-to-text gen-
eration task (Section 4.4).

4. showing that regular LMs perform close
to LLMs. This we do by developing a
T5-based fine-tuned sequence-to-sequence
learner which has the highest Bleu-4 and
BERTScore on test Ta2TS dataset, beating
GPT3.5 and the other LLMs (Section 5.1).

2 Related Works

The table-to-text problem contains several differ-
ent approaches based on the type of table. The
Wikibio-infobox problem (Lebret et al., 2016) in-
volves generating textual descriptions from tables
with just one column extracted from Wikipedia
infoboxes. Versatile neural language models and
encoders were introduced to tackle this challenge
by Liu et al. (2017) and Rebuffel et al. (2022).
The ToTTo dataset (Parikh et al., 2020a) rep-
resents another prominent objective of text gener-
ation from a single highlighted row of the table.
Gehrmann et al. (2021) harnessed the T5 model
to address this challenge. Subsequently, sequence-
to-sequence techniques and structure-aware frame-
works were introduced by Parikh et al. (2020b) and
Wang et al. (2022). The current state-of-the-art
on this dataset has been held by Kale and Rastogi
(2020), who leveraged the TS model with 3 billion
parameters to achieve the highest scores. A very
similarly aligned problem, Wiki-table-to-text, has



also been worked on by Chen et al. (2021).

Among the previously discussed problem state-
ments, none encompass the task of comprehending
complicated tables with multiple rows and columns.
The Rotowire dataset (Wiseman et al., 2017) is ex-
pressly designed to address this challenge. The
concepts of macro-planning, content selection, and
planning have been significant contributions to this
field by Puduppully and Lapata (2021), Puduppully
et al. (2019). Li et al. (2021) achieved state-of-the-
art results by introducing a Record encoder, a Rea-
soning module, and a Decoder equipped with Dual
attention. Additionally, alternative approaches have
also been explored by Rebuffel et al. (2019), (Gong
et al., 2019) and Choi et al. (2021). It is worth
noting that the RotoWire tables exhibit a notable
degree of similarity to the tables of our interest. The
flattened tables derived from data instances within
RotoWire can contain up to 17,000 tokens. Most
of the current language model architectures do not
support such a huge context length. Thus, using
pre-trained models for this task is very challenging.
While training a model from the ground up may
address this challenge, there are concerns regarding
its comprehensive understanding of the language.
Zhao et al. (2023) explored the performances of
LLMs in table question-answering tasks with com-
parative analysis. Similar studies in text generation
from tables could be useful for prospects.

3 Dataset

We contribute to building a novel dataset for this
problem statement which is named Ta2TS Dataset
(Table-to-Text with Subjectivity), pronounced as
Tattoos.

3.1 Data Collection and Filtration

The dataset encompasses three types of tables, such
as financial statement tables, weather forecast ta-
bles, and sports tables. We collected the tables
using various web-based platforms that are entitled
to showcase different data tables. Five sites were
selected as sources of the tables such as Groww,
Indian Meteorological Dept., ESPN Cric Info, IPL,
and Goal (see A.2 for sources). The tables are
scraped using Python Programming language. A
total of 4200 tables were collected from the sources
by web scraping. The collected data has been
filtered manually. Tables with fewer rows and
columns than a threshold are removed. Also, data
instances having very low cell values are discarded.

Such as, some of the collected tables had zero or
NaN values. After filtration, the number of in-
stances in the dataset stands at 3849. The complete
dataset statistics are in Table 2. The dataset con-
tains arguably an unbiased distribution between
different genres, shown in Figure 6.

3.2 Annotation Details

We employ three annotators for this task who are
proficient in English. One of the annotators is
a graduate of Computer science and engineering
while the others are PhD students and postgradu-
ates in English literature respectively. They were
provided with detailed annotation guidelines with
rules, objectives, and multiple examples. Each in-
stance in the set was annotated only once. The
distribution among the annotators was 1150, 1300,
and 1399 instances. An example annotation is
shown in figure 3 (See A.4). 100 samples were
annotated by all three annotators which are used to
compute the Inter-Annotator Agreement (IAA).
The annotators were asked to mark the other an-
notators’ annotations > based on the correctness
of factual information and appropriate use of sub-
jectivity out of 10 (1 being the lowest score and
10 being the highest). Also, pairwise BERT-based
semantic similarity has been captured to emphasize
the similarity in the annotation tasks. BERTScore
ensures the contextual meaning of the sentences.
We present the harmonic mean of these two metrics
as the Inter-Annotator Agreement. We have also
evaluated pairwise Bleu-2 score for all the annota-
tors which is mentioned in the appendix (section
A4).

| A B C D

A 8.74 8.64 8.43
B | 8.56 899 842
C | 869 884 8.67

D | 833 8.69 8.99

Table 1: Inter-Annotator Agreement: We compute
the TAA using two metrics. Pairwise scoring of each
annotation based on factual consistency and capture
of subjectivity and calculation of pairwise average
BERTScore. The table represents the harmonic mean of
these two metrics.

2Annotator A is asked to mark annotators B and C’s anno-
tations for the given features.



Genre No. of Instances Avg. no. of rows Avg. no. of columns
Finance
Income statement 500 11 5
Balance Sheet 499 11 5
Cash flow 499 11 5
Weather forecast
District-wise tables 1031 5 10
Sports
Tournament Points Table 409 94 7.2
Series Form Table 941 5 6
Total 3849

Table 2: Genres in the Ta2TS Dataset: The Ta2TS dataset comprises three primary genres, namely, financial
tables, weather forecast tables and sports tables. In this table number of tables from each domain and different types

are shown.

4 Experimental Setup

We performed experiments on different versions of
the T5 model (Raffel et al., 2020). T5 is a sequence-
to-sequence model trained on C4 data with prefixes.
We understand that the metadata associated with
each table (company, team or district name, fore-
cast range etc.) can be an essential component of
the text generation. We fine-tuned the T5 models
with different sets of prefixes as a part of our ab-
lation study to understand the importance of table
context for the model.

4.1 Linearization of Tables

Transformer-based sequence-to-sequence models
are capable of understanding linearized informa-
tion with long context. A closer examination of
the reference texts reveals that the tabular content
contains two distinct types of information, namely,
row-wise and column-wise comparison. For ex-
ample, the income-statement table depicts phrases
that express the relative growth of the company in
time which requires row-wise comparison and re-
lation between revenue-EBIDTA or other features
which requires column-wise comparison. Hence,
the application of row-major flattening along with
a column separator token is required. In this lin-
earization, each cell is separated by a <sep> token
and rows start and end with <row> and </row>
tokens respectively. An example of linearization is
shown in section A.5.

4.2 Sequence-to-sequence Model

We use the T5 (Raffel et al., 2020) models to per-
form the task. TS5 is a transformer-based sequence-
to-sequence learner. Multiple versions of the T5

model such as T5-base, T5-large, and T5-3b are
used for the experiments. We used three different
setups with respect to prefixes,

1. Without any table context or prefix.

2. With the prefix "Summarize the table: "

3. With contextual prefix such as "Summarize
the table about Kolkata district of West Bengal
state, during the time range 01-Jan-2024 to
06-Jan-2024: "

The overall architecture with linearization, prefix
and model usage is shown in figure 2.

4.3 Training Details

The TS models are fine-tuned on different settings.
The dataset has been divided into an 80-10-10
train-test-validation split. Using five-fold cross-
validation we trained the T5-base, T5-large and
T5-3b models on 30, 24 and 20 epochs respectively.
The number of epochs has been chosen by minute
observation of the change in loss and metrics over
the epochs. We used a learning rate of 2e — 5 with a
batch size of 4. On average, the whole fine-tuning
for the base model took around 6 hours, for large
around 10 hours and for 3b for 17 hours. Adafac-
tor optimizer has been used with a learning rate of
le — 3 and with a decay rate of 0.8.

4.4 Prompting on LLM

Along with TS results, we perform prompting ex-
periments on various state-of-the-art Large lan-
guage models. Comparing and analysing the re-
sults we try to establish a baseline on this dataset.
With the experiments on LLM, we fundamentally
try to answer three different questions.



Linearized Table: [Table] <rows ...
<sep> 2019 <sep> 2020 <sep> 2021
<sep> 2022 <sep> ... ... </row> <row>

l Generated Text
by T5 models

Instruction Prompt - vouhaveto
generate a similar subjective and objective
description of the given table:

Table:

Subjective and Objective Description:

—

1 Generated Text
by LLMs

Few-shot prompts =

a
Table:
Subjective and Objective Description:

Reference Texts

System Prompt = “You have to write a
subjective and objective description of the table.

Objectivity and Subjectivity
are defined as follows....”

Figure 2: Architecture: The diagram shows two parallel methods of experimentation we adopted. In the top
experiment, the tables are linearized (section 4.1). Metadata is the genre of the table, company or district name,
time and additional details. Different types of prefixes are given based on the context (section 4.2). Different T5
models are used with different prefix types. In the bottom experimentation, some popular LLMs are prompted. A
system prompt is generated by formally defining the task. Multiple examples are given in few-shot methods along
with the metadata and reference text. Finally generated texts by all of these methods are compared and analysed.

1. How well do LLMs perform in understanding
human perception behind the tabular informa-
tion?

2. Can LLMs maintain factual consistency
through the generation tasks?

3. What is the future of table-to-text generation
through generic LLMs?

Generic LLM here refers to the models which are
generally used for a wide variety of tasks and not
specifically designed for a particular task, such as
ChatGPT, Mistral etc. To answer the questions
raised above, we have prompted on four Language
models, namely, GPT-3.5-turbo (Speed, 2024),
Mistral-7b (Jiang et al., 2023), and Llama-2 (Tou-
vron et al., 2023). The experiments include 0-shot,
1-shot and few-shot (up to 7 shots).

We experimented with different prompts with
changing definitions of subjectivity and instruction.
We divide the prompt into three sections. System
prompt is the part where we define the task and pro-
vide the necessary definitions to the LLM (see the
figure 2). In the few-shot prompt section, we add
the example instances with notation of table and
description. In the last instruction prompt section,
the input table with instructions to write descrip-
tion text is given. Our experiments focused on the
system prompt section mostly. The tables are given

in input with separator tokens and proper indenta-
tion. An example of a table and prompt is given in
Figure 8 (section A.6).

5 Results

We measured the generated texts of the fine-tuned
models and LLMs through automatic and human
evaluation methods. The automatic metrics are
explained below.

5.1 Quantitative Analysis

The three different prefixes are denoted by the fol-
lowing notations.

1. w/o-pf: Without any table context or prefix.

2. pf-w/o-ct:With the prefix "Summarize the ta-
ble: "

3. pf-ct: With contextual prefix such as "Summa-
rize the table about Kolkata district of West
Bengal state, during the time range 01-Jan-

2024 to 06-Jan-2024: "

5.1.1 Evaluation Metrics

Parent-FScore Parent-Fscore is F1 score that as-
sesses the overall generation in the domain of table-
to-text (Dhingra et al., 2019). It uses entailment-
based precision and recall to analyse the factual
consistency in the generated texts.



Model Parent-Fscore

Bleu-4 Meteor Rouge-L. BertScore

T5-base, w/o-pf 0.44 2.89 22.17 21.11 80.43
T5-base, pf-w/o-ct 0.44 3.22 24.60 22.97 84.14
T5-base, pf-ct 0.45 3.25 24.98 23.45 85.15
T5-large, w/o-pf 0.47 2.81 23.54 21.98 81.43
T5-large, pf-w/o-ct 0.47 2.94 23.65 22.31 82.22
T5-large, pf-ct 0.48 3.20 24.11 23.67 84.37
T5-3b, w/o-pf 0.41 2.57 20.11 21.39 81.58
T5-3b, pf-w/o-ct 0.42 2.63 21.77 22.64 82.00
T5-3b, pf-ct 0.44 2.67 22.03 22.78 82.28
GPT3.5, 0-shot 0.51 2.64 25.3 21.9 81.70
GPT3.5, 1-shot 0.52 3.08 26.28 23.02 83.87
GPT3.5, 3-shot 0.54 2.98 25.97 23.57 84.78
GPT3.5, 7-shot 0.51 248 25.29 23.24 84.42
Mistral-7b, 0-shot 0.42 2.21 18.09 13.65 30.01
Mistral-7b, 1-shot 0.42 248 18.76 18.11 40.83
Mistral-7b, 3-shot 0.43 2.69 19.26 18.76 29.64
Mistral-7b, 7-shot 0.42 2.08 20.17 13.92 29.87
Llama-2, 0-shot 0.45 2.17 17.44 19.32 56.71
Llama-2, 1-shot 0.46 2.31 18.13 19.45 59.00
Llama-2, 5-shot 0.46 2.84 19.65 19.88 63.14

Table 3: Metrics Table: We computed Parent-Fscore (Dhingra et al., 2019), Bleu-4 score (Papineni et al., 2002),
Meteor score (Banerjee and Lavie, 2005), Rouge-L score (Lin, 2004) and BERTScore (Zhang et al., 2020) to analyse
the generations. The highest scores in each metric are highlighted in bold and the second highest is highlighted with
underline. We can see that the results of our TS model and comparable with GPT3.5 and they together outperformed
the rest. Parent score is shown out of 1 and the rest of the metrics are shown out of 100.

Bleu-4 Score It is an n-gram precision-based
metric (Papineni et al., 2002). B-4 calculates preci-
sion up to 4 grams and represents the lexical match
between reference and machine-generated text.

Meteor Score It is an alignment-based met-
ric which uses lexical matching, stemming-based
matching, synonyms etc (Banerjee and Lavie,
2005). It also penalizes unaligned words. Meteor
represents a good characteristic for judging content
and fluency.

Rouge-L Score It is a recall-based metric which
measures the longest common sub-sequence be-
tween the machine-generated text and reference
text (Lin, 2004). It emphasizes on how much con-
tent is covered from the reference text.

BERTScore This metric is based on contex-
tual embeddings of the BERT model (Zhang et al.,
2020). BERTScore represents the similarity in the
reference text and generated text.

The results are showcased in table 3. We can
see that T5 and GPT3.5 outperformed all the other
models. The T5-base (pf-ct) achieved the highest
Bleu-4 score of 3.25 and the highest BERTScore of
85.15. On the other hand, T5-large (pf-ct) achieved

the highest Rouge-L score of 23.67 and the second-
highest Bleu-4 of 3.20. BERTScore signifies the
similarity of generated text in the embedding space
and B-4 represents the lexical content overlap.

As a part of the ablation study, we fine-tuned the
T5 models with different prefix settings. As we can
see from table 3, the pf-ct setting (section 5.1) had
the highest performances in both T5-base and T5-
large. Hence, we conclude that adding the context
in prefixes helps generate more relevant texts to
the ground truth. For T5-3b, we estimate that it is
overfitting on the training data. The generated texts
from the 3b model lacked coverage significantly
and sometimes hallucinating too.

GPT3.5 significantly outperformed all other
large language models. With a 3-shot setting, it
achieved the highest Parent-fscore and the second-
highest scores in Meteor, Rouge-L. and BERTScore.
The generations covered all necessary information
from the tables, had fluency, and coherence and pro-
vided significant similarity with the ground truth
too. Mistral-7b and LLama-2 performed poorly on
all the settings with similar prompts. For simple
text generation, we understand that 3-shot prompt-



ing outperforms 7-shot. The shorter context helps
the model understand the task and semantics of
ground truth soundly. The B-4 scores are signifi-
cantly low yet the generated texts represent a good
summary of the table. We explain this by the prop-
erty of synonyms. The T5 models and LLMs un-
derstand the language phenomena soundly. Hence,
it can use different words or expressions to ex-
press similar meanings. Hence, the lexical overlap
can be low. However, a similar meaning refers to
close enough values of context vectors in BERT
embedding space, which in turn is reflected in high
BERTScores. An example of generated text is
shown in Figure 3.

5.2 Qualitative Analysis

Qualitative Evaluation has been performed over
100 randomly chosen samples. The evaluators are
asked to mark the generations out of 10 (1 being
the lowest and 10 being the highest), based on four
parameters, namely, coherence, coverage, accuracy,
and subjectivity capture.

Coherence is defined as the logical flow of infor-
mation in the text, where each sentence or phrase
follows the previously generated phrase.

Coverage is defined as ensuring the inclusion
of all the necessary information from the table.
Necessary, although depends on different perspec-
tives, we have specifically defined to the evaluators.
There can be information in the table which is co-
related to some other information (can be inferred
from other information), we call it dependent infor-
mation. For instance, when we say that a team has
played 16 matches and won 10 while losing 4, it is
obvious that 2 matches were tied. The evaluators
are asked to ignore the dependent information and
judge based on only the independent ones.

Accuracy is defined as the factual correctness
of the objective information present in the table.
It is noteworthy that the accuracy metric will not
penalize coverage, hence it will judge only the in-
formation in the generated text.

Subjectivity capture is defined as the correct-
ness of subjective phrases generated in the text and
the inclusion of subjective phrases for every objec-
tive information.

The human evaluation scores on GPT3.5, 3-shot
are shown in Table 4. The evaluators analysed each
instance on the four features described above. To
summarise scores, we report the harmonic mean of
all the features as it represents a more refined dif-
ferentiation than the arithmetic mean. The scores

showcase that in all of the given features, the gener-
ations reflect soundness and quality. The relatively
lower coherence is caused due to some unattended
co-reference resolution in the text, which reduces
the flow of reading to some extent. The high sub-
jectivity capture score reflects on use of correct
adjectives at the right places throughout the text.

Coh. Cov. Acc. Sub. Cap.
A 87 9.0 88 9.1
B 8.4 88 89 9.0
C 89 9.0 9.1 9.1
H-Mean 8.66 893 8093 9.06

Table 4: Human evaluation on GPT3.5 Generated
Instances: the average score of all 200 generated sam-
ples over the features of Coherence (Coh.), Coverage
(Cov.), Accuracy (Acc.) and Subjectivity Capture (Sub.
Cap.). We report the summary of scores by harmonic
mean of all the evaluators.

The human evaluation scores of T5-large (pf-
ct) generated instances, as shown in Table 5, indi-
cate a lower quality compared to texts generated
by GPT. Specifically, the coverage score for T5-
generated texts is significantly lower than that of
GPT-generated texts. Upon closer examination, it
becomes apparent that many of the generated sam-
ples leave some objective facts unattended, which
could have enhanced their impact on readers. De-
spite this, T5-generated texts achieve relatively
higher scores in Accuracy and Subjectivity cap-
ture, indicating a factually consistent presentation
of objective data and an appropriate emotional in-
terpretation of the objective information context.
However, some issues with co-reference resolution
persist in these texts like GPT, which results in
lower coherence scores.

Coh. Cov. Acc. Sub. Cap.
A 8.3 82 87 8.8
B 8.1 80 85 9.0
C 8.4 83 8.8 9.0
H-Mean 826 8.16 8.66 8.93

Table S: Human evaluation on T5-large-pf-ct Gener-
ated Instances: The average score of all 200 generated
samples over the features of Coherence (Coh.), Cover-
age (Cov.), Accuracy (Acc.) and Subjectivity Capture
(Sub. Cap.). We report the summary of scores by har-
monic mean of all the evaluators.

6 Conclusion and Future Work

In this paper, we present a novel perspective on the
domain of table-to-text generation by introducing



Particulars 2019 2020 2021

Revenue 249.79 339.87 558.00

Expenses 18999 26065 410.08

EBITDA  70.71 93.98 17119

EBIT 6061 8065 151.56

Profit Before Tax ~ 59.80  79.22 147.92

Net Profit 4882 6552 13504

Operating Profit Margin  28.35% 28.16% 33.13%
Net Profit Margin  19.57% 19.63% 26.13%
Earning Per Share (Diluted) 2010  26.13  10.59
Dividends Per Share 0.00 0.00 0.00

Reference Text

2022 2023 The table depicts the highs and lows
of the company in the past 5 years in
1153 1488 terms of its financial numbers. It has
been performing remarkably well in
. 1,
903.05 206 maintaining its operational efficiency
28431 84238 || over the years which hints at the fact
that the company has been
251.87 29296 || judiciously investing on its strategies
and management plans. Though the
24480 281.55 || operating profit margin is on the rise,
it has not been able to maintain an
21469 24547 || equilibrium growth in its net profit
o margin too. In the year 2023, net
26.29% 23.88% profit margin faced a severe low of
17.12%. As a result, it is currently
19.85% 17.12% declining and needs to be making
gradual improvements at the same
16.1 18.4

6.13 5.43 pace to ensure the stability of the
0.00 0.00 | | company ar.ld tf.l gain a good trust of

its prospective investors.

KS-Iarge (pf-ct) Generated Text \

The financial report of the company shows
a significant increase in revenue from
249.79 million to 1,488 million over the
years. Expenses also increased from 260.65
billion to 1.206 million, while EBITDA
ranged from 306.31 million. Ebit and profit
before tax exhibited some fluctuations,
with the highest values in the third year.
Net profit margin grew from 19.57% to
26.13%, indicating efficient cost
management. The earnings per share
(diluted) increased significantly from 26.13
to 18.43, reflecting positive growth for
shareholders. Overall, the financial
performance showed both positive and
negative trends but remained above 2021

Q 2022 respectively.

@3.5 (3-shot) Generated Text \

The table presents financial data for the
years 2019 to 2023, showing a significant
increase in revenue from 249.79 to 1,488.
Expenses have also grown, resulting in
positive EBITDA and EBIT figures. The profit
before tax and net profit have shown a
consistent growth trend, with net profit
reaching 245.47.
margin fluctuated over the years, reaching a
peak in 2021 at 33.13%. The net profit
margin has also varied, but overall showing
an improvement. Earnings per share have
fluctuated, indicating some variability in
profitability per share. It is noteworthy that
no dividends were distributed during these

The operating profit

/

years, suggesting reinvestment of profits

Qkin:o the business. /

Figure 3: Example of texts generated by TS-large (pf-ct) and GPT 3.5 (3-shot): In the figure the given table and
reference text (ground truth) are taken from the Ta2TS dataset and at the bottom the generated texts are shown.

the element of subjectivity, an unexplored dimen-
sion of this field for several different table genres.
To facilitate our goal, we curate the Ta2TS Dataset
with tables and respective subjective-objective
ground truth texts. We conduct fine-tuning and
prompting experiments to assess the effectiveness
of various models in capturing subjectivity and
factual objectivity. The evaluations indicate that
the models exhibit a robust understanding of word
knowledge, with subjective phrases appropriately
reflected in the generated text. Our fine-tuned TS
models perform comparably with the GPT3.5-turbo
(few-shot prompted) model. Also, we provide a
to-the-best-of-our-knowledge first comprehensive

analysis of LLM performances in the table-to-text
generation task. We proposed three questions re-
garding the use of LLMs in table-to-text generation
(section 4.4) which we try to answer here. The
detailed quantitative and qualitative evaluations re-
veal that the generated texts are sound in terms
of most of the evaluation parameters. LLMs do
understand the structure of tabular data and the re-
lation between different cells. The texts remain
consistent factually throughout, indicating reliabil-
ity in the objective information. Also, it has higher
coverage than the fine-tuned models. Hence, we
conclude the effectiveness of LLMs in table-to-text
generation.



7 Limitations

Our dataset contains tables from three genres. Sub-
jectivity in the same type of table can be influenced
by similar semantics, which may not be the case
for a more diverse dataset. Hence, building a robust
system to handle all kinds of tables will be more
feasible with an even more diverse or large dataset.
Moreover, we developed a table flattening tech-
nique to fit tables in sequence-to-sequence models
which are trained on normal text. For prospects,
we propose ideas to fuse pre-trained table encoders
with decoders and fine-tune our dataset to get even
better metric scores.

8 Ethics Statement

All of our collected data were present in open-
source mediums and did not contain personal, re-
stricted, or illegal data. None of the generated texts
or annotated texts were intended to promote or
derogate any team or entity.
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A Appendix

A.1 Examples of Subjective Text Generation
from Tables

Figure 4 and figure 5 showcase some more exam-
ples of data instances from the Ta2TS dataset.
These tables are collected from Sports and Weather
forecast domains respectively.

A.2 Data Collection

The tables of Ta2TS Dataset have been scraped
from 5 sites namely, Groww 3 Indian Meteorolog-

3ht’cps: //groww.in/
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Table:

TEAMS M w L T PT  Series Form

Delhi Daredevils | 16 11 5 ] 22 WLWLW
Kolkata Knight Riders | 16 10 5 o 21 WWLLW
Mumbai Indians | 16 10 6 o 20 WLWWL
Chennai Super Kings | 16 8 7 o 17 LWWWL

Royal Challengers | 16 8 7 o 17 LWLWW

Bangalore

Kings XI Punjab = 16 8 8 0 16 LWLWW
Rajasthan Royals = 16 7 9 o 14 LLWLW
Deccan Chargers | 16 4 11 0 9 WWLLL

Pune Warriors | 16 4 12 o 8 LLLLL

Reference Text:

In the league, Delhi Daredevils have showcased remarkable performance,
grabbing 11 wins out of 16 matches and proving dominance with 22 points.
Kolkata Knight Riders follow closely with 10 wins and 21 points. Mumbai
Indians secured 10 wins as well, with a slightly fluctuating form. The
competition has been intense for the teams like Chennai Super Kings and
Royal Challengers Bangalore, both securing 17 points each. Kings X|
Punjab, Rajasthan Royals and Deccan Chargers also fail to display
promising performance with 16, 14 and 8 points each. Pune Warriors faced
an uphill battle with only 8 points and securing bottom spot.

Figure 4: Generating text with subjectivity: The table
shows different teams and their relative performances
in a tournament. The table is described by the refer-
ence text, enriched with subjectivity. It is an example
instance table from the sports domain of the Ta2TS
dataset. In the table the abbreviations denote the follow-
ing; M:Matches; W:Wins; L:Losses; T:Ties; PT:Points.

ical Dept. *, ESPN Cric Info 3, IPL © and Goal ’
which are mentioned in the section 3.1.

A.3 Ta2TS Dataset Statistics

The dataset contains three different kinds of tables
such as financial-statement tables, weather forecast
tables, and sports tables. The financial statements
tables are of different companies that are listed
on the National Stock Exchange, India. There are
three kinds of financial tables for each company,
namely its income statement, balance sheet, and
cash flow tables. On the other hand, the weather
forecast data is collected from the official site of
Govt. of India. These tables present data for each
district in each state. Statistics of the dataset have
been shown in table 2 and figure 6. As mentioned in
section 3.1, a total of 3849 tables are collected with
an average of nearly 9 rows and nearly 7 features.

A.4 Dataset Annotation

The data instances have been manually annotated
which is mentioned in section 3.2. The annotators
were given a detailed instruction set to follow and

*https://mausam.imd.gov.in/imd_latest/
contents/agromet/advisory/indiadistrictforecast.
php

Shttps://www.espncricinfo.com/

6https ://www.iplt20.com/

"https://www.goal.com/en-in
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were paid a total of 1.20$ per data instance for anno-
tation. The annotation task was conducted through
regular monitoring over two months, following a
fixed set of instructions. We asked the annotators to
write at most 150 words for each instance. We try
to keep the length of the reference text invariable
for a variable number of rows and columns.

We define the annotation task in three steps: (1)
Information extraction from the table, (2) Subjectiv-
ity infusion, and (3) Text generation. In step 1, the
annotators are expected to extract the objective in-
formation in the table and understand its dynamics,
changes, and relations. Furthermore, they should
understand the emotions lying with the variables in
the data and infuse subjectivity into the information.
In the last step, they should write a text combined
with the previous semantics which describes the
table. The annotation details and guidelines are de-
scribed in section 3.2. The pairwise Bleu-2 scores
are shown in table 6.

A B C D
A 27.13 3249 29.33
B 23.53 34.18
C 28.58
D

Table 6: Bleu-2 for Inter-Annotator Agreement: Pair-
wise Bleu-2 scores are calculated for annotators.

A.5 Table Linearization

Linearization of tables is crucial when it is given as
input in seq-to-seq models. We used a tagged con-
catenation of delimiter-separated row-major order-
ing to generate a flattened sequence of tables. The
row-major orders are initiated with tags <rows>
and end with </rows>. Whereas, each column in
row-major order is separated by <sep> token. The
intuition behind the linearization is described in
section 4.1.
A row-major flattening of the table in figure
7 can be written as, [TABLE] <row> Teams
<sep> Matches <sep> Wins <sep> Losses <sep>
<sep> Series Form </row> <row> Notting-
hamshire <sep> ... <SEP> ... LLWLL </rows>.

A.6 Prompting on LLMs

Large language models are prompted to generate
objective and subjective text from the given tables.
We use three different sections in the whole prompt.
The first section is system prompt which refers to


https://mausam.imd.gov.in/imd_latest/contents/agromet/advisory/indiadistrictforecast.php
https://mausam.imd.gov.in/imd_latest/contents/agromet/advisory/indiadistrictforecast.php
https://mausam.imd.gov.in/imd_latest/contents/agromet/advisory/indiadistrictforecast.php
https://www.espncricinfo.com/
https://www.iplt20.com/
https://www.goal.com/en-in

Table:

Forecast Valid From Valid Till Rainfall TempMax TempMin Humidity-1 Wind Wind Cloud
Date {mm) (deg C) (deg C) {%) Speed Direction Cover
{m/s) (deg)  (octa)

0| 2024-02-07 2024-02-06 2024-02-07 0 28 20 38 10 248

1| 2024-02-08 2024-02-07 2024-02-08 0 27 19 23 11 335

2| 2024-02-09 2024-02-08 2024-02-09 0 26 17 17 12 9

3| 2024-02-10 2024-02-09 2024-02-10 0 25 16 14 12 347

4| 2024-02-11 2024-02-10 2024-02-11 0 26 16 16 11 342

Reference Text:

The data from the table shows the variation in weather forecast for consecutive 5 days in the month of February. There
has been no rainfall recorded between 7" of February to 11" of February. While both the maximum and minimum
degree of temperature is dropping, the region is slowly pacing towards colder days and nights. The humidity pattern
demonstrates a mixed variation with a straight fall from 70% to 29% in the first three days, indicating even minor
chances of rain. The weather is overall comfortable and pleasing. People in this region witness clear skies and an
overall amiable weather. Significant cloud cover was observed on 11" of February which warns of the advent of|
scattered drizzles. The area experiences moderate breezes making the environment more conducive to the people.
On a general note, the weather is fairly enjoyable, but it would be good if precautionary measures are adopted to

counteract sudden showers or temperature drip.

Figure 5: Generating text with subjectivity: The table contains data on the weather forecast in the district of Kolkata
from 6th February 2024 to 11th February 2024. The subjective reference text describes the table. This example data

instance is taken from the Ta2TS dataset.

Sports Tables

34% Finance Tables

39%

Weather Tables
27%

Figure 6: Distribution of Genres in Ta2TS Dataset:
The chart depicts the distribution of different genres in
the dataset. 34% of the tables are from the sports genre,
39% are from the finance genre and 27% are from the
weather genre.
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0 1 2R 4 6 7 8
0 TEAMS MW L T PT NRR Series Form
1 Nottinghamshire 10§ 7 J1 0 16 1.315 WLWWW
2 Lancashie 10| 5 pp 0 12 -0.250 LLWWL
3 Leicestershire 10] 4 8 0 11 -0.180 WwLLW
4 Durham 10§ 4 5 0 9 0421 LWWWW
5 Yorkshire 10§ 3 |5 0 8 0.297 WLLLL
6 Derbyshire 10§ 1 |7 0 4 -1.583 LLWLL

Figure 7: Table flattening: extracting information from
row-major and column-major ordering

the initial description of the task along with nec-
essary definitions. Followed by few-shot prompt,
where multiple examples of tables and description
texts are given. This section can be repeated several
times depending on the shot numbers. In the last
section, i.e., instruction prompt, we add the input
table along with a little instruction about what has
to be performed. An example of prompt has been
shown in the figure 8.



-~

You have to write a subjective and objective description of the table. Objectivity and Subjectivity
are defined as follows.

Objectivity: It refers to the factual information given in the table, like numerical values or data.
Subjectivity: It refers to the human interpretation of the data. Subjective texts have proper use of
adjectives to denote the trends in data or impact of the data on reader.

\_ Here are a few examples of tables and corresponding descriptions.

/” Table:

Particulars|2019|2020|2021|2022|2023|

i s o e |
Revenue|5,77,595|6,10,699|4,83,251|7,14,909|8,89,569|
Expenses|5,22,471|5,52,756(|4,33,948|6,33,883|7,95,547|
EBITDA|92,656|97,836]1,03,222|1,28,523]1,53,920|
EBIT|71,722|75,633|76,650]98,726(1,13,617|

Profit Before Tax|55,227|53,606|55,461(84,142|94,046|

Net Profit|39,837|39,880|53,739|67,845|73,670|

Financial Ratios||||||

Operating Profit Margin|15.89%)]14.82%)|18.11%)|16.21%|15.83%|
Net Profit Margin|6.83%|6.04%]|8.97%|8.56%|7.60%|
Earning Per Share (Diluted)|66.80|63.06|75.21]90.85]|98.59|
Dividends Per Share|6.50|6.50|7.00|8.00|9.00|

/.

Subjective and Objective Description:

The overall summary of the income mentioned above shows a consistent increase in revenue over the
years, reaching a peak of 7,89.569. Expenses have also increased but at a slower rate, resulting in a
positive EBITDA of 1,53.920. EBIT and profit before tax have shown steady growth, with net profit reaching
73.670. The operating profit margin has remained relatively stable around 15-18%, while the net profit
margin has improved slightly over the years. Earnings per share have also increased, indicating positive
performance. Dividends per share have also increased steadily, reflecting the company's profitability.

- /

/—You have to generate a similar subjective and objective description of the given table: —\‘
Table:

Particulars|2018|2020|2021|2022|2023|

e e e S B e o
Revenue|548.39|707.45|756.15|865.68|1,166|
Expenses|494.47]|494.38|364.13|462.99|756.74|
EBITDA|58.05|235.85|412.08|407.79|410.50|
EBIT|53.92|214.70|396.02|395.84|379.43|

Profit Before Tax|53.92]211.42|389.35|390.44|371.28|

Net Profit|20.04|147.38|279.77|297.62|283.83|

Financial Ratios||||||

Operating Profit Margin|11.44%|36.92%)|61.54%|54.12%]|41.66%|
Net Profit Margin|3.95%]|23.07%|41.78%)|39.50%]|28.80%|
Earning Per Share (Diluted)|7.61]50.24]94.58|96.84|92.64|
Dividends Per Share|0.00|10.00|15.00|2.00|20.00|

\Subjactive and Objective Description: /

Figure 8: Prompt Example: An example prompt to the LLMs is given in the figure. The three sections represent
system prompt, few-shot prompt and instruction prompt explained in section 4.4. The few-shot section is repeated
several times depending on the shot numbers.
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