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Abstract

The development of large high-quality datasets001
and high-performing models has led to signifi-002
cant advancements in the domain of Extractive003
Question Answering (EQA). This progress has004
sparked considerable interest in exploring unan-005
swerable questions within the EQA domain.006
Training EQA models with unanswerable ques-007
tions helps them avoid extracting misleading or008
incorrect answers for queries that lack valid re-009
sponses. However, manually annotating unan-010
swerable questions is labor-intensive. To ad-011
dress this, we propose AGent, a novel pipeline012
that automatically creates new unanswerable013
questions by re-matching a question with a new014
context that lacks the necessary information015
for a correct answer. In this paper, we demon-016
strate the usefulness of this AGent pipeline by017
creating two sets of unanswerable questions018
from answerable questions in SQuAD and Hot-019
potQA. These created question sets exhibit low020
error rates. Additionally, models fine-tuned on021
AGent unanswerable questions show compara-022
ble performance with those fine-tuned on the023
SQuAD 2.0 dataset on multiple EQA bench-024
marks.025

1 Introduction026

Extractive Question Answering (EQA) is an im-027

portant task of Machine Reading Comprehension028

(MRC), which has emerged as a prominent area029

of research in natural language understanding. Re-030

search in EQA has made significant gains thanks to031

the availability of many challenging, diverse, and032

large-scale datasets (Rajpurkar et al., 2016, 2018;033

Kwiatkowski et al., 2019; Yang et al., 2018; Trivedi034

et al., 2022). Moreover, recent advancements in035

datasets also lead to the development of multiple036

systems in EQA (Huang et al., 2018; Zaheer et al.,037

2020) that have achieved remarkable performance,038

approaching or even surpassing human-level per-039

formance across various benchmark datasets.040

Q2: What is the name 
of another algorithm 
useful for conveniently 
testing the primality of 
decimal digits?

Q1: What is the name of 
one algorithm useful for 
conveniently testing the 
primality of large 
numbers?

C1: [...] Algorithms much 
more efficient than trial 
division have been 
devised to test the 
primality of large 
numbers. These include 
the Miller-Rabin 
primality test, [...]

C3: The most basic 
method of checking the 
primality of a given 
integer n is called trial 
division. [...]

Q3: What is the name of 
one algorithm useful for 
conveniently testing the 
primality of large 
numbers?

SQuAD 1.1

SQuAD 2.0

AGent

Figure 1: Examples of an answerable question Q1 from
SQuAD 1.1, and two unanswerable questions Q2 from
SQuAD 2.0 and Q3 from SQuAD AGent. In SQuAD
2.0, crowdworkers create unanswerable questions by
replacing “large numbers” with “decimal digits.” On the
other hand, our automated AGent pipeline matches the
original question Q1, now Q3, with a new context C3.
The pair C3−Q3 is unanswerable as context C3 does
not indicate whether the trial division can conveniently
test the primality of large numbers.

Matching the rapid progress in EQA, the sub- 041

field of unanswerable questions has emerged as a 042

new research area. Unanswerable questions are 043

those that cannot be answered based only on the 044

information provided in the corresponding context. 045

Unanswerable questions are a critical resource in 046

training EQA models because they allow the mod- 047

els to learn how to avoid extracting misleading an- 048

swers when confronted with queries that lack valid 049

responses. Incorporating unanswerable questions 050

in the training set of EQA models enhances the 051

overall reliability of these models for real-world 052

applications (Tran et al., 2023). 053

Nevertheless, the manual annotation of unan- 054

swerable questions in EQA tasks can be pro- 055

hibitively labor-intensive. Consequently, we 056
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present a novel pipeline to automate the creation057

of high-quality unanswerable questions given a058

dataset comprising answerable questions. This059

pipeline uses a retriever to re-match questions with060

paragraphs that lack the necessary information to061

answer them. Additionally, it incorporates the con-062

cept of adversarial filtering for identifying challeng-063

ing unanswerable questions. The key contributions064

of our work can be summarized as follows:065

1. We propose AGent which is a novel pipeline066

for automatically creating unanswerable ques-067

tions. In order to prove the utility of AGent,068

we apply our pipeline on two datasets with dif-069

ferent characteristics, SQuAD and HotpotQA,070

to create two different sets of unanswerable071

questions. In our study, we show that the072

two unanswerable question sets created using073

AGent pipeline exhibit a low error rate.074

2. Our experiments show that the two unanswer-075

able question sets created using our proposed076

pipeline are challenging for models fine-tuned077

using human annotated unanswerable ques-078

tions from SQuAD 2.0. Furthermore, our ex-079

periments show that models fine-tuned using080

our automatically created unanswerable ques-081

tions show comparable performance to those082

fine-tuned using the SQuAD 2.0 dataset on083

various EQA benchmarks, such as SQuAD084

1.1, HotpotQA, and Natural Questions.085

2 Related Work086

2.1 Unanswerable Questions087

In the early research on unanswerable questions,088

Levy et al. (2017) re-defined the BiDAF model089

(Seo et al., 2017) to allow it to output whether the090

given question is unanswerable. Their primary ob-091

jective was to utilize MRC as indirect supervision092

for relation extraction in zero-shot scenarios.093

Subsequently, Rajpurkar et al. (2018) introduced094

a crowdsourcing process to annotate unanswerable095

questions, resulting in the creation of the SQuAD096

2.0 dataset. This dataset later inspired similar097

works in other languages, such as French (Heinrich098

et al., 2022) and Vietnamese (Nguyen et al., 2022).099

However, recent research has indicated that models100

trained on SQuAD 2.0 exhibit poor performance101

on out-of-domain samples (Sulem et al., 2021).102

Furthermore, apart from the adversarially-103

crafted unanswerable questions introduced by104

Rajpurkar et al. (2018), Natural Question105

(Kwiatkowski et al., 2019) and Tydi QA (Clark 106

et al., 2020) present more naturally constructed 107

unanswerable questions. While recent language 108

models surpass human performances on adversar- 109

ial unanswerable questions of SQuAD 2.0, natural 110

unanswerable questions in Natural Question and 111

Tidy QA remain a challenging task (Asai and Choi, 112

2021). 113

In a prior work, Zhu et al. (2019) introduce a 114

pair-to-sequence model for generating unanswer- 115

able questions. However, this model requires a sub- 116

stantial number of high-quality unanswerable ques- 117

tions from SQuAD 2.0 during the training phase to 118

generate its own high-quality unanswerable ques- 119

tions. Therefore, the model introduced by Zhu 120

et al. (2019) cannot be applied on the HotpotQA 121

dataset for generating high-quality unanswerable 122

questions. In contrast, although our AGent pipeline 123

cannot generate questions from scratch, it distin- 124

guishes itself by its ability to create high-quality 125

unanswerable questions without any preexisting 126

sets of unanswerable questions. 127

2.2 Robustness of MRC Models 128

The evaluation of Machine Reading Comprehen- 129

sion (MRC) model robustness typically involves 130

assessing their performance against adversarial at- 131

tacks and distribution shifts. The research on adver- 132

sarial attacks in MRC encompasses various forms 133

of perturbations (Si et al., 2021). These attacks in- 134

clude replacing words with WordNet antonyms (Jia 135

and Liang, 2017), replacing words with words hav- 136

ing similar representations in vector space (Jia and 137

Liang, 2017), substituting entity names with other 138

names (Yan et al., 2022), paraphrasing question 139

(Gan and Ng, 2019; Ribeiro et al., 2018), or inject- 140

ing distractors into sentences (Jia and Liang, 2017; 141

Zhou et al., 2020). Recently, multiple innovative 142

studies have focused on enhancing the robustness 143

of MRC models against adversarial attacks (Chen 144

et al., 2022; Zhang et al., 2023; Tran et al., 2023). 145

On the other hand, in the research line of robust- 146

ness under distribution shift, researchers study the 147

robustness of models in out-of-domains settings 148

using test datasets different from training dataset 149

(Miller et al., 2020; Fisch et al., 2019; Sen and 150

Saffari, 2020). 151

3 Tasks and Models 152

In the task of EQA, models are trained to extract a 153

list of prospective outputs (answers), each accom- 154
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Figure 2: The AGent pipeline for generating challenging high-quality unanswerable questions in Extractive Question
Answering given a dataset with answerable questions. In step 3 of the pipeline, the blue dots represent the calculated
values (using formula discussed in §4.2) for unanswerable questions, while the red dots represent the calculated
values for answerable questions. The threshold for discarding questions from the final extracted set of unanswerable
questions is determined by finding the minimum value among all answerable questions. Any question with a
calculated value greater than the threshold will not be included in our final extracted set.

panied by a probability (output of softmax func-155

tion) that represents the machine’s confidence in156

the answer’s accuracy. When the dataset includes157

unanswerable questions, a valid response in the ex-158

tracted list can be an “empty” response indicating159

that the question is unanswerable. The evaluation160

metric commonly used to assess the performance of161

the EQA system is the F1-score, which measures162

the average overlap between the model’s predic-163

tions and the correct answers (gold answers) in the164

dataset. For more detailed information, please refer165

to the work by Rajpurkar et al. (2016).166

3.1 Datasets167

In our work, we utilize three datasets: SQuAD (Ra-168

jpurkar et al., 2016, 2018), HotpotQA (Yang et al.,169

2018), and Natural Questions (Kwiatkowski et al.,170

2019). In the SQuAD dataset, each question is as-171

sociated with a short paragraph from Wikipedia.172

HotpotQA is a dataset designed for multi-hop rea-173

soning question answering where each question174

requires reasoning over multiple supporting para-175

graphs. Additionally, the Natural Questions dataset176

comprises real queries from the Google search177

engine, and each question is associated with a 178

Wikipedia page. 179

3.2 Models 180

We employ three transformer-based models in our 181

work: BERT (Devlin et al., 2019), RoBERTa (Liu 182

et al., 2019), and SpanBERT (Joshi et al., 2020). 183

BERT is considered the pioneering application of 184

the Transformer model architecture (Vaswani et al., 185

2017). BERT is trained on a combination of En- 186

glish Wikipedia and BookCorpus using masked 187

language modeling and next-sentence prediction 188

as pre-training tasks. Later, a replication study by 189

Liu et al. (2019) found that BERT was significantly 190

under-trained. Liu et al. (2019) built RoBERTa 191

from BERT by extending the pre-training time and 192

increasing the size of the pre-training data. Joshi 193

et al. (2020) developed SpanBERT by enhancing 194

BERT’s ability to represent and predict text spans 195

by masking random contiguous spans and replacing 196

NSP with a span boundary objective. 197

Each of these three models has two versions: 198

base and large. Our study uses all six of these 199

models. 200
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4 Automatically Creating Unanswerable201

Questions202

4.1 Criteria203

In order to guarantee the quality of our automati-204

cally created unanswerable questions, we design205

our pipeline to adhere to the following criteria:206

Relevance. The created unanswerable ques-207

tions should be closely related to the subject matter208

discussed in the corresponding paragraph. This209

criterion ensures that the unanswerability of the210

question is not easily recognizable by simple heuris-211

tic methods and that the created question “makes212

sense” regarding the provided context.213

Plausibility. Our pipeline also ensures that the214

created unanswerable questions have at least one215

plausible answer. For instance, when considering216

a question like “What is the name of one algo-217

rithm useful for conveniently testing the primality218

of large numbers?”, there should exist a plausible219

answer in the form of the name of an algorithm in220

Mathematics that is closely linked to the primality221

within the corresponding context. See Figure 1 for222

an example showcasing an unanswerable question223

with strong plausible answer(s).224

Fidelity. Our pipeline adds an additional step225

to ensure a minimal rate of error or noise in the set226

of automatically created unanswerable questions.227

It is important that the newly created questions228

are genuinely unanswerable. This quality control229

measure improves the reliability of the pipeline.230

The effectiveness of this step will be verified in the231

study in Section 4.3.232

4.2 AGent Pipeline233

Figure 2 summarizes all the steps in the AGent234

pipeline for automatically creating unanswerable235

questions corresponding to each dataset of answer-236

able questions. Our proposed AGent pipeline con-237

sists of three steps which align with the three crite-238

ria discussed in Section 4.1:239

Step 1240

Matching questions with new contexts. In the241

EQA task, the input consists of a question and a242

corresponding context. By matching the question243

with a new context that differs from the original244

context, we create a new question-context pair that245

is highly likely to be unanswerable. This step pri-246

oritizes the criterion of relevance. We employ247

the term frequency–inverse document frequency248

(TF-IDF) method to retrieve the k most relevant249

paragraphs from the large corpus containing all 250

contexts from the original dataset (while obviously 251

discarding the context that was originally matched 252

with this question). The outcome of this step is a 253

set of unanswerable candidates. It’s important to 254

note that the unanswerable candidates created in 255

this step may includes some answerable questions, 256

and these answerable questions will be filtered out 257

in step 3 of the pipeline. 258

Step 2 259

Identifying hard unanswerable questions. In 260

this step, we give priority to both the relevance 261

and plausibility criteria. We aim to identify unan- 262

swerable questions with a highly relevant corre- 263

sponding context and at least one strong plausible 264

answer. To achieve this, we leverage the concept of 265

adversarial filtering where the adversarial model(s) 266

is applied to filter out easy examples (Yang et al., 267

2018; Zellers et al., 2018; Zhang et al., 2018). 268

We first fine-tune six models using a dataset 269

comprising answerable questions from the original 270

dataset and randomly selected unanswerable can- 271

didates. We acknowledge that some unanswerable 272

questions in this training set may be answerable. 273

Nevertheless, the percentage of answerable ques- 274

tions among the unanswerable candidates is mini- 275

mal and within an acceptable range (Appendix A.2). 276

To ensure training integrity, we then exclude all 277

unanswerable questions utilized for training these 278

six models from the set of unanswerable candi- 279

dates. Then, we employ the six fine-tuned models 280

to evaluate the difficulty of each sample in the set of 281

unanswerable candidates. If at least two of the six 282

models predict that a given question is answerable, 283

we consider it to be a challenging unanswerable 284

question and include it in our set of challenging 285

unanswerable candidates. 1 286

Step 3 287

Filtering out answerable questions. The set of 288

challenging unanswerable candidates consists of 289

questions that at least two out of the six models 290

predict as answerable. Consequently, there may 291

be a considerable percentage of questions that are 292

indeed answerable. Therefore, this specific step in 293

our pipeline aims to ensure the fidelity of the AGent 294

pipeline, ensuring that most questions created by 295

our pipeline are genuinely unanswerable. We lever- 296

age the predicted answers and confidence scores 297

1An ablation study on the adversarial threshold is presented
in Appendix 6.
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from the six deployed models in the previous step298

to achieve this. Subsequently, we devise a filtering299

model with four inputs: ca, representing the cumu-300

lative confidence scores of the models attempting301

to answer (or predicting as answerable); cu, rep-302

resenting the cumulative confidence scores of the303

models not providing an answer (or predicting as304

unanswerable); na, denoting the number of models305

attempting to answer; and nu, denoting the number306

of models not providing an answer. The output of307

this filtering model is a value V (q) for each ques-308

tion q. The filtering models must be developed309

independently for different datasets.310

In order to determine the filtering threshold and311

develop the filtering model, we manually anno-312

tate 200 challenging unanswerable candidates from313

each dataset. The filtering threshold is established314

by identifying the minimum value V (qa) where315

qa represents an answerable question from our an-316

notated set. This approach ensures a precision of317

100% in identifying unanswerable questions on318

the annotated 200 questions. The filtering model319

then acts to minimize the number of false positives320

(number of unanswerable candidates that are an-321

swerable) at the expense of tossing out some candi-322

date questions that are unanswerable. However, as323

the filtering model is applied on unseen challenging324

unanswerable candidates, the precision of the fil-325

tering model in this step would not be 100% as on326

the 200 muanually annotated samples. Therefore,327

in next section, we use human experts to evaluate328

the precision exhibited by the filtering model.329

Further details for the AGent pipeline are out-330

lined in Appendix A.331

4.3 Human Reviewing332

This section presents our methodology for evalu-333

ating the data quality of unanswerable questions334

automatically created by AGent.

Phase
1

Phase
2

SQuAD
AGent

Fleiss’ Kappa 0.76 0.95
Data Error 0.10 0.06

HotpotQA
AGent

Fleiss’ Kappa 0.83 0.97
Data Error 0.09 0.05

Table 1: The Fleiss’ Kappa score and AGent data error
for the annotations collected from human experts after
two distinct phases.

335
We use three experts to validate 100 random336

unanswerable questions from each development set337

of SQuAD AGent and HotpotQA AGent. In order 338

to prevent an overwhelming majority of unanswer- 339

able questions in our annotation set, which could 340

potentially undermine the integrity of the annota- 341

tion, we randomly incorporate 20 questions we 342

already manually labeled as answerable and that 343

are not included in the final AGent datasets. Con- 344

sequently, we provide a total of 120 questions to 345

each expert for each set. 346

The process of expert evaluation involves two 347

distinct phases. During the first phase, each of 348

the three experts independently assesses whether 349

a given question is answerable and provides the 350

reasoning behind their annotation. In the second 351

phase, all three experts are presented with the rea- 352

sons provided by the other experts for any conflict- 353

ing samples. They have the opportunity to review 354

and potentially modify their final set of annotations 355

based on the reasons from their peers. 356

Our three experts provided high-quality anno- 357

tations. Table 1 presents the Fleiss’ Kappa score 358

(Fleiss, 1971) for our three experts after the com- 359

pletion of both phases, as well as the error rate of 360

the AGent development set. Notably, the Fleiss’ 361

Kappa score, which measures the level of agree- 362

ment among experts, in phase 1 is remarkably high 363

(0.76 on SQuAD AGent and 0.83 on HotpotQA 364

AGent). This strong agreement between experts 365

after the first phase shows their expertise in the task 366

and suggests that the annotations obtained through 367

this process are reliable. 368

As demonstrated in Table 1, the high-quality 369

annotations provided by three experts indicate an 370

exceptionally low error rate for the unanswerable 371

questions created using AGent (6% for SQuAD and 372

5% for HotpotQA). For comparison, these error 373

rates are slightly lower than that of SQuAD 2.0, a 374

dataset annotated by humans. 375

5 Experiments and Analysis 376

We now shift our attention from the AGent pipeline 377

to examining the effectiveness of our AGent ques- 378

tions in training and benchmarking EQA models. 379

5.1 Training Sets 380

The models in our experiments are trained using 381

SQuAD 2.0, SQuAD AGent, and HotpotQA AGent. 382

SQuAD AGent includes all answerable questions 383

from SQuAD 1.1 and AGent unanswerable ques- 384

tions. To create the SQuAD AGent unanswer- 385

able questions, we feed answerable questions from 386
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Test→ SQuAD HotpotQA Natural Questions
Train ↓ answerable unanswerable AGent answerable unanswerable AGent answerable unanswerable

SQuAD
2.0

84.55±3.43 79.16±5.16 49.38±5.21 51.05±5.15 86.28±2.68 58.98±4.64 44.30±6.36 60.55±12.95

SQuAD
AGent

86.96±1.86 29.63±3.97 81.38±4.52 63.26±2.88 90.01±2.40 50.61±5.56 41.05±6.81 78.66±13.22

HotpotQA
AGent

59.06±6.26 46.13±3.46 87.61±2.72 77.75±1.92 99.70±0.06 95.94±2.13 24.11±7.04 84.20±11.37

Table 2: Performance of 6 models fine-tuned on SQuAD 2.0, SQuAD AGent, and HotpotQA AGent datasets
evaluated on SQuAD, HotpotQA, and Natural Questions. Each entry in the table is the mean and standard deviation
of the F1 scores of the six MRC models. AGent (test sets) refers to the unanswerable questions created using the
AGent pipeline. For a more detailed version of this table, refer to Table 12.

SQuAD 1.1 into the AGent pipeline. Similarly, we387

also use the AGent pipeline to create HotpotQA388

AGent unanswerable questions from the original389

dataset HotpotQA. The HotpotQA AGent train set390

includes HotpotQA AGent unanswerable questions391

and original HotpotQA answerable questions.392

5.2 Testing Sets393

In our experiments, we use eight sets of EQA ques-394

tions as summarized in Table 2. In addition to395

two sets of AGent unanswerable questions, we also396

incorporate the following six types of questions.397

SQuAD. We use all answerable questions from398

SQuAD 1.1. We use all unanswerable questions399

from SQuAD 2.0.400

HotpotQA. In preprocessing answerable ques-401

tions in HotpotQA, we adopt the same approach402

outlined in MRQA 2019 (Fisch et al., 2019) to con-403

vert each dataset to the standardized EQA format.404

Specifically, we include only two supporting para-405

graphs in our answerable questions and exclude406

distractor paragraphs.407

In preprocessing unanswerable questions in408

HotpotQA, we randomly select two distractor para-409

graphs provided in the original HotpotQA dataset,410

which are then used as the context for the corre-411

sponding question.412

Natural Questions (NQ). In preprocessing an-413

swerable questions in NQ, we again adopt the414

same approach outlined in MRQA 2019 to con-415

vert each dataset to the standardized EQA format.416

This format entails having a single context, limited417

in length. Specifically, we select examples with418

short answers as our answerable questions and use419

the corresponding long answer as the context.420

For unanswerable questions in NQ, we select421

questions with no answer and utilize the entire422

Wikipedia page, which is the input of original task423

of NQ, as the corresponding context. However,424

in line with the data collection process of MRQA425

2019, we truncate the Wikipedia page, limiting it 426

to the first 800 tokens. 427

5.3 Main Results 428

Table 2 presents the results of our experiments. 429

Firstly, our findings demonstrate that unanswer- 430

able questions created by AGent pose significant 431

challenges for models fine-tuned on SQuAD 2.0, a 432

dataset with human-annotated unanswerable ques- 433

tions. The average performance of the six models 434

fine-tuned on SQuAD 2.0 and tested on SQuAD 435

AGent is 49.38; the average score for testing these 436

models on HotpotQA AGent data is 58.98. Notably, 437

unanswerable questions from HotpotQA AGent are 438

considerably more challenging compared to their 439

unanswerable counterparts from HotpotQA. 440

Secondly, models fine-tuned using two AGent 441

datasets exhibit comparable performance to mod- 442

els fine-tuned using SQuAD 2.0 on 7 out of 8 test- 443

ing domains. On unanswerable questions from 444

HotpotQA and NQ, models fine-tuned on AGent 445

datasets significantly outperform those fine-tuned 446

on SQuAD 2.0. On answerable questions from 447

SQuAD and HotpotQA, models fine-tuned on 448

SQuAD AGent also demonstrate significant im- 449

provement over those fine-tuned on SQuAD 2.0 450

(86.96− 84.55 on SQuAD and 63.26− 51.05 on 451

HotpotQA). This finding highlights the applica- 452

bility of models fine-tuned on AGent datasets to 453

various question types. 454

However, on answerable questions from NQ and 455

unanswerable questions from SQuAD 2.0, models 456

fine-tuned on AGent datasets exhibit lower perfor- 457

mance than those fine-tuned on SQuAD 2.0. On the 458

one hand, the lower performance on unanswerable 459

questions from SQuAD 2.0 of models fine-tuned 460

on AGent datasets is due to the unfair comparison 461

as models fine-tuned on AGent datasets are tested 462

with out-of-domain samples, and models fine-tuned 463

with SQuAD 2.0 are tested with in-domain sam- 464
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SQuAD
2.0
%

SQuAD
AGent
%

Insufficient
context for
question

Murray survives and , in front of the RGS trustees , accuses Fawcett of abandoning him in
the jungle . Fawcett elects to resign from the society rather than apologize . World War I
breaks out in Europe , and Fawcett goes to France to fight . Manley dies in the trenches at
the Battle of the Somme , and Fawcett is temporarily blinded in a chlorine gas attack . Jack ,
Fawcett ’s eldest son – who had long accused Fawcett of abandoning the family – reconciles
with his father as he recovers .
Question: who dies in the lost city of z?

54 63

Table 3: Example of an answerable question in Natural Questions that is predicted as unanswerable by models
fine-tuned on SQuAD 2.0 and SQuAD AGent due to insufficient context from the provided context.

ples. On the other hand, in the next section, we465

provide a comprehensive explanation for the lower466

performance on NQ answerable questions of mod-467

els fine-tuned on AGent datasets.468

5.4 Analysis on Natural Questions469

To delve deeper into the underperformance of mod-470

els fine-tuned on AGent dataset on answerable ques-471

tions of NQ, we analyze two sets of answerable472

questions from NQ. The first set is 100 answer-473

able questions that models fine-tuned on SQuAD474

AGent predict as unanswerable; the second one is475

100 answerable questions that models fine-tuned476

on SQuAD 2.0 predict as unanswerable. For the477

sake of simplicity, we limit our reporting in this478

section to the analysis of models RoBERTa-base.479

Our analysis uncovers an issue that can arise when480

evaluating models with answerable questions from481

the NQ dataset. 2482

A considerable difference between the original483

NQ dataset and the NQ used in the EQA task484

following a prevailing approach in the research485

community is the difference in the provided con-486

text. While original NQ task supplies an entire487

Wikipedia page as the context for a given ques-488

tion, NQ in the EQA task uses the long answer as489

the context (Fisch et al., 2019). This difference490

presents a potential problem of inadequate context491

for answering the question. For instance, in Ta-492

ble 3, we observe that the long answer associated493

with the question “Who dies in the lost city of z?”494

fails to mention “the lost city of z”. Using a long495

answer as the context causes this question unan-496

swerable due to the insufficient context provided.497

We find that most answerable questions predicted498

as unanswerable by models fine-tuned on SQuAD499

2.0 and SQuAD AGent belong to this specific ques-500

tion type (54% and 63% respectively). This finding501

2We discuss another minor issue in Appendix B.

highlights the potential unreliability when compar- 502

ing models using the NQ dataset in the same way 503

as it is commonly done in multiple EQA studies. 504

6 Ablation Study: Adversarial Threshold 505

In step 2 of AGent pipeline, we consider a question 506

to be a challenging unanswerable candidate if at 507

least two adversarial models predict that question 508

as answerable. We denote this number of adver- 509

sarial models predicting answerable as adversarial 510

threshold. In this section, we study how this thresh- 511

old affects the quality of our final AGent dataset.

SQuAD Adversarial
Threshold Train Test Data Error

AGent A1 1 34, 908 4, 611 0.04
AGent 2 48, 016 2, 217 0.06

AGent A3 3 11, 501 1, 619 0.13

Table 4: Data statistics of SQuAD AGent datasets with
different adversarial thresholds. The AGent data error
are collected through the same human reviewing process
as in Section 4.3.

512

AGent
A1

AGent AGent
A3

BERT base 50.1 43.6 38.6
large 54.3 46.5 37.4

RoBERTa base 64.6 54.1 44.6
large 66.2 57.1 48.7

SpanBERT base 53.9 45.9 37.4
large 59.0 49.1 40.0

Average 58.0±6.4 49.4±5.2 41.1±4.6

Table 5: Performance of 6 models fine-tuned on SQuAD
2.0 evaluated on test set of SQuAD AGent with different
adversarial thresholds.

513

For the purpose of simplicity, we focus our re- 514

port on SQuAD AGent. We follow the same AGent 515

pipeline outlined in Section 4.2, but with different 516

adversarial threshold: 1, 2 (current AGent), and 517
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Test→ SQuAD HotpotQA NQ

Train ↓ Adversarial
Threshold answerable unanswerable answerable unanswerable AGent answerable unanswerable

SQuAD
AGent A1

1 87.6±2.4 29.4±3.1 59.0±3.9 92.3±0.9 52.3±4.0 38.8±7.9 81.6±2.9

SQuAD
AGent

2 87.0±1.9 29.6±4.0 63.3±2.9 90.1±2.4 50.6±5.6 41.1±6.8 78.7±13.2

SQuAD
AGent A3

3 88.4±1.9 27.0±5.6 60.0±2.4 86.0±4.6 46.4±8.4 45.1±10.5 72.5±24.4

Table 6: Performance of 6 models fine-tuned on SQuAD AGent A1 , SQuAD AGent, and SQuAD AGent A3 datasets
evaluated on SQuAD, HotpotQA, and Natural Questions. Each entry in the table is the mean and standard deviation
of the F1 scores of the six MRC models. AGent (test sets) refers to the unanswerable questions created using the
AGent pipeline. For a more detailed version of this table, refer to Table 12.

3. Our study focus on three criteria for assessing518

the dataset: Data Error (as discussed in Section519

4.3), Test set Difficulty, and Usefulness of Train set520

(Section 5).521

Data Error522

Table 4 reports the number of unanswerable ques-523

tions and data error rates AGent datasets using ad-524

versarial thresholds of 1, 2, and 3. AGent A1, AGent525

and AGent A3 correspond to datasets with adversar-526

ial thresholds set at 1, 2, and 3, respectively. We527

observe that increasing the adversarial threshold to528

3 would significantly decrease the number of unan-529

swerable questions created by the Agent pipeline530

(48, 016− 11, 501 on Train set and 2, 217− 1, 619531

on Test set) and increase the data error rate to 13%,532

which is significantly higher than that of SQuAD533

2.0. On the other hand, AGent datasets using adver-534

sarial thresholds of 1 and 2 have the data error rate535

lower than that of SQuAD 2.0.536

Test Set Difficulty537

Table 5 presents the performance of models fine-538

tuned on SQuAD 2.0 when evaluated on the test539

sets of Agent datasets with varying adversarial540

thresholds. We observe that as we increase the541

adversarial threshold, AGent unanswerable ques-542

tions become more challenging, and we see a cor-543

responding decline in the performance of models544

fine-tuned on SQuAD 2.0 tested on AGent unan-545

swerable questions.546

Train Set Usefulness547

To evaluate the usefulness of AGent train sets with548

different adversarial thresholds, we fine-tune 6549

models on each train set and evaluate on testing550

sets described in Section 5. Table 6 reports our551

experimental results. Our findings reveal that mod-552

els fine-tuned on SQuAD AGent A3 exhibit sig-553

nificantly lower performance compared to models554

fine-tuned on the other two train sets. This perfor- 555

mance gap can be attributed to the notably high 556

data error rates and a limited number of unanswer- 557

able questions in the SQuAD AGent A3 dataset. On 558

the other hand, models fine-tuned on the current 559

SQuAD AGent and SQuAD AGent A1 show similar 560

performance. 561

7 Conclusion and Future Works 562

In this work, we propose AGent, a novel pipeline 563

creates unanswerable questions from datasets of 564

answerable questions. We systematically apply 565

AGent on SQuAD and HotpotQA to create unan- 566

swerable questions. Through a two-stage process 567

of human reviewing, we demonstrate that AGent 568

unanswerable questions exhibit a low error rate. 569

Our experimental results indicate that unanswer- 570

able questions created using AGent pipeline present 571

significant challenges for EQA models fine-tuned 572

on SQuAD 2.0. We also demonstrate that mod- 573

els fine-tuned using AGent unanswerable questions 574

exhibit competitive performance compared to mod- 575

els fine-tuned on human-annotated unanswerable 576

questions from SQuAD 2.0 on multiple test do- 577

mains. The good performance of models finetuned 578

on two AGent datasets with different characteris- 579

tics, SQuAD AGent and HotpotQA AGent, demon- 580

strate the utility of AGent in creating high-quality 581

unanswerable questions. Furthermore, our analy- 582

sis sheds light on a potential issue when utilizing 583

the NQ dataset in the task of EQA. Specifically, 584

we identify the problems of insufficient provided 585

context, which can cause EQA to predict an an- 586

swerable question as unanswerable. 587

Our work also provides a comprehensive abla- 588

tion study on the adversarial threshold in step 2 589

of the AGent pipeline. We hope that our efforts 590

can shed light on the broader application of AGent 591

pipeline in EQA in future research. 592
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Limitations593

We acknowledge certain limitations in our work.594

Firstly, our study primarily focuses on eval-595

uating the pipeline using multiple pre-trained596

transformers-based models in English, which can597

be prohibitively expensive to create, especially for598

languages with limited resources. Furthermore,599

given the empirical nature of our study, there is no600

guarantee that all other transformer-based models601

or other deep neural networks would demonstrate602

the same level of effectiveness when applied in the603

AGent pipeline. Consequently, the impact of the604

AGent pipeline on low-resource languages may be605

challenged due to this limitation. Potential future606

research could complement our findings by inves-607

tigating the effectiveness of implementing AGent608

pipeline in other languages.609

Secondly, our analysis does not encompass a610

comprehensive examination of the models’ robust-611

ness against various types of adversarial attacks612

in EQA when fine-tuned on AGent datasets. We613

believe that such an analysis is crucial in deter-614

mining the effectiveness of the AGent pipeline in615

real-world applications, and its absence deserves616

further research.617

Finally, our study has not discussed underlying618

factors for the observed phenomenon: a model619

fine-tuned on SQuAD AGent is less robust against620

TextBugger attack than its peer model fine-tuned621

on SQuAD 2.0 (in Appendix B). The study in this622

direction requires remarkably intricate investiga-623

tion, which we believe beyond the scope of our624

present research. We leave this for our future work625

where we will propose our hypotheses that may626

shed light on this phenomenon and potential so-627

lutions to improve the robustness of EQA models628

against TextBugger.629
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A AGent on SQuAD and HotpotQA859

SQuAD
AGent

HotpotQA
AGent

Unanswerable
Candidates

975, 520 1, 800, 550

Challenging
Candidates

89, 432 41, 755

AGent 50, 404 27, 840

Table 7: Statistics of SQuAD AGent and HotpotQA
AGent after each step of the AGent pipeline.

A.1 Create Unanswerable Candidates860

SQuAD. In order to create unanswerable candi-861

dates from questions in SQuAD 1.1, we employ862

bigram TF-IDF, using the question as the query863

(Chen et al., 2017), to retrieve the top-10 highest864

contexts from dataset SQuAD 1.1. Additionally,865

our algorithm includes a step to ensure that the866

set of top-10 highest TF-IDF scored contexts does867

not include the original context corresponding to868

the question. As a result, AGent creates 975, 520869

unanswerable candidates from SQuAD 1.1.870

HotpotQA. In constructing benchmark settings871

for HotpotQA, Yang et al. (2018) employ bigram872

TF-IDF, using the question as the query, to retrieve873

eight paragraphs from Wikipedia as distractors.874

Yang et al. (2018) then mix these distractors with875

the two gold paragraphs (the ones used to collect876

the question and answer). We then create unanswer-877

able candidates from questions in HotpotQA by878

combining every two distractors from HotpotQA.879

Consequently, AGent creates 1, 800, 550 unanswer-880

able candidates from HotpotQA.881

A.2 Identifying Challenging Unanswerable882

Candidates883

Before using unanswerable candidates for fine-884

tuning the six adversarial models, we manually885

annotate 100 unanswerable candidates from each886

set of HotpotQA and SQuAD. After the manual887

annotation, we have 1 answerable question from888

the set of SQuAD and 2 from the set of HotpotQA.889

As the error rate from SQuAD 2.0 is 7%, we con-890

sider the error rate in unanswerable candidates is891

within the acceptable range for fine-tuning the six892

adversarial models.893

In order to fine-tune adversarial models for iden-894

tifying challenging unanswerable candidates, we895

randomly select a set of unanswerable questions896

from the set of unanswerable candidates from the897

previous step. Here, we adopt the ratio of answer- 898

able over unanswerable of SQuAD 2.0. As a result, 899

the training set in this step for SQuAD consists 900

of 87, 599 answerable and 43, 799 unanswerable 901

questions; that for HotpotQA consists of 58, 525 902

answerable and 29, 262 unanswerable questions. 903

After step 2 of AGent, we have 89, 432 and 904

41, 755 challenging candidates on SQuAD and Hot- 905

potQA, respectively. 906

A.3 Filtering Model 907

We employ a model with the following formula to
classify questions as answerable or unanswerable:

V (q) = ca · αna − cu · βnu

In our model, we have four inputs and two ad- 908

justable parameters. Firstly, ca and cu represent the 909

total confidence scores of the models attempting to 910

answer (or predict as answerable) and the models 911

not providing an answer (or predict as unanswer- 912

able), respectively. Additionally, na and nu denote 913

the number of models attempting to answer and 914

the number of models not providing an answer, re- 915

spectively. The parameters α and β are tunable 916

parameters. 917

In order to tune the filtering model, we manually 918

annotate 200 questions from each set challenging 919

unanswerable candidates. We define the difficulty 920

level for a particular question as the number of 921

models predicting it as answerable. Consequently, 922

our sets of challenging unanswerable candidates 923

encompass five difficulty levels (from 2 to 6). From 924

each level, we randomly choose 40 questions for 925

manual annotation. 926

Next, we employ grid search with the step size 927

of 0.01 to tune for the parameters α and β within 928

the range of (0, 2] with the objective of maximiz- 929

ing the recall of unanswerable questions, aiming 930

to include as many unanswerable questions as pos- 931

sible in our final dataset. As a result, on SQuAD, 932

we have α = 0.64 and β = 0.69; on HotpotQA, 933

we have α = 0.52 and β = 0.94. After going 934

through the filtering model, SQuAD AGent has 935

50, 404 unanswerable questions; HotpotQA AGent 936

has 27, 840. 937

B Minor Issue in Natural Questions 938

In analyzing the two sets of answerable questions 939

predicted as unanswerable in Section 5.4, we dis- 940

cover another minor issue. The questions in the 941
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SQuAD
2.0
%

SQuAD
AGent
%

typographical
errors of key
words

Gimme Gimme Gimme has broadcast three series and 19 episodes in total . The first series
premiered on BBC Two on 8 January 1999 and lasted for six episodes , concluding on 12
February 1999 . [..]
Question: when did gim me gim me gim me start?

3 6

Table 8: Example of an answerable question in Natural Questions that is predicted as unanswerable due to
typographical errors by models fine-tuned on SQuAD 2.0 and SQuAD AGent.

NQ dataset are sourced from real users who sub-942

mitted information-seeking queries to the Google943

search engine under natural conditions. As a result,944

a small portion of these questions may inevitably945

contain typographical errors or misspellings. In946

our analysis, we observe that models fine-tuned947

on our AGent training set tend to predict the ques-948

tions of this type as unanswerable more frequently.949

Nevertheless, due to the relatively small proportion950

of questions with typographical errors in our ran-951

domly surveyed sets, we refrain from drawing a952

definitive conclusion at this point. Therefore, in953

the subsequent section, we will delve further into954

this matter by adopting an adversarial attack on955

the EQA task. This approach aims to simulate and956

thoroughly examine the potential impact of syntac-957

tic deviations (i.e., typographical errors) on model958

performance.959

B.1 TextBugger960

In this section, we apply the adversarial attack tech-961

nique TextBugger into EQA.962

Our adversarial attack in this section is inspired963

by the TextBugger attack (Li et al., 2019). We964

use black-box TextBugger in this section, which965

means that the attack algorithm does not have ac-966

cess to the gradients of the model. TextBugger967

generates attack samples that closely resemble the968

typographical errors commonly made by real users.969

We perform adversarial attacks on questions from970

the SQuAD 1.1 dataset.971

Original Insert Delete Swap
Substitute
Character

South Sou th Souh Souht S0uth
What Souh African law recongized two typ es

of schools?

Table 9: Examples of how TextBugger generates bugs
in a given token "South" and a full question after the
TextBugger attack. The attacked tokens are highlighted
in red.

Algorithm 1 provides the pseudocode outlining972

the process of generating attacked questions. Table 973

9 provides examples of how TextBugger generates 974

bugs in a given token. 975

B.2 Robustness against TextBugger 976

No attack 1 token 2 tokens 3 tokens 4 tokens
Number of attacked token(s) in a question

40

50

60

70

80

90

F1
 - 

sc
or

e

SQuAD 1.1
SQuAD 2.0
SQuAD AGent

Figure 3: Robustness of RoBERTa-base trained on
SQuAD 1.1, SQuAD 2.0, SQuAD AGent against
TextBugger.

We investigate the impact of TextBugger at- 977

tacks on models fine-tuned using different datasets, 978

namely SQuAD 1.1, SQuAD 2.0, and SQuAD 979

AGent. To accomplish this, we generate attacked 980

questions by modifying 1, 2, 3, and 4 tokens in the 981

questions from the SQuAD 1.1 dataset. 982

Figure 3 reports the performance of three models 983

RoBERTa-base fine-tuned on SQuAD 1.1, SQuAD 984

2.0, and SQuAD AGent. Firstly, we see that the per- 985

formance of the model fine-tuned on SQuAD 1.1 986

show small decreases (from 92.2 to 71.9). Adver- 987

sarial attack TextBugger does not present a signifi- 988

cant challenge to the EQA model when the model 989

is designed only to handle answerable questions. 990

Secondly, we can observe that the model fine- 991

tuned on unanswerable questions from SQuAD 2.0 992

demonstrates significantly better robustness com- 993

pared to the model fine-tuned on SQuAD AGent 994

(86.1−56.8 compared to 88.6−34.5). This finding 995

confirms our initial hypothesis that the lower per- 996
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Algorithm 1: TextBugger EQA Attack

Function TextBugger(question, numAttack):
attackPositions ← randomly select indices of tokens in question;
forall pos ∈ attackPositions do

question[pos]← GenerateBug(question[pos]);
end

Function GenerateBug(token):
newToken← token
while newToken ̸= token do

bugType← randomly select Bug type;
newToken← Bug(newToken, bugType);

end
return newToken

formance of models fine-tuned on AGent datasets997

for answering questions in the NQ dataset is partly998

attributable to misspelled keywords in the questions999

from the NQ dataset.1000

C Details for Models Training1001

The input of a question-context pair into the1002

pre-trained model is in the form of <Ques-1003

tion>[SEP]<Context>, with [SEP] as a special1004

token of pre-trained tokenizer accompanying the1005

pre-trained model. After getting embeddings for1006

each token, we feed its final embedding into a start1007

and end token classifier. After taking the dot prod-1008

uct between the output embeddings and the classi-1009

fier’s weights, we apply the softmax activation to1010

produce a probability distribution over all words.1011

The word with the highest probability after the start1012

classifier will be predicted as the start of the answer1013

span.

total samples # unanswerable
SQuAD
Adversarial 130, 319 43, 439

HotpotQA
Adversarial 87, 787 29, 262

SQuAD
AGent 135, 615 48, 016

HotpotQA
AGent 83, 589 25, 064

SQuAD 2.0 130, 319 43, 498

Table 10: Data statistics of all training sets used in this
paper. Adversarial datasets refer to training sets for the
adversarial models in Step 2.

1014
Table 10 provides the statistics for all training1015

sets in this paper. Table 11 provides the statistics1016

for all testing sets in this paper.1017

SQuAD HotpotQA NQ
Answerable 11, 873 5, 901 12, 836
Unanswerable 5, 945 5, 918 2, 331
AGent 2, 217 2, 776 −

Table 11: Data statistics of all testing sets used in this
paper. AGent refers to the unanswerable questions cre-
ated using the AGent pipeline.

We train all models with batch size of 8 for 1018

2 epochs. The maximum sequence length is set 1019

to 384 tokens. We use the AdamW optimizer 1020

(Loshchilov and Hutter, 2019) with an initial learn- 1021

ing rate of 2 · 10−5, and β1 = 0.9, β2 = 0.999. 1022

We use a single NVIDIA GeForce RTX 3080 for 1023

training and evaluating models. 1024

D Detailed Results of Main Experiments 1025

Table 12 presents a detailed version of our exper- 1026

iments with training six models on SQuAD 2.0, 1027

SQuAD AGent, and HotpotQA AGent and evaluat- 1028

ing on SQuAD, HotpotQA, and Natural Questions. 1029

1030

E Unanswerable Examples 1031

Table 13 and 14 present some notable examples of 1032

unanswerable questions created using AGent. 1033
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SQuAD HotpotQA NQ
ans unans AGent ans unans AGent ans unans

SQuAD
2.0

BERT
base 78.2 70.9 43.6 42.7 84.2 58.2 34.7 53.2
large 84.5 77.2 46.5 50.1 85.8 61.5 38.7 53.4

RoBERTa
base 84.5 82.5 54.1 50.0 88.5 59.6 45.1 78.7
large 85.7 84.6 57.1 50.4 89.5 64.9 46.7 64.7

SpanBERT
base 85.9 76.8 45.9 56.7 82.4 50.9 50.9 70.0
large 88.5 83.0 49.1 56.4 87.3 58.8 49.7 43.3

SQuAD
AGent

BERT
base 83.6 23.6 77.0 58.1 86.6 42.0 30.0 81.2
large 86.8 28.2 82.0 62.8 91.0 51.6 36.3 68.2

RoBERTa
base 87.6 29.2 86.2 63.8 91.6 53.8 41.9 90.7
large 87.3 34.6 86.5 64.9 92.4 56.5 47.8 57.3

SpanBERT
base 87.2 28.7 75.6 63.3 87.4 45.8 43.2 89.3
large 89.3 33.5 81.0 66.7 91.1 54.0 47.1 85.3

HotpotQA
AGent

BERT
base 48.2 45.1 86.3 74.4 99.6 92.2 14.2 98.1
large 56.6 45.2 87.9 77.1 99.7 96.0 20.0 98.6

RoBERTa
base 62.8 40.6 82.9 77.7 99.7 97.2 24.8 99.5
large 62.4 49.2 89.9 79.0 99.7 98.3 35.0 71.0

SpanBERT
base 58.5 50.4 90.3 78.3 99.7 95.0 23.0 99.2
large 65.9 46.3 88.4 80.0 99.8 96.8 27.7 98.8

SQuAD
AGent A1
(Ablation)

BERT
base 83.3 25.3 − 54.6 91.0 46.3 27.6 78.7
large 86.3 28.6 − 56.0 91.6 50.4 29.9 81.3

RoBERTa
base 89.0 28.6 − 61.0 92.3 53.2 41.5 85.4
large 89.9 33.0 − 65.6 92.4 53.4 44.0 79.4

SpanBERT
base 87.9 27.4 − 58.7 92.5 52.1 45.5 79.8
large 88.9 33.2 − 58.3 93.7 58.6 44.0 85.0

SQuAD
AGent A3
(Ablation)

BERT
base 85.0 18.8 − 57.2 80.2 36.7 33.5 78.3
large 87.4 24.8 − 57.1 82.7 41.1 33.8 82.9

RoBERTa
base 89.1 29.4 − 61.4 87.9 48.1 45.1 89.1
large 89.7 34.6 − 62.4 91.5 56.9 61.3 23.3

SpanBERT
base 88.8 24.2 − 62.2 83.3 40.5 47.5 77.7
large 90.2 30.4 − 59.5 90.3 55.3 49.5 83.5

Table 12: Performance of 6 models fine-tuned on SQuAD 2.0, SQuAD AGent and HotpotQA AGent evaluated on
SQuAD, HotpotQA, and NQ. The term AGent (test sets) refers to the unanswerable questions that are created using
the AGent pipeline. the terms ans and unans stand for answerable and unanswerable, respectively
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Unanswerable questions Reasons

Question:
What is the most critical resource measured to in assessing the
determination of a Turing machine’s ability to solve any given set
of problems?
Context:
Many types of Turing machines are used to define complexity
classes, such as deterministic Turing machines, probabilistic
Turing machines, non-deterministic Turing machines, quantum
Turing machines, symmetric Turing machines and alternating
Turing machines. They are all equally powerful in principle, but
when resources (such as time or space) are bounded, some of
these may be more powerful than others.

The context provide examples for
critical resources but does not
specify whether these resources
are most critical or not.

Question:
What are the specific divisors of all even numbers larger than 2?
Context: Many questions regarding prime numbers remain open,
such as Goldbach’s conjecture (that every even integer greater
than 2 can be expressed as the sum of two primes), and the twin
prime conjecture (that there are infinitely many pairs of primes
whose difference is 2). [...]

The context provides insights into
even numbers and primes, but it
does not directly specify the di-
visors of all even numbers larger
than 2.

Question:
What is the atomic number for oxygen?
Context:
[...] Dalton assumed that water’s formula was HO, giving the
atomic mass of oxygen as 8 times that of hydrogen, instead of the
modern value of about 16. [...],

The context only mentions the
atomic mass ratio between oxy-
gen and hydrogen. It does not pro-
vide information about the atomic
number of oxygen.

Question:
When did Tesla make these claims?
Context:
[...] In February 1912, an article “Nikola Tesla, Dreamer” by
Allan L. Benson was published in World Today, in which an
artist’s illustration appears showing the entire earth cracking in
half with the caption, "Tesla claims that in a few weeks he could
set the earth’s crust into such a state of vibration that it would rise
and fall hundreds of feet and practically destroy civilization. A
continuation of this process would, he says, eventually split the
earth in two.

The context only refers to an arti-
cle published in February 1912 by
Allan L. Benson, which discusses
Tesla’s claims about setting the
earth’s crust into vibration. How-
ever, it does not explicitly men-
tion when Tesla made the claims.

Table 13: Examples unanswerable questions in SQuAD AGent. The spans in red are strong plausible answers for
the corresponding questions.
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Unanswerable questions Reasons

Question:
Keene is an unincorporated community in Wabaunsee County,
Kansas, in what federal republic composed of 50 states?
Context:
The United Mexican States (Spanish: “Estados Unidos
Mexicanos” ) is a federal republic composed of 31 states and the
capital, Mexico City, an autonomous entity on par with the states.
Newbury is an unincorporated community in Wabaunsee County,
Kansas, in the United States.

The context mentions the United
Mexican States, which is a federal
republic composed of 31 states
and Mexico City. However, it
does not provide any information
about a federal republic composed
of 50 states.

Question:
What was the last date the creator of the NOI was seen by Elijah
Muhammad?
Context: Tynnetta Muhammad [...] wrote articles and columns
for the Nation of Islam (NOI) newspaper “Muhammad Speaks”.
Having worked as a secretary to Elijah Muhammad, she made it
known after his death in 1975 that she was one of his widows.
Elijah Muhammad [...] led the Nation of Islam (NOI) from 1934
until his death in 1975. [...].

The context mentions that Elijah
Muhammad led the Nation of Is-
lam from 1934 until his death in
1975, but it does not specify the
exact date of the last encounter be-
tween the creator of the NOI and
Elijah Muhammad.

Question:
Polk County Florida’s second most populated city is home to
which mall?
Context:
Lakeland Square Mall is a shopping mall located on the
northern side of Lakeland, Florida in the United States. [...] It is
owned and managed by Rouse Properties, one of the largest mall
owners in the United States. [...]

The context specifically mentions
Lakeland Square Mall, which is
located in Lakeland, Florida, but
it does not state that Lakeland is
the second most populated city in
Polk County.

Question:
What podcast was the cheif executive officer of Nerdist Industries
a guest on?
Context:
Nerdist News [...] was founded and operated by Nerdist
Industries’ CEO, Peter Levin, and its CCO, Chris Hardwick. [...]
Nerdist Industries was founded as a sole podcast (The Nerdist
Podcast) created by Chris Hardwick but later spread to include a
network of podcasts. [...]

The context mentions the Nerdist
Industries CEO, Peter Levin.
However, the context does not pro-
vide information about a specific
podcast where the CEO of Nerdist
Industries was a guest.

Question:
What book provided the foundation for Masters and Johnson’s
research team?
Context:
Sheep is a horror novel by British author Simon Maginn,
originally published in 1994 and reissued in 1997. [...] William
Howell Masters (December 27, 1915 - February 16, 2001) was an
American gynecologist, best known as the senior member of the
Masters and Johnson sexuality research team. [...]

The context mentions William
Howell Masters, who was a
prominent member of the Masters
and Johnson sexuality research
team. However, it does not spec-
ify the book that served as the
foundation for their research.

Table 14: Examples unanswerable questions in Hotpot AGent. The spans in red are strong plausible answers for the
corresponding questions.
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