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ABSTRACT

Scaling inference methods such as Markov chain Monte Carlo to high-
dimensional models remains a central challenge in Bayesian deep learning. A
promising recent proposal, microcanonical Langevin Monte Carlo, has shown
state-of-the-art performance across a wide range of problems. However, its re-
liance on full-dataset gradients makes it prohibitively expensive for large-scale
problems. This paper addresses a fundamental question: Can microcanonical
dynamics effectively leverage mini-batch gradient noise? We provide the first
systematic study of this problem, revealing two critical failure modes: a limi-
tation due to anisotropic gradient noise and numerical instabilities in complex
high-dimensional posteriors. We resolve both issues by proposing a principled
gradient noise preconditioning scheme and developing a novel, energy-variance-
based adaptive tuner that automates step size selection and informs dynamical nu-
merical guardrails. The resulting algorithm is a robust and scalable microcanoni-
cal Monte Carlo sampler that consistently outperforms strong stochastic gradient
MCMC baselines on challenging high-dimensional inference tasks like Bayesian
neural networks. Combined with recent ensemble techniques, our work unlocks a
new class of stochastic microcanonical Langevin ensemble (SMILE) samplers for

large-scale Bayesian inference.

1 INTRODUCTION

The quest for more efficient and robust Markov chain Monte Carlo (MCMC) samplers is central to
advancing high-dimensional Bayesian inference. For years, Hamiltonian Monte Carlo (HMC; Neal,
2011) has been the dominant paradigm for navigating the complex posterior landscapes of modern
machine learning models. However, the recently proposed microcanonical HMC (Robnik et al.,
2023) and its Langevin-based counterpart, the microcanonical Langevin Monte Carlo (MCLMC;
Robnik & Seljak, 2024)) sampler, have proven to be a powerful new alternative. By simulating
dynamics on a constant-energy surface, MCLMC is uniquely equipped to explore challenging pos-
teriors, such as those of Bayesian neural networks (BNN), much faster than traditional HMC-based

methods (Robnik et al.l [2024; Sommer et al ., [2025)).

Despite its promising results,
MCLMC faces a critical lim-
itation that has so far confined \
its impact and application: its unes NILE
reliance on full-dataset gradi-
ents. This makes it compu-
tationally infeasible for large-
scale problems omnipresent in
modern machine learning. Al-
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Figure 1: A qualitative contextualization of the newly proposed and ex-
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2014;|Girolami & Calderhead, [2011)), The challenge is that mini-batching already introduces gradi-
ent noise, which resembles the Langevin-type noise added to MCLMC even in the full-batch setting.
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Robnik & Seljak (2024) showed that such Langevin noise in MCLMC does not require a correspond-
ing damping term for convergence and does not affect the stationary distribution. This observation
suggests that mini-batched MCLMC may work without any additional noise injection. This stands
in contrast to stochastic HMC or Langevin samplers, which in practice are typically run in a heavily
overdamped regime, likely at the cost of efficiency. This research gap motivates the central ques-
tion of our work: Can microcanonical dynamics leverage mini-batch gradient noise, and thereby be
made scalable to modern deep learning?

This paper presents the first systematic study of stochastic microcanonical Langevin dynamics,
making several contributions, which are contextualized in Figure [T|relative to prior work.

Our contributions

* We first demonstrate that naive adaptations of MCLMC with stochastic gradients are insufficient.

* Based on theoretical considerations, we then identify a critical pitfall—sampler bias induced by
anisotropic gradient noise—and propose a principled gradient noise preconditioning scheme to
resolve it.

* Algorithmically, we address numerical instability of mini-batch MCLMC in high dimensions by
introducing a novel energy-variance-based adaptive tuner that ensures robust performance and
reduces hyperparameter sensitivity.

» Taking these findings together, we propose a scalable and effective mini-batch version of
MCLMC, (preconditioned) stochastic microcanonical Langevin ensembles, short (p)SMILE.

* Finally, our empirical evaluation across a diverse set of BNN applications validates that (p)SMILE
is robust and well-working in high dimensions, often outperforming strong SGMCMC baselines.

2 BACKGROUND & RELATED WORK

We consider the general problem of Bayesian inference for high-dimensional parametric mod-
els such as BNNs. The goal is to infer the posterior distribution over the model’s parameters
0 € © C RY. Given a prior density p(8), and observed data D = {(z;,y:)}, € (X x V)",
the posterior density p(@|D) is given by Bayes’ rule: p(0|D) = p(D|0)p(0)/p(D). Using
the posterior predictive density (PPD), we can quantify the uncertainty of a prediction y* € )
for a new data point £* € X by integrating over the posterior distribution of the parameters
p(y*lx*, D) = [op(y*|z*,0)p(6|D)d6. This integral is analytically intractable for most mod-
els, necessitating approximation methods.

2.1 MONTE CARLO SAMPLING

Monte Carlo sampling provides a practical way to approximate the posterior and PPD by numeri-
cally approximating its integral via samples from p(60|D). Given a set of S - K MCMC samples

{0 )k ¢ [K],s € [S]} from K independent chains, the PPD is approximated by its empirical
counterpart p(y*|z*, D) ~ ﬁ Zszl 25:1 p (y*|-73*7 e(k’s)) :

Full-batch Sampling Full-batch MCMC methods, such as HMC and its tuned variant, the No-
U-Turn Sampler (NUTS; Hoffman & Gelman| |2014), are considered the gold standard for high-
dimensional sampling (Strumbelj et al., 2024). They leverage gradients of the full-data likelihood
to explore the posterior efficiently. However, these methods are computationally expensive as each
step requires calculating gradients over the entire dataset. This makes them impractical for large-
scale datasets. Furthermore, a significant challenge even for powerful HMC-based samplers is the
difficulty of navigating complex and often highly multimodal loss landscapes of neural networks.
While ensembles of many short and warm-started chains have been shown to improve exploration
and efficiency (see, e.g.,|Sommer et al.l 2025), they still rely on full-batch gradients.

MCLMC Recently, MCLMC has emerged as a state-of-the-art full-batch sampler, outperforming
alternatives like the popular Hamiltonian Monte Carlo-based NUTS in analytical benchmarks (Rob-
nik et al.,|2024;|Robnik & Seljak| 2024} Robnik et al.,[2025)), cosmological inference (Simon-Onfroy
et al.| [2025), and BNN inference (Sommer et al., [2025). MCLMC chooses a specific Hamiltonian
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H (0, TI) such that marginalizing the momentum IT € R? at a fixed total energy yields the desired
stationary distribution of @ € R¢. This dynamic is described by the following stochastic differential
equation (SDE):

d@ = u dt, du= (1-wu')((d—1)"'Viegp(8|D)dt +ndW), (1)

where u = II/||II|| is the momentum direction, W is the standard Wiener process, and 7 is a free
parameter that determines the distance traveled before momentum decoherence.

In practice, this SDE is solved using numerical integrators such as the Velocity Verlet algorithm
(Leimkuhler & Matthews,|2015)), which introduces numerical errors with each step. Since the ideal
MCLMC dynamic conserves total energy F, the change in total energy per step

AE = Alogp(0|D) — (d — 1) log(cosh § + e usinh §), (2)

serves as a useful proxy for this numerical error, where e = —Vg logp(0|D)/||Ve log p(6|D)||.
d = At||Velogp(6|D)||/(d — 1), and At is the integration step size.

2.2 MINI-BATCH SAMPLING

To overcome the scalability limitations of full-batch methods, stochastic gradient MCMC (SGM-
CMC) algorithms were developed. These methods use gradients computed on mini-batches of data,
offering a significant speedup, similar to stochastic gradient descent in standard optimization of neu-
ral networks. Prominent examples include stochastic gradient Langevin dynamics (SGLD; Welling
& Teh, [2011)) and stochastic gradient Hamiltonian Monte Carlo (SGHMC; |Chen et al., [2014)).

Among the most effective extensions is scale-adapted SGHMC (Springenberg et al., 2016)), which
is widely recognized as a state-of-the-art SGMCMC baseline (see e.g. |Shi et al.| 2025} |Andrade
& Satol 2025| for recent studies). Scale-adapted SGHMC incorporates diagonal preconditioning
(Girolami & Calderhead, 2011), similar to the mechanism in the RMSprop optimizer, to automati-
cally adjust the step size for each parameter. This adaptation is motivated by the complex geometry
of a neural network’s loss landscape, empirically significantly enhancing both convergence and the
ability to explore the posterior distribution. Due to its rather robust performance and efficient scal-
ing, we select scale-adapted SGHMC as our primary SGHMC baseline method. Unless otherwise
specified, all references to SGHMC in our experiments refer to this enhanced version.

Mini-batch samplers offer a more scalable approach, but their theoretical guarantees and sampling
efficiency often differ considerably from their full-batch counterparts. A possible stochastic version
of MCLMC faces several challenges, many distinct from those in traditional SGLD or SGHMC.

2.3 IMPROVING SAMPLING FOR NEURAL NETWORKS

One particularly challenging application for sampling-based inference is BNNs. Due to their com-
plex and often highly multimodal loss surface, traversing the posterior with a sampler is challenging.
To mitigate these problems, recent approaches propose to use optimized solutions as warmstarts for
sampling (instead of, e.g., sampling from the chosen prior), lifting the sampling into regions of
higher probability (Paulin et al., 2025). To tackle the multimodality of the posterior, ensembling
methods using multiple chains from different starting locations have proven effective. Such ap-
proaches have been proposed both for HMC and for MCLMC (Duffield et al.l 2025; Sommer et al.,
2025)). These methods, also called Bayesian deep ensembles (BDE), have shown state-of-the-art
performance for BNN uncertainty quantification, one of our main interests for large-scale and high-
dimensional applications. We will thus not only study stochastic variants of MLCMC, but also
microcanonical Langevin ensembles (MILE).

3 STOCHASTIC MICROCANONICAL LANGEVIN DYNAMICS

In order to develop and study stochastic MCLMC and its ensemble variant MILE, we begin by
analyzing its pitfalls and derive the necessary remedies to establish it as a practical and scalable
sampler for modern applications. In the following, we will therefore propose different variants of
stochastic MILE, with its most basic version denoted as SMILE-naive. Our later proposed exten-
sions pSMILE-naive and pSMILE build on this basic version.
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3.1 SAMPLING WITHOUT EXPLICIT NOISE INJECTION

To develop stochastic MCLMC, Eq. (I) needs to be computed using mini-batches. This will in-
troduce an error in the gradient estimation, differing from the averaged full-batch gradient. For a
random mini-batch B C D of the data D with |B| =: B < N, assuming the gradient difference for
sample D; is ep, = Vg logp(0|D)/N — Vg logp(0|D;), the mini-batch gradient at fixed 0 is the
sum of the single sample gradients,

Ve logp(8|1B C D) = B/NVglogp(0|D) + > ,cp€D;-

A typical assumption for the gradient noise (see, e.g., Ma et al.| 20155 Zhu et al., 2019} |Ziyin et al.,
2022)is ),z €p, ~ N(0,V(0)), with the correlation V having an unknown dependence on 6.

A naive stochastic version of MILE (referred to as SMILE-naive) can be defined as
do =wudt, du=nN/B(1-—uu')(d—1)"'Velogp(|B)dt. 3)

Here we omit the explicit noise injection because the noise already exists in V log p(8|5), which
is typically rather large for a small batch size. Thus, additional noise is likely to slow down the
convergence. In practice, the second-order Minimal-Norm integrator (Omelyan et al., [2002; [2003)
is used to numerically solve (3)) for all experiments in this work.

Preliminary finding: Stochastic microcanonical Langevin dynamics can potentially be imple-
mented with implicit mini-batch gradient noise injection instead of explicit noise injection.

3.2 THE PITFALL OF ANISOTROPIC STOCHASTIC GRADIENT NOISE

Robnik & Seljak! (2024) show that in continuous time, the stationary distribution of MCLMC is the
target posterior p(6|D) for any amplitude of injected isotropic noise. In Appendix B] we show that
this is also the case for continuous-time SMILE-naive if the minibatching noise can in the limit be
modeled as an isotropic Wiener process. However, the noise from mini-batching often has a position-
dependent covariance matrix V(8), which alters the stationary distribution, see Appendix [A] In
Table [T} we verify and quantify this effect by comparing the second-moment bias between samples
and analytical expectations (Hoffman & Sountsov, [2022), b* = (E[6Z,,,...] — E[6%])?/Var(6?),
under different scenarios of explicit noise injection. This leads to the important finding that the
sample bias of SMILE-naive increases substantially across all settings under anisotropic noise.

Noise preconditioning When V(0) is known, one can standardize the mini-batching noise by
preconditioning the stochastic gradient at each step. Given the Cholesky decomposition of the co-
variance V(0) = L(0)L(0) T, the preconditioning is 8 = L(0) " . This preconditioning defines a
new dynamic in a reparameterized space 6’. The relationship between the preconditioned gradient
and the original gradient is

Ve logp(6'|B) = L(6) ' Ve logp(0|B) = L(6) " (B/nVelogp(0|D) + > ieBED,)

where the transformed noise term L(6) ™' >, ep, ~ N(0,I) is now isotropic. Consequently, the
sample distribution for the dynamics of ' correctly converges to the target posterior p(6’|D), and
multiplying 6’ by any non-zero constant preserves the convergence.

In practice, estimating V (8) is computationally infeasible for large-scale models. Here we propose
to only use diagonal preconditioning based on moving averages to make computations tractable.
Thus, the reparameterized variable is 8’ = (\/E/Ha'(zieg epi)||) 0 © o} ;cp€ep,), Where
©® denotes the Hadamard product and we only need to estimate the gradient standard deviation
o (Y ;c5€p;). The normalizing constant V/d/||o(3,c5€p,)| is chosen such that 8" = 6 for

isotropic noise. In addition to the estimation of the gradient standard deviation, we also require an
estimate g for the expected gradient, which is also computed using a moving average:

gt — (1 —a)g® + aVglogp(8|B),
oD /(L - a)(e®)2 + (Ve log p(6]B) — gi+D)2.
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o 1s a smoothing factor (fixed to oo = 0.01 throughout the paper) to ensure stable and low-variance
estimates. We call this method preconditioned SMILE-naive (pSMILE-naive), as it preconditions
the stochastic gradient to ensure the effective noise is isotropic. In principle, extra strong noise
injection (Chen et al.|[2014) and Fisher scoring (Ahn et al.,[2012)) would also be applicable to reduce
the bias with potential sacrifice in efficiency.

Analytical benchmarks Table [I| compares the squared bias b%, of single-chain SMILE-naive,
PSMILE-naive, SGLD, and vanilla SGHMC across several anisotropic noise scenarios. In all set-
tings, we assume the average noise magnitude is larger than that of the true gradient. We define three
anisotropic noise scenarios based on the noise covariance matrix: (i) Diagonal, where the covariance
matrix is a constant ill-conditioned diagonal matrix; (ii) Correlated, where the covariance matrix is
the randomly rotated ‘Diagonal’ covariance; and (iii) Spatially-varied, where the covariance matrix
is the ‘Correlated” covariance times exp(—6s/0(63)) with 0 being the second element of 6.

The results show that although pSMILE-naive does not fully match the performance of SMILE-
naive under ideal isotropic noise, it significantly reduces the bias in all three anisotropic settings,
particularly for an ill-conditioned Gaussian (ICG) posterior. Furthermore, pSMILE-naive consis-
tently outperforms both SGLD and SGHMC in these challenging scenarios.

Table 1: Bias b(]) of different SGMCMC samplers on three 10-d analytical posteriors with explicitly injected
Gaussian noise. The reported bias is the average over 10 independent chains, and the standard deviation is the
standard deviation of the average value obtained with bootstrap. The Baseline is full-batch MCLMC perfor-
mance with optimal noise parameter 7).

Target | Noise Type | SMILE-naive SGLD SGHMC PSMILE-naive
Isotropic 0.003 +£0.001  0.033+0.006  0.095+£0.033 0.006 £ 0.001
ICG Diagonal 0.245+0.027 0.184+0.021  0.186 +0.020  0.038 £ 0.008
(Baseline: 0.0001) Correlated 0.502+0.194  0.189 £0.029  0.235+£0.067  0.055 £ 0.007
Spatially-varied 0.157+0.010 0.328+0.011 0.331+0.011 0.093 +0.019

Isotropic 0.002 +0.001  0.005+0.001 0.004 £ 0.002 0.004+0.001
Rosenbrock Diagonal 0.302+0.111  0.085 4+ 0.007 0.160 +0.027  0.046 + 0.002
(Baseline: 0.0003) Correlated 0.265 +0.042  0.074 +£0.007 0.085+0.014 0.070 & 0.005
Spatially-varied | 0.048 =0.005  0.079+0.013 0.095+0.013 0.052 + 0.005

Isotropic 0.014 £0.005 0.141+£0.019 0.128 £0.019  0.021 £ 0.005
Funnel Diagonal 0.283+0.146  0.063 +0.017 0.077 +£0.039 0.042 £ 0.012
(Baseline: 0.004) Correlated 0.453 +0.231  0.1474+0.034 0.138 £0.039  0.004 + 0.002
Spatially-varied 0.023+0.008 0.241+£0.043 0.218+0.034  0.012 £ 0.003

3.3 A NAIVE SMILE IN PRACTICE

To further validate our proposed adaptation in a more complex setting, we evaluate our methods on
a BNN regression benchmark where MILE is considered the current gold standard.

The benefit of gradient noise preconditioning We first run stochastic samplers using a batch-
wise sampling approach, i.e., we produce one sample for every mini-batch step. This provides all
stochastic samplers with the same number of total gradient computations as the MILE baseline. The
results (Table [2] first four rows) provide strong empirical support for our theory as both SMILE-
naive and pSMILE-naive consistently, and notably outperform the SGHMC baseline in both log
pointwise predictive density (LPPD) as a measure for the evaluation of the approaches’ uncertainty
quantification and root mean squared error (RMSE) to measure their prediction performance. Criti-
cally, pPSMILE-naive markedly improves upon SMILE-naive, confirming that correcting for gradient
noise anisotropy is crucial for the optimal performance of stochastic microcanonical dynamics.

Closing the gap to full-batch MCMC The batch-wise sampling comparison still implies that
MILE makes more passes over the entire dataset than the stochastic samplers if both are run for
the same number of iterations. To provide a fairer comparison, we also run epoch-wise sampling.
This ensures that the stochastic samplers make the same number of full passes over the dataset as
MILE. Under this condition, pSMILE-naive closes the remaining performance gap entirely, match-
ing the performance of the full-batch MILE (Table [2] last three rows). This result is significant:
it demonstrates that with proper preconditioning, stochastic microcanonical dynamics can achieve
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Table 2: Mean RMSE () and LPPD (1) results (4 standard deviation across 3 train-test splits) for a 3 hidden-
layer fully-connected neural network on regression tasks. All methods are DE initialized and use 10 chains.
Batch-wise sampling refers to the equivalent budget of sampling steps with respect to MILE (the gold standard),
and epoch-wise sampling equalizes the number of passes through the dataset compared to MILE.

LPPD (1) RMSE ()
Dataset Airfoil Bikesharing Energy Airfoil Bikesharing Energy
Full-batch Gold Standard
MILE | 0.665+0.062 0.226+£0.043 2.204+0.024 | 0.152+£0.014 0.229+0.016 0.032 +0.002
Stochastic (Batch-wise Sampling)
SGHMC —0.176 £0.023 —0.0924+0.029 0.062 4+ 0.034 0.265+0.020 0.250+0.015 0.113 % 0.009
SMILE-naive 0.280£0.008 0.132+0.046 1.191+0.015 | 0.185+0.006 0.236+0.017 0.045+ 0.001

0.438 +0.042 0.185+0.037 1.666+0.017 | 0.172+0.007 0.231+0.014 0.041 +0.001
Stochastic (Epoch-wise Sampling)

0.177 £ 0.037 0.145 + 0.059 1.063 £ 0.020 0.2144+0.004 0.236 +0.019  0.053 &+ 0.002
0.497 + 0.049 0.167 = 0.058 1.287 £ 0.020 0.166 + 0.007  0.233 +0.018  0.046 + 0.001
0.633 +0.052 0.221 +£0.028 2.018 +£0.060 | 0.151 +0.005 0.230+0.013 0.038 +0.003

pSMILE-naive

SGHMC
SMILE-naive
pSMILE-naive

state-of-the-art sampling performance, effectively mitigating the performance gap often observed
between stochastic and full-batch MCMC.

One should note that the performance of these naive methods is rather sensitive to their hyperpa-
rameters. As shown in the Appendix (Fig. ), the step size crucially depends on the gradient noise,
which is turn related to the batch size. This sensitivity becomes more pronounced on more complex
architectures. Further experiments on a LeNet architecture (62k parameters) for Fashion-MNIST
classification (Table[6] Appendix reinforce the findings of the UCI benchmark. While SMILE-
naive fails to sample meaningfully, pSMILE-naive performs exceptionally well, indicating that our
gradient noise preconditioning remedy enables scaling to larger architectures.

Pitfall: Anisotropic mini-batch gradient noise breaks the stationarity of MCLMC.
Remedy: Gradient noise preconditioning resolves the problem, facilitating state-of-the-art perfor-
mance both in simulated examples and on small to medium-scale BNNs.

4 SCALING STOCHASTIC MICROCANONICAL LANGEVIN

While gradient noise preconditioning resolves theoretical inconsistencies of stochastic microcanon-
ical dynamics, a critical practical barrier remains: Naive implementations with fixed step sizes,
performing very well for smaller models, break down when applied to modern architectures such
as ResNets or transformers. In the following, we discuss the cause of this problem and present our
proposed solution, an adaptive tuning scheme that yields the algorithms SMILE and pSMILE .

4.1 THE CHALLENGE OF SCALING: NUMERICAL INSTABILITY

When running previously proposed samplers in very high-dimensional and complex parameter
spaces, performance notably degrades. Analyzing this result, we find that the microcanonical dy-
namics is very sensitive to the step size: a too large step size causes the sampler’s trajectory to
diverge rapidly, while one that is too small leads to prohibitively slow exploration.

This failure is demonstrated in Fig.[2] where we apply SMILE-naive and pSMILE-naive to a ResNet-
7 (428k parameters) on CIFAR-10. Despite preconditioning, tuning over various step sizes, and us-
ing cosine decay-type step size schedulers, both methods fail to produce meaningful results, diverg-
ing into unstable regions. In contrast, SGHMC remains stable, and our later introduced fully-tuned
SMILE and pSMILE variants perform competitively. This highlights that simply correcting for
gradient noise anisotropy is insufficient, and a robust yet lightweight tuning mechanism is needed.

Pitfall: The naive application of stochastic microcanonical Langevin Dynamics to large modern
network architectures fails due to stability issues.

Remedy: Energy-variance-based numerical guardrails and adaptive step size scheduling enable
robust and competitive scaling to large network architectures.
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Figure 2: Differences between the BDE performance of naive (orange) and tuned (blue) SMILE variants and
a DE baseline for a ResNet-7 (428k parameters) on the CIFAR10 dataset. The x-axis is truncated at -0.01 for
readability. For all samplers, we report the best performance of an ensemble of 8 chains over a grid of explored
step sizes. Standard deviations over replications are comparable to those reported for the larger-scale setting
reported in TableE} A more detailed plot covering different step and batch sizes is given in Fig. @ (Appendix).

4.2 ENERGY ERROR-BASED TUNING

To address the numerical instabilities encountered at scale, a key challenge lies in managing errors
introduced by the numerical integrator. As discussed in the background, the MCLMC dynamic
provides a natural mechanism for this: while the ideal dynamic conserves total energy, any change
in energy, AFE, serves as a direct proxy for the numerical error per integration step. This insight
motivates a tuning scheme based on monitoring the energy error AE. Practically, it requires only a
single user-specified hyperparameter (an initial step size, typically close to the optimizer’s learning
rate used in the warmstart), introduces no additional noise injection, and operates efficiently in high-
dimensional SGMCMC regimes. The full procedure is given in Algorithm [T]and described below.

Modeling energy error To create robust guardrails and dynamic step-size adjustments, we need
to assess whether a given energy error is typical or an outlier. This requires modeling the underlying
distribution of the energy error to compute meaningful adaptive thresholds.

To this end, we model the distribution of |AE| in an online fashion using a Gamma distribution,

which is well-suited for positive, skewed data. For this, exponential moving averages (EMAs) of its

(t) (t)

mean /i« g and standard deviation O\ ap| Are computed

piis (1= Bufde + BIAEL o) /(1= B0 + BIAE — uiy)?, @)

where (3 is the EMAs’ smoothing parameter (set to 0.01 throughout the paper). To counteract the
bias towards zero in the early stages of the tuning, we further apply a standard correction factor
to the variance estimate, helping it converge more rapidly. In order to provide a tractable estimate
for the energy error distribution, we then dynamically fit a Gamma distribution Qa('ygi)ape, vgtc)ale)
using moment-matching based on the empirical parameters

2
’ygth)ape — (U‘(Z)E|)2/H\(2E|7 ’yg:)ale < (H‘(gm/a\(fA)El) ' (5)

Quantiles from this dynamically fitted distribution as a measure of extremity are then efficiently
approximated using the Wilson-Hilferty transform (Wilson & Hilferty}, [1931). We denote the ap-
proximate quantile function of the Gamma distribution by Ga=!(-, ”yéi)ape, wétc)a 1)

This online fitting procedure is highly practical because the sampler begins its run from an opti-
mized starting point (a high-likelihood region). Given a meaningful step size (e.g., the final learning
rate from the warmstart optimization), the initial energy errors are naturally contained within a
reasonable range—meaning they are not excessive and do not significantly degrade performance.
This initial stability provides a reliable “golden window” for the EMA estimates and the resulting
Gamma fit to stabilize quickly (in our experiments only after a few mini-batch steps, see Fig.[7), We
can then robustly estimate quantile that inform the subsequent adaptive tuning and define numerical
guardrails throughout the entire sampling process.

Numerical guardrails Numerical instability can cause the chain’s trajectory to diverge, leading
it into regions of extremely low likelihood from which recovery is computationally expensive and
slow. To avoid this, we define a quantile threshold « based on a high quantile (0.98 by default) of
the Gamma distribution. If |AF| exceeds this threshold, we reject the proposed step, resetting the
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Algorithm 1 Energy variance-based tuning

Require: 6, v, /A‘(Z)E‘, UFZ)E‘, B, k, aand §.
1: 0D 4 (Y AE « INTEGRATORSTEP(8M) u® n®))

2: Estimate the current Gamma distribution via moment matching (Eq. (3)).

3: Update the exponential moving averages u‘(tAJrEl ) and a‘(tA'g‘) as detailed in Eq. .
4: (Eq. (6)).

5: n® according to Eq. (7).

6: return @C+D) (D 4D

position to its previous state and zeroing the momentum as
(0D ul V) (01,0), if |AE] > Gat (kYoo Har)- (6)

By preventing the chain from wasting time and computation in distant, low-probability regions, these
guardrails ensure that a higher proportion of the samples are drawn from the high-posterior density
regions. Without this guardrail, the sampler’s performance catastrophically degrades (cf. Table ).

Adaptive step sizes While the guardrails prevent catastrophic failure, a more nuanced mechanism
is needed to ensure efficient and robust exploration. For this, we adapt the step size multiplicatively
based on where |AE)| lies relative to the Gamma quantiles: when errors are too large, the step sizes
are decreased, and increased when they are unusually small (with defaults § = 0.02,a = 0.1):

ey if [AE] < Ga= (%9 per 7 1)
N = 90O = 8) i [AE] > Gam (1 - 20 L) %
n® otherwise

where a parameterizes the probability of adaptation. The update is asymmetric, giving stronger
incentives to shrink the step size and thus biasing the dynamics toward stability. This design connects
to adaptive MCMC (Andrieu & Moulines| 2006} Haario et al., 2006, Roberts & Rosenthall |2009),
but is specialized for the high-dimensional SGMCMC setting, where classical Metropolis-Hastings
adjustments and detailed balance cannot be leveraged effectively (Garriga-Alonso & Fortuin, [2021).

4.3 SAMPLING OF CONTEMPORARY BAYESIAN NEURAL NETWORK ARCHITECTURES

Equipped with our adaptive tuning Table 3: Image classification task on CIFAR-10 using a
scheme, we now evaluate SMILE and ResNet-18 with 11.2M parameters. Mean accuracy (1) and
PSMILE on contemporary BNN architec- LPPD (1) results (& standard deviation) are reported. Num-
tures, demonstrating their scalability and bers in brackets indicate ensemble members.

performance against strong baselines.

Method Accuracy (1) LPPD (1)

Laplace 0.8915 £ 0.0036 —0.4525 £ 0.0345
Image classification As shown in Ta- ];‘éc(’g 8-2{7)3? i 8-88;2 —é-gégg i 8-83?@
ble B on a ResNet-18 (1_ 1-2M param- SGHMC (8) | 0.9104 = 0.0015  —0.2908 & 0.0021
eters) for CIFAR-10 classification, both SMILE (8) | 0.9101+0.0019  —0.2763 + 0.0027
SMILE and pSMILE outperform SGHMC pSMILE (8) | 0.9116 +0.0010 —0.2659 + 0.0034

in LPPD. pSMILE achieves the best over-
all performance, demonstrating the synergistic benefit of both of our proposed remedies. All
sampling-based methods attain similar, high accuracy.

Language modeling In the experiments corresponding to Fig. [3] and Table [I0] (Appendix [D.5),
we test robustness on a nanoGPT model (10.8M parameters, Karpathy, [2022). We ablate the initial
step size over four orders of magnitude. For reference, the well-working learning rate of AdamW
for the DE optimization is 2 - 10~%, which also coincides with the best performing step size for
all considered SGMCMC samplers. The results reveal a key strength of our method: robustness.
While SGHMC’s performance degrades catastrophically with a misspecified step size, pSMILE
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Table 4: Ablation on reset quantile < of SMILE comparing predictive and UQ performance metrics for a single
replication of the ResNet-18 experimental setup on CIFAR10 of Table E}

K \ Accuracy  Brier Score NLL F1 Score AUROC AURC LPPD
0.90 0.9084 0.1328 0.3939 0.9082 0.9950 0.0123 -0.2704
0.95 0.9127 0.1280 0.3931 0.9126 0.9954 0.0112 -0.2614
0.98 0.9108 0.1375 0.4159 0.9105 0.9948  0.0125 -0.2863
0.99 0.9053 0.1444 0.4449 0.9051 0.9946  0.0132 -0.3044

No Guardrail | 0.0998 0.9384 12.3519  0.0182 0.5528  0.8828 -2.5710

consistently improves upon the strong DE base- “6-SGHMC "o SMILE -+ pSMILE

line across all tested step sizes. This increased ~

robustness to the initial step size is a signifi- :;/ o.sof

cant practical advantage, alleviating the need for %, | o

costly hyperparameter sweeps common to many &

SGMCMC methods. & '
% 10 -0.25 \

4.4 ANALYSIS AND ABLATIONS g B e

OF THE TUNING MECHANISM g /
g 0y —of

We conduct a series of ablations to better un- 266 2¢5 2¢-4 2¢-3

. . Step Size (I [
derstand the behavior of our proposed adaptive ep Size (log scale)

scheme. Our hyperparameter robustness anal-

yses (Tables E] and E] in the Appendix) show Figure 3: Robustness assessment: Perplexity improve-
that the energy-variance-based tuning is robust ment (smaller'is better, std. fiey. as shaded area) of
across a range of settings. Notably, the abla- MCMC sampling over the optimized warmstart across
. . . . samplers and step sizes for the nanoGPT model with
tion on our guardrail mechanism (Table ) high-

. . . . . . < 10.8M parameters on the modern—-shakespeare
lights its necessity: without it, naive sampling ... .

fails catastrophically. The influence of the batch

size (Fig.[5] Appendix) is also explored; while larger batches improve performance, the gains dimin-
ish, confirming that our method remains effective with moderate batch sizes. Finally, our analyses
of the tuning dynamics (Figs. [/| and [8)) reveal that the adaptive step size and Gamma distribution
parameters rapidly converge to a stable regime. This is a key user-friendly feature, as it eliminates
the need for manual tuning, which poses a non-trivial challenge in many traditional MCLMC imple-
mentations. Furthermore, the empirically observed energy errors appear to be well described by the
proposed Gamma distribution (Appendix [D.6).

Takeaway: 1) Gradient noise preconditioning in combination with 2) energy variance-based tun-
ing enables the robust and successful application of stochastic microcanonical Langevin dynamics
to modern CNN and GPT-style architectures, often outperforming strong SGMCMC baselines.

5 DISCUSSION

This work bridges the gap between the strong performance of full-batch microcanonical Langevin
Monte Carlo and the scalability needs of Bayesian inference. We show that naive stochastic adapta-
tions fail due to gradient noise bias and instability, and propose two key solutions: a principled pre-
conditioning scheme for correctness and an energy-variance-based tuner for stability. Our resulting
method, (p)SMILE, matches and often outperforms strong baselines, demonstrating that the benefits
of microcanonical dynamics can be realized in the stochastic regime. This establishes (p)SMILE as a
practical and powerful addition to the SGMCMC toolkit for complex models like BNNs. Further, we
provide efficient code at https://anonymous.4open.science/r/SMILE2026iclr/.

Limitations and future work Our method relies solely on mini-batch gradient noise to drive
dynamics. While effective, we did not study reintroducing explicit noise as in the original MCLMC
SDE (Eq. (1)), which could enhance exploration but adds further tuning complexity. Exploring this
trade-off is a promising direction. Future work could also consider richer preconditioning to capture
gradient geometry or alternative integrators within our adaptive framework.
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A STATIONARY DISTRIBUTION IN THE CONTINUOUS-TIME LIMIT

A.1 FULL-BATCH

Let’s start by reviewing the full-batch continuous-time MCLMC. We denote the variables as z =
(0,u), where z € R4 x §4-1 je., the velocity is normalized to the unit sphere. MCLMC dynamics
can be expressed as a Stratonovich degenerate diffusion on the manifold,

d
dz = B(z)dt+n Y oi(z)odW;. (8)
i=1

The notation convention is as in [Robnik & Seljak (2024), and we briefly summarize the notation
here: W; are independent R-valued Wiener processes, o denotes that the SDE is to be interpreted in
the Stratonovich sense, o; are vector fields, in coordinates expressed as

8’112‘19 0

0i(9) = 9" (9) 525 (9) = (9). ©)
Given that u lives in the unit sphere, w are parametrized with spherical coordinates,
u() = (cos ¥, sinv cos Vs, ..., sin ¥y sin¥a... cos ¥g_1, sin ¥y sinds...sin¥q_1), (10)
and we denote ¥ = (¥1, 72, ...,¥94_1). The metric tensor on the sphere is
d
Guw = Y _ Outti(9) Dy u; (1) (11)
i=1

We will use Greek letter indices to denote parameters on the sphere and Latin letter indices to
denote parameters in the Euclidean space. We will adopt Einstein convention, which implies a sum
whenever there are repeated upper and lower indices.

Drift vector field is
B(6,u) = (u, P(u)Vglogp(0|D)/(d — 1)), (12)

and P(u) = I — uu' is the projection tensor.

The Fokker-Planck equation corresponding to Equation [§]is
. i 1 y
p=—(VilpB') + Vu(pB")) + 5V Vi (D"p), (13)

where V is the covariant derivative, and the diffusion tensor is

d d
DM — 772 Z 0_’;;0_11./ _ ,'72 Z Oty O u; = Ulew7 (14)
i=1 i=1
so the diffusion term in the Fokker-Planck equation becomes the Laplacian. It is shown in |Robnik
& Seljaki (2024) that the stationary distribution of the Fokker-Planck equation has the form of po,
p(0|D),/g because both terms on RHS of Eq. vanish with p,. Here g is the determinant of the
metric.

A.2 ISOTROPIC MINI-BATCHING NOISE

Now we consider a mini-batching noise on the gradient. We will be interested in the limit of step
size going to zero. Mini-batching noise can then be modeled as a Wiener process. Note, however,
that in the limit, the process converges to the Itd’s SDE, not Stratonovich’s SDE. This is because
the realization of the mini-batching noise is always taken at the beginning of the step. For Gaussian
mini-batching noise with isotropic covariance matrix, ¥ = I, we thus obtain

d
dz=B(z)dt+ 7Y _oi(z)dW;, (15)
i=1
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which is equivalent to the following Stratonovich SDE:

dz = Bsg(z dt+nzm ) o dW;, (16)
where the drift obtains an additional term:
1
Bsc = B - 5;vmo—i (17

Lemma 1. o; are geodesic vector fields. Specifically,
Vooi =Xi(9)oi  Mi(9) = —ui(9).

Proof. To calculate the parallel transport of the vector field along itself, we will use the Gauss
formula, by which the Levi—Civita connection of a submanifold is the tangential projection of the
ambient derivative. Viewing the sphere S?~! as a submanifold of the Euclidean space R?, we can
use this to calculate
VxY = PD[X]Y,
where X and Y are any smooth vector fields in the Euclidean space, which are tangential to the
sphere when restricted to the sphere. P = (I — uu’) here again is the projection operator and
D[X] denotes the Jacobian matrix. o; = Pe;, where e; is a unit vector in direction 4 is such a
vector field. Its Jacobian is
Dio;] = -I(e; - u) —u ey,
where ® is the Kronecker product. Using the projected ambient derivative gives:
Vo0 =—-P(I(e; - u) + u®e;)Pe; = —(e; - u)oy,

where we have used that P2 = P and P(u ® e;) = 0. O

Using this lemma, we can see that the additional drift term vanishes, so Bsg = B:
d d

[Bsclu = Bu— 5 ) _[Vooilu = But 5 ;ui(w =B+ (w Z 2=DB,. (18

i=1

Therefore, the Fokker-Planck equation is still Eq. and the stationary distribution is unchanged.

A.3 ANISOTROPIC MINI-BATCHING NOISE

Let the mini-batching noise now have some general covariance matrix 3. Without loss of generality,
we may assume that X = Diag(n?,n3,...,n3), by rotating the coordinate system if it is not in this
form. We now get

dz = Bsa(z dt—i—ZnZal ) o dW;, (19)

and

d d
1 2 1 2
BSG:B—iiZ;meai=B+5;muiai, (20)
where we have used the Lemma from the previous section. The diffusion tensor is now

d
Dgé—ZUQ toV an(‘)“uiﬁyui (21)

i=1

Putting these together, the Fokker-Planck equatlon becomes

p=- (V (pB") + Vu(pB*) an Viulpuioy') + Vu Vo (p0" 10" u;)) - (22)

The Fokker-Planck equation has now changed, implying that the stationary distribution has also
changed.
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B EXPERIMENTAL SETUP AND GENERAL DETAILS

B.1 SOFTWARE AND COMPUTING ENVIRONMENT

Experiments were implemented in Python using jax (Bradbury et al.,|2018)), BlackJAX (Cabezas
et al., 2024)), and extensions of the codebase of |Sommer et al.| (2025), with selected baselines from
posteriors (Duffield et al.| 2025). Computations were performed on two NVIDIA RTX A6000
or four NVIDIA A100 GPUs and a 64-core AMD Ryzen™ Threadripper™ CPU; CPU parallelism
was used for smaller tasks, while large models like CNNs were trained on GPUs. A comprehensive
codebase is available at https://anonymous.4open.science/r/SMILE2026iclr/.

B.2 DATASETS & OPTIMIZATION

Table 5] summarizes the benchmark datasets utilized in our BNN experiments. For all tabular
benchmarks, unless specified otherwise, we use a 70% train, 10% validation, and 20% test
split together with a fully connected model architecture of three hidden layers with 16 neurons
each. For image classification benchmarks, we adopt the standard train/test split and employ
CNN/ResNet-type architectures of varying size. Before training the nanoGPT model, we translated
the tiny—-shakespeare dataset available from [Karpathy| (2022) into more modern English
using Gemini 2.5 Pro to facilitate a more accessible assessment of the quality of the generated
text. This was done using the prompt “Please translate the attached file into
simplified modern English. Keep the structure of the text as is
(new line for each speaker, speaker name followed by a colon, then
the sentence in a new line)”, together with an attached txt file of the original text.
We call this dataset modern-shakespeare and provide it within our public code repository
for reproducibility. Furthermore, we use ADAM with decoupled weight decay (Loshchilov &
Hutter, [2019) for all DEs and vanilla optimizations. Unless stated otherwise, we assume a standard
Gaussian prior, N'(0, I;), as is common practice.

Table 5: Datasets used in the Bayesian Deep Learning experiments.

Dataset Size Features  Source

Airfoil 1503 5 |Dua & Graft|(2017)
Bikesharing 17379 13 |Fanaee-T|(2013)
Energy 768 8 [Tsanas & Xifara|(2012)
F(ashion)-MNIST 60000 28x28  |Xiao et al.|(2017)
CIFAR-10 60000 28x28  |Krizhevsky et al.|(2009)

modern-shakespeare 39890 (rows) 65 (CharacterTokenizer) adapted from Karpathy|(2022)

B.3 EVALUATION

We evaluate predictive performance using a range of metrics, with specific metrics chosen based on
the task type (e.g., classification, regression, or language modeling). For evaluating the quality of the
full predictive distribution and uncertainty, we utilize the log pointwise predictive density (LPPD)
on a held-out test set Dy, as advocated by |Gelman et al.|(2014). The LPPD is defined as:

K S
LPPD = — > log (Kls > (y*.g(kv‘")(x*))) (23)

Thest
(g, @) EDien k=1 s=1

Where 0(%:) are the obtained posterior samples from K chains of S samples each. This metric mea-
sures how well the predictive distribution covers the observed labels, with higher values indicating
a better fit.

For classification tasks, we assess point predictions using accuracy, which measures the proportion
of correct predictions. Following Zhou et al.|(2025) we also consider the Brier score, which quanti-
fies the mean squared error of the predicted probabilities, and the Area Under the Receiver Operating
Characteristic (AUROC), which evaluates the model’s discriminative ability. Furthermore, we ex-
amine calibration with the Area Under the Reliability Curve (AURC).
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For regression tasks, the Root Mean Squared Error (RMSE) is employed to evaluate the accuracy of
point predictions.

Further, for models, such as our nanoGPT model, we report the Negative Log-Likelihood (NLL)
or Perplexity to assess how well the model predicts the test data. Perplexity, a common metric for
language models, is a function of the average NLL (more specifically Perplexity := exp(NLL)) and
indicates the effective number of choices the model has at each step, with a lower value representing
better performance. The specific metrics used in each experiment are indicated in the respective
results sections.

B.4 LLM USAGE

The only use of Large Language Models (LLMs) was for minor language, grammar, and stylistic
edits, as well as trivial coding support (such as plotting scripts). No part of the scientific work or
core implementation was generated by LLMs.

C ANALYTICAL BENCHMARK

In TableE] we use four SGMCMC samplers, SMILE-naive , SGLD, vanilla SGHMC and pSMILE-
naive, to sample three 10-dimentional analytical posteriors with explicit noise injection. The three
analytical posteriors are

1. I-Conditioned Gaussian (ICG) The distribution is N (0,2 = RTAR), where A is a
diagonal matrix with eigenvalues equally sampled in log space from 1/100 to 100 and R
is a random rotation matrix.

2. Rosenbrock This is a product of 5 banana-shaped posterior from |Grumitt et al.| (2022).
The posterior is logp(0) = — Z?ﬁ[(@%i_l —09:)2/Q + (f2i—1 — 1)?] with Q = 0.1 in
our setting.

3. Neal’s Funnel This is a hierarchical model with #; ~ A(0,3) and 6; ~ N(0,¢%/2), i€
2,..., 10].

The explicit noise injection is realized by adding a noise term in the log p(6),

10g p(0)noise = logp(0) + €' (24)

where € is a 10-dimensional Gaussian noise with covariance matrix V(8). In ‘Isotropic’ case,
Viso = 2561; in ‘Diagonal’ case, Vgiag = VisoA and the A is the same one used in ICG posterior;
in ‘Correlated’ case, Vo, = R’ TVdiagR’ and R’ is another random rotation matrix different
from the rotation matrix used in ICG posterior; in ‘Spatially-Varied’ case, the covariance matrix is
Vipa(l) = Veorr exp(—62/0(02)), with 6, being the second element of . In each scenario, we
initialize the position at the mean of the posterior and run 10 chains for 106 samples.

The optimal step size for all SGMCMC samplers are determined form grid search. We first run
benchmark for At = 10°, i € {—6,—5,...,0}, then for optimal lopt We evaluate the performance
for 15 step sizes spaced equally from dp; — 1 t0 iops + 1 and report the bias in Table I} For ICG
and Rosenbrok, the average bias over all 10 dimensions are reported, and we use maximum bias
for Neal’s Funnel, because in practice the bias of 6 is significantly larger than other parameters. We
employ a bootstrapping technique to estimate the standard deviation of the mean bias by repeatedly
drawing 10 chains with replacement from the original 10 chains, and report the standard deviation
in Table

D BAYESIAN NEURAL NETWORK EXPERIMENTS

D.1 UCI BENCHMARK
For the UCI benchmark presented in Table [2] we fit classical mean regression to the different tasks

corresponding to the datasets described in Table[5] In the process, we always use a fully-connected
feed-forward neural network with three hidden layers of size 16 each, resulting in about 700 total
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Figure 4: The performance of the SMILE-naive algorithm across various batch and step sizes in comparison
with a few baselines on a distributional regression task for the bikesharing dataset. The SGHMC'’s step
size was tuned and the best performance is displayed

model parameters (depending on the input dimension). When sampling from the posterior, we use
1000 samples per ensemble member (chain), which is set to 10 members if not specified otherwise.

For the recently proposed Microcanonical Langevin Ensemble (MILE) method, we follow the setup
of Sommer et al.| (2025)). Specifically, the DEs are optimized with the Adam optimizer with de-
coupled weight decay (Loshchilov & Hutter} 2019) and memberwise early stopping, after which
sampling employs the auto-tuning strategy of MILE with 50k steps before providing 1k samples
(following thinning of 10k samples). This leads to 60k full-batch sampling steps.

For all SGMCMC variants, we fix the step size of 0.001, which was individually verified to work
best in terms of performance by a grid over both smaller and larger step sizes. For SMILE-naive, we
even explored decaying step size schedulers, which did not improve the performance significantly.
Furthermore, we both consider epoch-wise and batch-wise sampling. For the batch-wise case, we
allow the stochastic variants to have the same computational budget as MILE in terms of sampling
steps. As with the same number of mini-batch steps, the SGMCMC variants have not passed the
data as often as MILE, we also decided to compare with the epoch-wise sampling. This results
in a number of batches times more sampling steps as we only collect a sample after a full pass
through the dataset. For hardware that can still handle full-batch updates well, this results in a
stark computational overhead compared with the batch-wise and full-batch approaches, but might
be considered a fairer comparison. For all SGMCMC experiments, we use a batch size of 256.

Further, each method in Table[2]is evaluated using three distinct train-test splits to assess the robust-
ness of its performance.

For the batch and step size ablations summarized in Fig.[d] we adopted the same setup as for Table[2}
altering just the batch and step size of SMILE-naive and also considering one mini-batch and one
full-batch configuration of scale-adapted SGHMC as baselines (for which we determined a suitable
step size via grid search, and only the best performing step size 0.001 is reported).

D.2 IMAGE CLASSIFICATION (LENET)

For these experiments, we adapt the CNN (v2) architecture from [Sommer et al.| (2025)), which is
a LeNet type of architecture (Lecun et al), [1998). We run an ensemble of 8 independent MCMC
chains, each configured with 5,000 warmup steps followed by 10,000 sampling steps. Applying a
thinning interval of 100 yields 100 samples per chain, for a total of 800 final posterior samples used
in the Bayesian model average and evaluation. Our analysis focuses on two key aspects: the empir-
ically superior performance of pSMILE-naive against strong baselines and SMILE-naive (Table [6)
and the robustness of SMILE to variations in mini-batch size (Fig. [5). While larger batch sizes ap-
pear beneficial, the tested configurations suggest the improvements may exhibit diminishing returns.
This suggests that SMILE can operate effectively even with moderate batch sizes, preserving much
of its computational efficiency.
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Figure 5: Relative performances with respect to a Deep Ensemble baseline of a Bayesian Deep Ensemble of
LeNets (62k parameters) on the Fashion-MNIST dataset using different sampling routines. The shaded areas
represent the minimal and maximal performance across three replications for the respective method. For both
SGHMC and SMILE , we performed a grid search of suitable step sizes, and for both methods, 0.001 performed
best.

Table 6: Relative performances with respect to a Deep Ensemble baseline of a Bayesian Deep Ensemble of
LeNets (62k parameters) on the Fashion-MNIST dataset using different sampling routines. For all methods, we
ablated over the step sizes of [0.01,0.001, 0.0001] and both for SGHMC and SMILE 0.001 performed best, for
SMILE-naive 0.0001 and 0.01 for pSMILE-naive. The average performance across 3 replications is reported.

| SGHMC | SMILE-naive | pSMILE-naive | SMILE
A Accuracy (1) | 0.0022 —0.0027 0.0082 0.0021
ALPPD (1) | 0.0028 —0.0362 0.0101 0.0042

D.3 IMAGE CLASSIFICATION (RESNET-7)

The following details correspond to the results provided in Fig. 2] and Fig.[6] The architecture is a
custom ResNet-7 with 428k parameters and Filter Response Normalization (FRN; Singh & Krish-
nan, [2020) instead of BatchNorm due to the critiques of BatchNorm in combination with sampling
(Wenzel et al.l [2020; Shen et al., 2024). Details on the architecture can be found in Table We use
an ensemble of 8 with 5k warmup steps, 10k sampling steps, thinning of 100, batch size 512 (if not
indicated otherwise), standard normal isotropic priors, as well as various step sizes, and in the case
of SMILE-naive, we also try out a cosine decay step size schedule.

Table 7: The Custom ResNet-7 Architecture with 428k trainable parameters. The output shape is specified for
a sample input tensor of size 3 X 32 x 32. All convolutional layers use a 3 x 3 kernel, stride 1, and "'SAME’
padding, and are followed by Filter Response Normalization (FRN;Singh & Krishnan| |2020).

Stage Layer Operation(s) Filters
input Image -
stem Conv-FRN 32
body Conv-FRN — MaxPool 64
Conv-FRN 64
Conv-FRN — MaxPool 128
Conv-FRN — MaxPool 128
res block (Identity Shortcut from previous output) 128
— Conv-FRN 128
— Add 128
head Global Average Pool -
Fully Connected -

D.4 IMAGE CLASSIFICATION (RESNET-18)

The following details correspond to the results provided in Table [3] and Tables O] and ] The ar-
chitecture is a ResNet-18 with 11.2M parameters and Filter Response Normalization (FRN; [Singh
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Figure 6: Relative performances difference between different Bayesian deep ensemble approaches and a deep
ensemble baseline for a ResNet-7 (428k parameters) on the CIFAR10 dataset. The content of the brackets
indicated whether a dynamic schedule with an initial step size or a constant step size schedule was used. If
not indicated otherwise in the brackets, a batch size of 512 is employed. In each case, the performance of an
ensemble of 8 chains is evaluated. Standard deviations over replications are comparable to those reported for
the larger-scale setting reported in Table@

Table 8: The ResNet-18 Architecture using Filter Response Normalization (FRN; Singh & Krishnan, 2020)
and 11.2M trainable parameters. The output shape is specified for a sample input tensor of size 3 x 32 x 32.
Each residual block (in square brackets) consists of two 3 x 3 convolutional layers. The first block of stages
2-4 uses a stride of 2 for downsampling.

Stage Layer Operation(s) Filters

input Image -

stem 3 x 3 Conv-FRN — MaxPool 64
[3 x 3 Conv-FRN

stagel _3 X 3 Conv—FRN} 2 64
[3 x 3 Conv-FRN, stride=2

stageZ |7 33 Conv-FRN } x2 128
[3 x 3 Conv-FRN, stride=2

stage3 L 3 x 3 Conv-FRN } x 2 256
[3 x 3 Conv-FRN, stride=2

staged L 3 x 3 Conv-FRN } x2 512

head Global Average Pool -
Fully Connected -

& Krishnanl 2020) instead of BatchNorm due to the critiques of BatchNorm in combination with
sampling (Wenzel et al., 2020; |Shen et al.} 2024) as for the ResNet-7 model. Details on the architec-
ture can be found in Table [8] We use an ensemble of 8 with 5k warmup steps, 10k sampling steps,
thinning of 100, batch size 512, standard normal isotropic priors, as well as a step size of 0.001 and
momentum decay 0.05 for scale-adapted SGHMC and a step size of 0.01 for SMILE. Both step sizes
were determined by a shared grid over step sizes of 5 orders of magnitude.

We further provide two optimization-based baselines in Table E[, namely IVON (Shen et al.| 2024)
and the Laplace approximation. For the Laplace approximation, the posteriors package
(Duffield et all 2025) is used. We run it for 300 epochs, a learning rate of 0.001, and a weight
decay of 0.02. For IVON, we use the defaults of the accompanying code repository and suggestions
of Shen et al.|(2024)) with the single Monte Carlo sample configuration.
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Table 9: Ablation on adaptation probability a of SMILE comparing predictive and UQ performance metrics for
a single replication of the ResNet-18 experimental setup on CIFAR10 of Table E}

a | Accuracy Brier Score  NLL  Fl Score AUROC AURC LPPD

0.00 | 0.9071 0.1475 0.4704  0.9069 0.9947  0.0130 -0.3154
0.05 | 0.9065 0.1543 0.5144  0.9062 0.9945 0.0134 -0.3379
0.10 | 0.9054 0.1391 0.4172  0.9053 0.9948 0.0128 -0.2881
0.20 | 0.9096 0.1331 0.3879  0.9096 0.9950  0.0123 -0.2732
0.40 | 0.9046 0.1422 0.4060  0.9046 0.9944  0.0137 -0.2941

D.5 LANGUAGE MODELING (NANOGPT)

The following details correspond to the results provided in Table [I0] Fig. [3] and the qual-
itative examples in Appendix The task is character-level language modeling on the
modern-shakespeare dataset. The architecture is a 6-layer, 6-head GPT-style transformer with
a context length of 256 and an embedding size of 384, with dropout disabled, adapted from Karpathy
(2022). For model initialization, we employ a warmstart phase, training the model for 30 epochs
using the Adam optimizer with decoupled weight decay with a batch size of 64 and a weight decay
of 0.05. The learning rate is annealed linearly from 3e—4 to 2.5e—4. For the subsequent sampling
phase, we use an ensemble of 4 chains with a batch size of 128. We run 200 warmup steps and
collect 1000 posterior samples, thinned by a factor of 100. We use standard normal isotropic priors
and a grid of the step sizes: {2e—6,2e—5, 2e—4, 2e—3}.

Table 10: Performance results for NanoGPT (10.8M) trained on modern—-Shakespeare using the scale-
adapted SGHMC, pSMILE and SMILE sampler.

Sampler/ Accuracy (1) Perplexity ()
Step size DNN BDE(l) DE@#) BDE#4) DNN BDE(l) DE@4) BDE#4)
SGHMC

0.000002  0.5298  0.5337 0.5443 0.5495 5.0693 49094 4.4855 4.3710
0.000020  0.5290  0.5357 0.5451 0.5506 5.0547 4.8741 4.4503  4.3427
0.000200  0.5282  0.5441 0.5441 0.5563 5.0717 4.7170 4.4460 4.2601
0.002000  0.5302 0.2472  0.5470  0.1529 5.0227 22.0208 4.4194 10.9048

SMILE

0.000002  0.5289 0.5345 0.5428 0.5508 5.0803 49154 4.4955 4.3724
0.000020  0.5296 0.5381 0.5434 0.5526 5.0324 4.8393 4.4330 4.2980
0.000200  0.5296  0.5400 0.5458 0.5538 5.0779 4.7828 4.4663  4.3045
0.002000  0.5309 0.4900 0.5458 0.5527 5.0238 5.6973 4.4180 4.8501

pSMILE

0.000002  0.5290 0.5343  0.5464 0.5496 5.0678 4.8855 4.4744  4.3475
0.000020  0.5309 0.5376  0.5453 0.5531 5.0828 4.8699 4.4928 4.3540
0.000200  0.5290  0.5407 0.5457 0.5562 5.0374 47843  4.4507 4.3047
0.002000  0.5294 0.5318 0.5448 0.5530 5.0582 4.9221 4.4653 4.4454

D.6 ABLATIONS AND ANALYSIS OF THE ADAPTIVE TUNING

Tuning evolution and goodness of fit Figures[7and [§]show that the adaptive step size and the pa-
rameters of the fitted Gamma distribution quickly converge to a stable regime. The system automat-
ically finds and maintains a suitable level of energy error, which can differ by orders of magnitude
between models. This highlights a key advantage: our method is more user-friendly in the context
of BNNs than common MCLMC implementations that require manually setting a target energy er-
ror (Cabezas et al.|, 2024), as the user only needs to provide a reasonable initial step size like the
optimizer’s learning rate. The visualizations also confirm that the step size remains dynamic, biased
toward decay for stability but capable of increasing to facilitate exploration. The effectiveness of
this tuning is underpinned by the Gamma distribution’s goodness of fit. With a target « of 0.02, the
empirical reset frequency measured over tens of thousands of update steps for the NanoGPT model
was 0.02314 £0.00626 and for the ResNet-18 model was 0.01778 4= 0.00086. This close alignment
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with the target confirms that the Gamma distribution provides a robust working model for the energy
error.

Hyperparameter robustness analyses Both Table[]and Table[d]confirm that the energy-variance-
based tuning works robustly for a range of meaningful settings of the two core hyperparameters of
Algorithm [T] 5 and adaptation probability a, with optimal performance achieved with moderate
guardrailing and adaptation of the step size, even indicating that the strong performance of SMILE
reported in Table[3|can be further improved. Notably, Table[d clearly highlights the necessity to put
the guardrailing via « into place, as without this important component the naive sampling completely
diverges and performs poorly.
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Figure 7: Evolution of the key adapted quantities over time during the sampling of a ResNet-18 via SMILE ,
respectively, for 8 independent chains. The evolutions are depicted for the SMILE model in TableEl
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Figure 8: Evolution of the key adapted quantities over time during the sampling of NanoGPT via SMILE ,
respectively, for 4 independent chains. The evolutions are depicted for the best performing SMILE model in

Table @

E SUPPLEMENTARY INFORMATION

E.1 CONCEPTUAL SIMILARITY WITH CYCLICAL SGLD

The resulting step size schedule of Algorithm [I] also shares conceptual similarities with cyclical
SGLD (cSGLD [Zhang et al., [2020): both introduce systematic variation of the step size to balance
exploration and exploitation. However, our approach is stochastic rather than deterministic, produc-
ing diverse trajectories across chains, and decays only in expectation. This stochasticity enhances
robustness and supports broader posterior exploration, while on average reproducing the empirically
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well-working decaying schedule of cSGLD in high-dimensional SGMCMC sampling. Further, as
we rely on parallel ensembles, we effectively parallelize the sequential exploration and exploitation
cycles of cSGLD and therefore increase effectiveness.

E.2 RUNTIMES

A brief note on computational cost. For the UCI benchmark (Table[Z), the sampling runtime is on the
same order of magnitude as the initial optimization time (with the only exception being the epoch-
wise sampling, which is discussed above), a characteristic analyzed in|Sommer et al.|(2025)). For our
larger-scale experiments, we find that this practical feasibility holds. Sampling with the NanoGPT
model took approximately 2.6 times longer than optimization. For the ResNet-18 on CIFAR-10, the
sampling phase was only about 10% more costly than optimization. In both cases, the additional
runtime invested into sampling is not excessive as in other works on sampling-based inference for
BNNs (Izmailov et al., [2021)), placing it in the same ballpark as optimization-based training while
consistently yielding superior performance.

E.3 QUALITATIVE GENERATION EXAMPLES

Below, we provide an example of a qualitative generation from one of the many fitted nanoGPT
instances, demonstrating that it has learned meaningful syntactic and semantic structures despite the
small vocabulary size (SingleChar Tokenizer).

Model configuration: vocab_size = 65, context_len = 256, emb_size = 384,
n_blocks = 6, n_heads = 6

Prompt I: 'KIN'

Generated Text:

KING EDWARD IV:

No; that must I do well it mildle with of what

hors all my brother Angelo. This grated is bourned
to the cowdich to save my heavinous, and lords,
whose I clim by your kindrow’s doom!

DUKE OF AUMERLE:
As every me. Duke of confidens bo my oweard.
I have smo not raitful and with the hour

Prompt II: 'Now is your time. Speak loud and kneel before
him.'

Generated Text:

Now is your time. Speak loud and kneel before him.

DUCHESS OF YORK:
My lord come him.
Have your an mistivon! What do you fremaid?

DUKE OF YORK:

Up the matter of the fight givive watch gentle Brotheren.
If you shall sham so my southern in or prevents;

some that find which coulding of the fast.

DUCHES OF YORK:
I have done the lords; and what often

Figure 9: Example texts generated by a trained nanoGPT instance (DNN) of Table |10 given the respective
prompt and generating 300 new tokens autoregressively via sampling from the predicted Categorical distribu-
tion over the vocabulary. The model produces coherent theatrical formatting, consistent character names, and
dialogue structure, indicating learned domain-specific patterns.
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