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ABSTRACT

Tensor decomposition is a fundamental method used in various areas to deal with
high-dimensional data. Among the widely recognized techniques for tensor de-
composition is the Canonical/Polyadic (CP) decomposition, which breaks down
a tensor into a combination of rank-1 components. In this paper, we specifically
focus on CP decomposition and present a novel faster robust tensor power method
(TPM) for decomposing arbitrary order tensors. Our approach overcomes the lim-
itations of existing methods that are often restricted to lower-order (< 3) tensors
or require strong assumptions about the underlying data structure. By applying the

sketching method, we achieve a running time of O(nP~!) per iteration of TPM on
a tensor of order p and dimension n. Furthermore, we provide a detailed analysis
applicable to any p-th order tensor, addressing a gap in previous works. Our pro-
posed method offers robustness and efficiency, expanding the applicability of CP
decomposition to a broader class of high-dimensional data problems.

1 INTRODUCTION

In the era of data-driven science and technology, high-dimensional data has become ubiquitous
across domains such as computational neuroscience (Bentzur et al., [2022)), image processing (Bou-
veyron et al., [2007)), and machine learning (Muja & Lowe, 2014). Higher-order (> 3) tensors
have become a powerful paradigm for handling this high-dimensional data. Unlike matrices, these
higher-order tensors provide a natural framework for representing multi-modal relationships in data,
but they can be computationally expensive and challenging to analyze. To address this issue, tensor
decomposition is introduced to reduce the dimensionality while preserving the essential structure of
the data.

Tensor decomposition has become a fundamental tool in many fields (Kolda & Bader;, [2009)), in-
cluding supervised and unsupervised learning (Anandkumar et al. 2014; Janzamin et al., [2015),
reinforcement learning (Azizzadenesheli et al., 2016), statistics, and computer vision (Shashua &
Hazan, 2005). Moreover, with the rapid outbreak of COVID-19 and the emergence of new vari-
ants driven by a large infectious population, recent research has applied tensor models to analyze
pandemic data (Dulal et al.| [2022) and used tensor decomposition to study gene expression related
to COVID-19 (Taguchi & Turkil 2021). Since gene expression is typically highly complex, ten-
sor decomposition can efficiently help researchers uncover connections between various variables,
thereby enhancing the understanding of complex systems. This, in turn, may foster advancements
in biological and medical research, ultimately benefiting public health.

A well-known decomposition method is the Candecomp/Parafac (CP) decomposition (Harshman,
19705 |Carroll & Chang, [1970). In CP decomposition, the input tensor is decomposed into a set of
rank-1 components. Although decomposing arbitrary tensors is NP-hard (Hillar & Liml| [2013)), it
becomes feasible for tensors with linearly independent components by applying a whitening proce-
dure to transform them into orthogonally decomposable tensors. The tensor power method (TPM) is
a straightforward and effective technique for decomposing an orthogonal tensor and serves as an ex-
tension of the matrix power method. To be more specific, TPM requires calculating the inner product
of two vectors: one derived from a rank-1 matrix and the other from a segment of a tensor. This
type of inner product can be estimated much more efficiently because sketch vectors have signifi-
cantly lower dimensions, making it more convenient to compute their inner product. Additionally,
sketching can be replaced with sampling to approximate inner products (Song et al.,|2016).
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When there is no noise in the data, the TPM, through random initialization followed by deflation,
can effectively recover the components correctly. However, due to the NP-hard nature of arbitrary
tensor decomposition, the perturbation analysis of this method is more complex compared to the
matrix case. When large amounts of arbitrary noise are added to an orthogonal tensor, its decom-
position becomes intractable. Previous research has demonstrated guaranteed component recovery
under bounded noise conditions (Anandkumar et al., 2014)), with further improvements outlined in
(Anandkumar et al.,|2017). More recent work (Wang & Anandkumar, |2016) has further refined the
noise requirements.

Since real-world datasets are inherently noisy and high-order, existing methods for CP decompo-
sition face significant challenges when applied to such data. Traditional approaches often rely on
restrictive assumptions about tensor structure or are limited to low-order tensors (< 3), thereby con-
straining their applicability to many real-world scenarios. Moreover, many of these methods suffer
from high computational complexity, making them impractical for large-scale or high-dimensional
datasets. These limitations underscore the pressing need for a robust and scalable solution capable
of handling tensors of arbitrary orders with efficiency and accuracy.

1.1 OUR RESULT

Motivated by these challenges, we propose an algorithm that not only relies on milder assumptions
but also is suitable for a broader range of tensor choices. Specifically, we generalize the previous
robust TPM algorithm for third-order tensors (Wang & Anandkumar, [2016) to tensors of arbitrary
orders. Our proposed algorithm, given any arbitrary-order tensor A € R™ | outputs the estimated
eigenvector/eigenvalue pair along with the deflated tensor. We present our main result as follows:

Theorem 1.1 (Informal version of Theorem [D.2). There is a robust TPM (Algorithm[I)) that takes
any p-th order and dimension n tensor as input, uses O(nP) space and O(nP) time in initialization,
and in each iteration, it takes O(nP~1) time.

Notation. For any matrix A € R™*¥, we use || A|| := max,epr\ o3+ [|Az||2/[|2]|2 to denote the
spectral norm of A. We use [|z|l2 := (3, 22)!/2 to denote the ¢ norm of vector z. For two

vectors u € R™ and v € R"™, we use (u, v) to denote inner product, i.e., (u,v) =Y .| u;v;.

Let p > 1 denote some integer. We say £ € R™ " *™ (where there are p of n), if E is a

p-th order tensor and every dimension is n. For simplicity, we write £ € R™. If p = 1,
then E is a vector. If p = 2, then F € R™ " is a matrix. If p = 3, then £ € R"*"*x"
is a 3rd-order tensor. For any two unit vectors x,y, we define cosf(z,y) = (z,y). For a

3rd-order tensor £ € R™ """, we have E(a,b,c) = Y70, >0, > ) Eijraibje, € R™,
HEH = maXI:Hm‘|2:1|E(l‘,$,l‘)|, E(I,b,c)i = E?:l ZZ:l Ei,jﬁkbjck S Rn,Vi S [’I’L], and
E(I,1,¢)ij =Y 4_1 Eijrcr € R™" Vi, j € [n] X [n].

The notation of tensor for p = 3 can be generalized to any p-th order tensor for p > 3. For
a,b,ce R"and E = a®b®c € R""*" wehave E; ; , = a;bjcx,Vi € [n],j € [n],k € [n].
For E =a®a®a=a® € R"™"*" wehave E; j, = a;ajax,Vi € [n],j € [n],k € [n]. For
E=Y" uP3 wehave E(a,b,c) = Y7 (uF?(a,b,¢)) = S (uy, a)(uy, b) (us, ) € R.

For 1 € R% and ¥ € R™ ", we use N (1, %) to denote a Gaussian distribution with mean g and
covariance X. For z ~ N (u, X), we denote x as a Gaussian vector.

For all, a € R", we use max;¢[,) a; to denote a value b over sets {a1,as,- - ,ay}. For any vector
a € R", we use arg max;¢[,) a; to denote the index j such that a; = max;c[,) ;.

Roadmap. In Section 2] we present the related work. In Section[3] we introduce the techniques
used in this paper. In Section[d] we present our main result. In Section [5] we summarize this paper
and provide some future research directions in this field.
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2 RELATED WORK

Tensor decomposition. Several works have focused on the efficient and fast decomposition of ten-
sors (Tsourakakis, [2010; Phan et al., 2013}; |(Choi & Vishwanathan| 2014; |[Huang et al.,|2013}; [Kang
et al., 2012; Wang et al 2014; Bhojanapalli & Sanghavil |2015)). Later work (Wang et al.| [2015)
provided a method based on the random linear sketching technique to enable fast decomposition
for orthogonal tensors. (Robeval 2016)) studies the properties of symmetric orthogonally decom-
posable tensors. (Robeva & Seigal, [2017) incorporate the spectral theory into these orthogonally
decomposable tensors. Additionally, (Song et al., 2016 provided another approach to importance
sampling, with a faster running time. The canonical polyadic decomposition is a very famous and
popular technique of decomposition, which is the CANDECOMP / PARAFAC (CP) decomposition
(Song et al.,[2016). In CP decomposition, a tensor can be broken down into a combination of rank-1
tensors that add up to it (Harshman/|1970), and this combination is the only possible one up to some
minor variations, such as scaling and reordering of the tensors. In other words, there is only one
way to decompose the tensor, and any other arrangement of the rank-1 tensors that add up to the
same tensor is not possible. This property of tensor decomposition is more restrictive than that of
matrices, and it holds for a broader range of tensors. Therefore, tensor decomposition is considered
to be more rigid than matrix decomposition. In (Wang et al., 2015)), multiple applications, includ-
ing computational neuroscience, data mining, and statistical learning, of tensor decomposition are
mentioned.

Unique tensor decomposition. Previous research in algebraic statistics has already linked tensor
decompositions to the development of probabilistic models. By breaking down specific moment
tensors using low-rank decompositions, researchers could decide the extent of the identifiability
of latent variable models (Allman et al., 2009a;b; [Rhodes & Sullivant, 2012). The utilization of
Kruskal’s theorem in (Kruskall [1977) was crucial in establishing the accuracy of identifying the
model parameters. Nevertheless, this method assumes that people can use an infinite number of
samples and cannot provide any information on what is the minimum sample size required to learn
the model parameters in these given error bounds. Relying solely on Kruskal’s theorem does not
suffice to determine the bounds of sample complexity, since by using it, we can only get that the low-
rank decompositions of actual moment tensors are unique, but we cannot get enough information
about the decomposition of empirical moment tensors. Considering the necessary sample size to
learn the parameters of the model, we need to get a uniqueness guarantee which is more robust.
We need this guarantee satisfying the requirement that whenever 7", which is an empirical moment
tensor, closely approximates 7', which is a moment tensor, a low-rank decomposition of 7" would
also closely resemble a low-rank decomposition of 7T'.

Power method. The power method is a popular iterative algorithm for computing the dominant
eigenvector and eigenvalue of a tensor. In recent years, there is a series of works (Chang et al.,
2008; Ng et al., |2010; [Wang et al., 2009)) that focused on this topic. The work of (Kolda & Mayo,
2011) provides the result to compute real symmetric-tensor eigenpairs, which is closely related to
the optimal rank-1 approximation of a symmetric tensor. Moreover, their method is based on the
shifted symmetric higher-order power method (SS-HOPM), which can be viewed as a generalization
of the power iteration method for matrices. (Anandkumar et al.,|2014) considers the relation between
tensor decomposition and learning latent variable models, where they also provide a detailed analysis
of a robust TPM. More recent work by (Anandkumar et al.|[2017) offers a new approach to analyzing
the behavior of tensor power iterations in the overcomplete scenario, in which the tensor’s CP rank
surpasses the input dimension.

Due to space constraints, we move the related works of Canonical/Polydic decomposition and
Tucker decomposition to Appendix and Sketching techniques to Appendix

3 TECHNIQUE OVERVIEW

In this section, we present a summary of the methods used in our analysis. Since our formal proofs
presented in the appendix are very long, we use this section to present the sketch of proofs for the
important lemmas and theorems. Specifically, in paragraphs “recoverability of eigenvectors im-
plied by bounded noise” and “analysis of the recoverability”, we present the techniques for proving
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Theorem A.9] In paragraph “bounding the recovery error”, we present the techniques for proving
Lemma (or equivalently Theorem [D.I)). Finally, in the paragraph “sketching technique”, we
present how we use the sketching method to generate the (1 + €) approximation, which supports
Lemma .2

Loosened assumption. Our main breakthrough is that we generalize the robust tensor power
method to support any order tensors. It efficiently resolves the drawback of the earlier method
in (Wang & Anandkumar, 2016) that is limited in the tensor of order below 3 and requires very strict
assumptions. Moreover, we have created a strong and adaptable algorithm that can handle a variety
of tensor data: natural language corpora, images, videos, etc. Then, we explain how we generalize
this in detail.

Recoverability of eigenvectors implied by bounded noise.  Starting from the construction of
the input tensor A = A* + E € R™ where it consists of a part of decomposable tensor A* and a
noise term E, we show that, for u; € R"™ being a unit vector and ¢y > 1 and € > 0, if the norm is
bounded, in the form of || E(I, u, -+ ,us)||l2 < 6¢/co and |E(v, g, -+ ,uy)| < 6€/(co/m), where
u, is the approximate eigenvector at iteration ¢ of our algorithm (see Algorithm E[), v; is one of the
orthonormal eigenvectors of the original, unperturbed tensor A*, then the compositions of A* is able
to be recovered from A (see details in Appendix [D). Formally, the eigenvectors have the following
properties:

1. The difference of the tangent from an eigenvector to the two unit vectors is bounded by a
term 18¢/(coA1) of the corresponding eigenvalue (see definition of tan 6 in Def. [4.3):

tan O(vy, upy1) < 0.8tan §(vy,us) + 18¢/(coA1).
2. Tail components are bounded by the top component, in the power of p — 2:

Nl P~ < (1/4) A |y we P2
e T QAT

3. With all j being an arbitrary element in {2, - - - | k},

|v;ut+1|/|viut+1\ < O.S\UjTut|/|v1Tut| + 18¢/(coA1v/n).

As these are generalized statements from previous results (Wang & Anandkumar, |2016; |/Anandku-
mar et al.;2014) from bounded order (p < 3) to general order p, the proof requires a much different
analysis. We described the details of our approach in the following paragraph.

Analysis of the recoverability. ~ To show part 1 (see the details in Appendix [C), we have to
find the upper bound of tan 6(vy, usy1). We first turn the tangent into terms of sine and cosine,
which can be represented by the norm of the tensors. Then by simply using Cauchy-Schwarz, we
VA" (L, yu) o[V " By 2
[T A (Laug, yup)|— o] Eu, |

a property for orthogonal tensor that, for A* = Z§:1 )\jv?p € R™, it holds that for any j € [k],
|v;'—A* (Liu, -, u)| = A \v‘;ru|p*1, we are able to upper bound tan 6(vy, u;q1) with tan 6(vy, uy)
in the form of tan (v, uy1) < tan@(vy,u)- i - By + B1 - By, where B and B, are two simplified

1 HVTEU, H2
terms defined as By := ~ and By := ——F——t =,
1 T— [0y Bu, |/ O [vg we|P—1) 2 PIAETAERE

E in Theorem [4.9| and Corollary |C.12| we further show that B; < 1.1 and By < 18¢/(coA1).
Combining all these, we complete the proof of the first property.

can find the upper bound of the term by tan 6(vy, up11) <

. Using

Using the constraint on

Regarding the second part, using the property for orthogonal tensor, we lower bound the term
o] wita] Tolv) el

viupr T gl ueltqglv] uel”
|vy |, then the proportion of the top component over other rest components can be easily lower

Al‘UTut+l‘p72 A 92 . .. T T
bounded by W > 5% - 2777, For the opposite condition that [v; we| > vy ue

We then divide the proof into two conditions. First, if |vaut\ <

, We give a

more comprehensive analysis than previous work (see (Wang & Anandkumar, [2016)’s Lemma C.2).
T p—2

We show that for all p being greater than or equal to 3, it holds that 2t teeil" > 4 op=2,

Ajlv) uep[P=2 =
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The final property is also proved in a similar way. For simplicity, we first define two terms

o 1 o ‘U;E“'t‘
Bs = TrE ronrwr 2 B = SR
o] wital [o] us| 1 1
[v] up1] = v uel ‘1 c2p’k?”
For By, we divide it into two case: |v] u;| < 1 — c'ﬁ%kz and |v] ug| > 1 — 621%162. By a different
-0 0

discussion, we can show that By < 18¢/(coA14/1).

Similarly, we find the upper bound

B3+ Bs-By. Bs can be easily bounded by a similar proof if [v] u;| > 1—

Bounding the recovery error We now step to the final technical lemma which shows the bound
of the approximation error of the output of our algorithm:

Lemma 3.1 (Informal version of Theorem . Letp >3, k>1,and A= A"+ F € R"™" be
an arbitrary tensor satisfying A* = Zle /\iv?p. Suppose that \; is the greatest values in {\;}%_;
and My, is the smallest values in {)\i}f:l. The outputs obtained from the robust tensor power method
are {\;, ViR, Let E satisfy that || E|| < €/(cor/n). Then, there exists a permutation 7 : [k] — [k],
such that Vi € [k], |\i — An(iy| < € and |[v; — Ta(ayllo < €/Ns.

This Lemma is the key component of our main Theorem (Theorem [[.T). We use mathematical
induction to prove this Lemma (Section . To show the base case, we need to bound three different

terms, namely [y — vy, [Ay — Ay, and [0 v;].
To bound |07 — vy, we need to utilize the properties of angle and apply the definitions and Lemmas

we develop in Section@ First, we can show tan 6(ug, v1) < v/n. By using the fact that |u\v;| =
1 0 . .

1- R together with some respective properties of u/. and v;, we can get ||ug- — v1]|3 =

2/(c2p*k?). Finally, we can bound |07 — v1| using this information and recursively applying Part 1

of Theorem

For the second term |X1 — A1/, we simplify it and split that into three parts, namely Bs, Bg, and By
which are defined as follows

« By :=|E(@y, - ,01)),
L4 B6 = |)\1"U1 61‘17 - )\1|s and

k ~
® B7 = Ej:2 /\j|1)jTU1|p..

It suffices to bound these three terms. Using the properties of tensor spectral norm and various
inequalities we develop in SectionE], we prove that Bs < ¢/12, Bg < ¢/12, and By < ¢/4. By
putting these together, we get that [A\; — 1| < €/12+¢/12+¢€/4 < e. Moreover, we need to give € a
proper value. If € is too big, we might not get our desired result. On the other hand, if € is too small,
the result might be meaningless. Finally, by setting € < ikl/ (P=1) X, we get the desired result.

What is left out is the third term [0} v;|. We need to recursively apply the third part of Theorem
We show that \vaut* /vy up-| < 0.8 -1/(1/4/n). In the end, by choosing proper 7" and t* values,
we can get our desired bound.

In the inductive case, the arrangement of the proof is just like the ones in the base case: we also need
to bound these three terms. Moreover, for ¢ being larger, we also need to consider the noise, namely

E=E+ i Ei+E€ R™", which adds more complexity to the condition we encounter.

Sketching technique. Inspired by a recent sketching technique (Cherapanamjeri & Nelson,|2022),
we apply a similar sketching operation to develop a distance estimation data structure to apply in
our tensor power method. Our data structure uses the Randomized Hadamard Transform (RHT) to
generate the sketching matrix. The data structure stores the sketches of a set of maintained tensors

{Aitiem) € R Suppose that we have already known the decomposition of a tensor A;, i.e.,

Z§:1 Oéitjx;-@(pil). Now, when a query tensor of the form ¢ = u®®~1) comes, our data structure

can read {z;};jep), @ € R™* 4 € R™, and return an (1 + ¢) estimated product v € R™ such it
®(p—1)

approximates {A; — Z?Zl i T ,u®®=1)) This procedure runs fast in time O (e 2nP~! +
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n%k). Applying this data structure when computing the error, we are able to achieve our final fast
TPM algorithm.

4 ROBUST TENSOR POWER METHOD ANALYSIS FOR GENERAL ORDER
p=>3

The goal of this section is to give a sketch of the proof of our main result (see Theorem [L.T).
Comparing with Section [3} which present the techniques for proving the important components of
our main result, namely Lemma@] and Theorem@], in this section, we move on to the high level
picture where how these important components may support Theorem [I.1] and Algorithm [T} In
Section we give an overview of our main algorithm and present the meaning of the important
data structures being used in this algorithm, where this main algorithm is paired with our main
theorem, Theorem [I.1] In Section .2 we analyze the properties of the p-th order tensor, where p
is an arbitrary positive integer greater than or equal to 3. These properties are generalized from the
third and the fourth order tensors. In Section[4.3] we generalize the properties of the existing robust
tensor power method from the third order to any arbitrary order greater than or equal to three.

In short, our main theorem can be proved by combining the efficient implementation of the key
operations needed in the tensor power method (Lemma [.2) and the theoretical guarantees for the
robust tensor power method (Lemma|3.1)).

4.1 AN OVERVIEW OF OUR MAIN ALGORITHM

Algorithm 1 Our main algorithm

1: procedure FASTTENSOR(A)

2: ds.INIT(A)

3: for(=1— Ldo

4: fort=1— T do

5: u® < ds.QUERY (u(?) > Lemma
6: u® — u® /|| u®,

7: end for

8: A ¢+ ds.QUERYVALUE(u(®) > Lemmals.2]
9: end for

10: 0"+ arg maxye( O

11: u* — ull)

12: fort=1— T do

13: u* < ds.QUERY (u*)

14: u* — u*/||u*|2

15: end for

16: A* = ds.QUERY VALUE(u*)

17: return \*, u*

18: end procedure

In our main algorithm (Algorithm , we use ds.INIT(A) to initialize the data structure. INIT can
take n tensors, Ay, As, Az, ..., A, € R™ ™. We use ds.QUERY (u(?)), which takes u(®) € R™ as
an input, to output a vector v* € R™, where each entry of v(*) is an approximation of (A;, u®®=1)),
for all i € [n]. Finally, ds.QUERY VALUE(u(¥)) is similar to ds.QUERY (u(?)): it takes u(*) € R" as
an input and output a real number A(*) € R, which is an approximation of (A, u®?).

Below, we present the efficient implementation of the data structure we need.

Definition 4.1 (Finding the top eigenvector and top-k eigenvectors). Given a collection of n tensors
Ay, Ag, - LA, € R, the goal is to design a structure that supports the following operations

—1 ]
o INIT (Ay,--- , A, € R ). It takes n tensors as inputs and creates a data structure.
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* QUERY (u € R7"), the goal is to output a vector v € R™ such that v; =
(A5, u®®D), Vi€ [

* QUERY({z;}icpr) € R™, a € R™** u € R™). the goal is to output a vector v € R™ such
that v; =~ (A; — Z?Zl ai7jx?(p71), u®P=DY Vi € [n]

We state our data structure as follows:

Lemma 4.2 (Data Structure). Given n tensors Ay, As,--- A, € R™ " where |A:|lFr < Dy, Vi €
[n], we let || A||p < D. Then, there exists a randomized data structure with the following operations:

e INIT(Ay, -, A, € R"pil): It preprocesses n tensors, in time 5(6_2np log(1/4)).

* QUERY(u € R™). It takes a unit vector u € R™ as input. The goal is to output a vector
v € R™ such that for all i € [n], (1 —¢) - (A;,u®P™ V) = D; e <v; < (1+¢)-
(A, u®®=1) 4+ D, - e. This can be done in time O(e~>nP~1 log(1/4)).

* QUERYVALUE(u € R™). The goal is to output a number v € R such that (1—e€)(A, u®P) —
D-e<v< (14 €)(A,u®P) + D -e. This can be done in time O(e~>nP~Y log(1/5)).

* QUERYRES({z;} e € R", o0 € R™¥ u € R™). The goal is to output a vector v € R"
such that for all i € [n],

k
(=€) (A =Y a;af @D -0y _ D, e <y
j=1

k
<(IT+4e€)-(A; — Z ozi,jx?(pfl),u@(p_l)) +D; e
j=1

This can be done in time O(e~2n®~1) log(1/8) + n2k).
All the queries are robust to adversary type queries.

Proof. The correctness of INIT and QUERY directly follows from (Cherapanamjeri & Nelson,[2022).

For the QUERYRESIDUAL, the running time only need to pay an extra term is computing
<Z?:1 ai’jx?(pfl), u®P=1)) which is sufficient just to compute Zle i j{zj, u)P~1. The above
step takes O(kn) time. Since there are n different indices i. So overall extra time is O(n?k). O

4.2 USEFUL FACTS

We finish presenting the efficient implementation of the key operations. Now, we move on to the
sketch of proof for the theoretical guarantees for the robust tensor power method (Lemma [3.1)).
Proving this is not trivial, as we presented in the technique overview (see Section [3). We need to
first prove some important facts, where these facts are frequently used in the proof of Theorem [4.9]
and then generalize Theorem to obtain Lemma First, we give the formal definitions of sin,
cos, and tan.

Definition 4.3. For u,v be unit vectors, we define cosf(u,v) = (u,v), sinf(u,v) :=
/1 = cos? 0(u,v) and tan 6(u,v) := sin@(u,v)/ cos 0(u, v).
We use the following facts to support the analysis of recoverability.

Fact 4.4 (Informal version of Fact . Letp > 3. Let A* = Z§=1 )\jv;@p e R™ be the orthogonal
tensor. Then, for all j € [k], given a vector u € R", we can get [v] A*(I,u,- - ,u)| = Xjlo] u[P~1.

The following fact provides the upper bound for E(u,v,--- ,v) and ||E(I,v,...,v)||2, which is
used for the norm bounding analysis (see details in Section [C]and [D).

Fact 4.5. Let E € R™ is an arbitrary orthogonal tensor and u,v € R™ are two arbitrary unit
vectors. Then, we have |E(u,v,--- ,v)| < ||E| and |E(I,v,...,v)|2 < /n||E|.
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Proof. Part 1 follows trivially from the definition of || E||.
For part 2, we define a unit vector w € R" tobe (1/y/n,--- ,1/y/n),

n n n 2
2
HE(I’U7 s ’U)”Q = Z Z T Z Ei iy, sip Ui " " Uiy
ir=1 \ia=1  i,=1
2
n n n
ir=1 \dp=1  ip=1
<nllE|?
where the first step follows from the definition of E(I,v,...,v), the second step follows from our
definition for w, and the last step follows from n > 1. This result implies || E(I,v,- - ,v)|2 <
vVl E].
Fact 4.6 (Informal version of Fact[B.8). Let p is greater than or equal to 3, x,y,u,v € R™ be any
arbitrary unit vectors, and j € {0,1,--- ,p — 2}. Then, we have

llz @ o® D)L u, - yu) = [y @ 0PI (Luy - w)llz = [, o) P e —ylla (D)

and
H[v®(1+j) Rr® @®(p72fj)](]’u7 ) — [U®(1+j) QY v®(p72fj)}(_r’ u, - w2

< u,0) P72 - [l = y]2. 2)
The following fact transforms the ¢5 norm into the form of the sum of a list of real numbers, which
helps us with simplifying ||V T A*(I,u,--- ,u)||3 to support the analysis of the recoverability (see
Section [C|for details).
Fact 4.7. Let v1,vy,--- ,v, be an orthonormal basis. Let V. = (vg,---,v,) € R»*(=1),
Let A* = Zle NivPP. Let u € R™ be a vector. Then, we have |V A*(I,u,--- ,u)||3 =

k _

Zj:2 )‘§|U]Tu|2(p L.

Proof. We have

k k k
||VTA*(I7U7 T ,U)H% = Z |UJTA*(I’U7 e 7“)‘2 = Z(}\”v;—ulp—l)Q = Z)\ﬂv;ulﬂp—l)’
j=2 j=2

=2

where the first step follows from the definition of ¢, norm, the second step follows from Fact
and the last step follows from (ab)? = a?b?. 0O

4.3 CONVERGENCE GUARANTEE AND DEFLATION

Consequently, in this section, with the help of these technical facts, we are ready to present the
second component necessary to support our main theorem (Theorem [I.T)), specifically Lemma 3.1]
We generalize the robust tensor power method to all cases where p > 3.

Lemma 4.8. Lett € [k]. Letn € (0,1/2). In R™, U represents a set of random Gaussian vectors.
Let U] = Q(klog(1/n)). Then, there is a probability of at least 1 — 1 that there exists a vector
u € U satisfying the following condition: r{%ﬁ{% }|vau\ < Yol ul and v ul > 1/y/n.

IEGNG

We analyze (Wang & Anandkumar, |2016)’s Lemma C.2 and generalize it from p being equal to 3 to
any p being greater than or equal to 3.

In the following Theorem, intuitively, we treat A* as the ground-truth tensor. We treat E as the noise
tensor. In reality, we can not access the A* directly. We can only access A* with some noise which
is £. But whenever E (the noise) is small compared to ground-truth A*, then we should be able to
recover A*.
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Theorem 4.9. Let E € R" denote some tensor representing the noise. Let ¢ > 0 is an arbitrarily
small number and co > 1. Let p be greater than or equal to 3. A = A* + E € R™ is an arbitrary
tensor satisfying A* = Zle NP, Let
A(I7ut7' o aut)
Ut41 = )
* ”A(Iautv"' 7ut)||2

where u; € R™ is an unit vector.
We define Event & to be
o] wi| <1—1/(cGp°k?).

Let0 < e < . Let T = Q(log(Ain/e)). Let t € [T).

C/\1
(copZkn(P—277)
Suppose

4pe, if £

B(I <
M g, )l < {66/00, ow.

and \E(v,ut,~~~ Jug)| < {gzg\/ﬁ) :)fwf

Then,
1. We have
0.8 tan (v, uy) if £
<
tan f(vr, ueg1) < {O.Stan O(vi,ue) +185 ow ®)
2. We have
T, 1p— T, |p—
jer[il]zgl})\ﬂvj we[P72 < (1/4) M vy ug P2 4)
3. Foranyj € {2, -k}, we have
v weqa] {O.Sv]-Tut|/|vlTut| if & 5)
AR O.8\v;ut|/|v1Tut| +18¢/(coA1/n) ow

Because of the space limit, the formal proof is deferred to Appendix [C} Theorem [4.9] provides key
properties of the tensor power method for a single iteration. It shows how the algorithm converges
towards the dominant eigenvector and how errors are controlled in each step. Finally, using Theo-
rem[4.9] we can prove Lemma [3.1] that our algorithm recovers the tensor components (eigenvectors
and eigenvalues) up to a specified error bound using mathematical induction. Combining this with
our fast sketching technique (Lemma[4.2)), we finally prove our main Theorem (Theorem I.T)).

5 CONCLUSION

We present a robust tensor power method that supports arbitrary order tensors. Our method over-
comes the limitations of existing approaches, which are often restricted to lower-order tensors or
require strong assumptions about the underlying data structure. This requires non-trivial mathemat-
ical tools to handle the added complexity. We develop new properties of higher-order tensors and
analyze the convergence and error bounds. By leveraging advanced techniques from optimization
and linear algebra, we have developed a powerful and flexible algorithm that can handle a wide range
of tensor data, from images and videos to multivariate time series and natural language corpora. We
believe that our result has some insights into various tasks, including tensor decomposition, low-
rank tensor approximation, and independent component analysis. We believe that our contribution
will significantly advance the field of tensor analysis and provide new opportunities for handling
high-dimensional data in various domains. We here propose some future directions. We encourage
extending our method to more challenging scenarios, such as noisy data analysis, and exploring its
applications in emerging areas, such as neural networks and machine learning.
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Appendix

Roadmap. In Section [A] we present our additional related works. In Section [B] we introduce
the background concepts (definitions and properties) that we use in the Appendix. In Section [C}
we provide more details and explanations to support the properties we developed in this paper. In
Section[D] we present our important Theorems (Theorem [D.T]and Theorem [D.2)) and their proofs.

A ADDITIONAL RELATED WORKS

In Section[A.1] we introduce Canonical/Polydic decomposition and Tucker decomposition. In Sec-
tion[A.2] we present some sketching techniques.

A.1 CANONICAL/POLYDIC DECOMPOSITION AND TUCKER DECOMPOSITION

The most commonly employed techniques for breaking down tensors are CP (Canonical/Polydic)
decomposition and Tucker factorization. CP decomposes a tensor that has higher order into a collec-
tion of fixed-rank individual tensors that are summed together, while Tucker factorization reduces
a tensor that has higher order to a smaller core tensor and a matrix product of each of its modes.
Non-negative tensor factorization is the extension of non-negative matrix factorization to multiple
dimensions (Bhatt et al., [2021). Recent research in Tucker decomposition has focused on develop-
ing more efficient algorithms for computing the decomposition (Zhou et al., 2015; |[Kim & Candan,
2016; |[Fahrbach et al., [2022), improving its accuracy and robustness (Zhang & Ding| 2013 Heng
et al.| 2022)), and applying it to various new domains, such as image representation (Zhang & Ding,
2013).

A.2 SKETCHING TECHNIQUES

Sketching methods have emerged as a powerful paradigm in numerical linear algebra, serving as a
fundamental approach to dimension reduction while preserving essential mathematical properties.
These techniques, which originated from the theoretical computer science community, provide a
way to project high-dimensional data into lower-dimensional spaces while maintaining important
structural information and computational guarantees. They have become increasingly important in
machine learning, data science, and scientific computing due to their ability to reduce computational
complexity while maintaining accuracy guarantees.

It has played an important role in tensor approximation (Song et al.2019; [Mahankali et al.| [2022;
Deng et al., 2023), matrix completion (Gu et al., 2023), submodular function maximization (Qin
et al., 2023), dynamic sparsifier (Deng et al., 2022a), dynamic tensor produce regression (Reddy
et al} [2022), semi-definite programming (Song et al.| 2022b), sparsification problems involving an
iterative process (Song et al., [2022a)), adversarial training (Gao et al., [2022)), kernel density estima-
tion (Qin et al.,|2022)), and distance oracle problem (Deng et al., [2022b).

B PRELIMINARY

In Section we define several basic notations. In Section |[B.2] we state several basic facts. In
Section[B.3] we present facts and tools for tensors.

B.1 NOTATIONS

In this section, we start to introduce the fundamental concepts we use.
For any function f, we use 5(f) to denote f - poly(log f).
R denotes the set that contains all real numbers.

For a scalar a, i.e. a € R,

a| represents the absolute value of a.

For any A € R" " being a matrix and # € R" being a vector, we use [|4] =
max,eprr ||Az||2/]|z]|]2 to denote the spectral norm of A.
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We use [|z]|2 := (31, #2)'/2 to denote the {5 norm of the vector z.

For two vectors u € R™ and v € R™, we use (u,v) to denote the inner product, i.e. (u,v) =
n

Zi:l U;V;.

Let p > 1 denote some integer. We say E € R™* %" (where there are p of n), if F is a p-th order

tensor and every dimension is 7. For simplicity, we write £ € R™". If p = 1, then E is a vector. If
p =2, F € R"™"is a matrix. If p = 3, then £ € R®"*"*" is a 3rd order tensor.

For any two vectors z, y, we define 6(z, y) to be cos 0(x, y) = (z,y).
For a 3rd tensor E € R™*™*" we have E(a,b,c) € R
.E(Cl7 b, C) = Z Z Z Eiyjﬁkaibjck.
i=1j=1k=1
Similarly, the definition can be generalized to p-th order tensor.

For a 3rd order tensor £ € R"*™*" we have E(I,b,c) € R",

E(1,b,c); = Z ZEi,j,kbij Vi € [n]

j=1k=1

For a 3rd order tensor & € R™*"™*" we have E(I,I,c) € R"*"

E(I,1,c)i;=> Eijkrck, Vi,je€[n]x[n].
k=1
Leta,b,ce R". Let E = a®b® c € R"™"™*"™ We have
Eijk = aibjcr, Vi€ [n],Vj€ [n],k € [n]

Leta e R, 1Iet E=a®a®a=a® € R""X" We have

E; jr = a;a;a, Vi€ [n|,Vj € [n],k € [n]

Let £ =" u®3 Then we have E(a,b,c) € R

E(a,b,c) = Z(U?B(a,b,c)) = Z(ui,a><ui,b><ui,c>.

i=1 i=1

For u € R% and ¥ € R™ ™. We use N(p1,Y) to denote a Gaussian distribution with mean y and
covariance Y. For z ~ N (u, ), we denote x as a Gaussian vector.
For any vector a € R", we use max;¢[,,] a; to denote a value b over sets {a1,a9, -+ ,a,}.

For any vector a € R"™, we use arg max;¢[,) a; to denote the index j such that a; = max;c,] a;.

Let N denote non-negative integers.

B.2 BAsIC FACTS

In this section, we introduce some basic facts.
Fact B.1. We have

* Part 1. Forany x € (0,1) and integer p > 1, we have |1 — (1 — 2)?| < p- z.

o Part2. (a+b)P < 2P~ 1gP 4+ 2P=1pp,
Fact B.2 (Geometric series). If the following conditions hold

e Leta € R.
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e Letk € N.
e Jetre Rand 0 < r < 1.

Then, for all k, the series which can be expressed in the form of

k
E ar’
i=0

is called the geometric series.

Let aq denote the value of this series when k = 0, namely ag = ar® = a.

This series is equal to

1.
k

; 1—r"
Sk:Zarzzagi(l_r),
i=0

when k # oo, or

k
Sk = Z ar® =
i=0
when k = oo.
Fact B.3. If the following conditions hold
* Let Y ", by, be a series.
e Letk e N
e Leta € R
e Letr € Rand 0 <r < 1.

* Let ), ar' be a geometric series.

* Suppose >_° b, < Zf:o ar’.

Then, Y ., b, is convergent and is bounded by
ao
1—7r

Proof. By Fact[B.2] we get that the geometric series is convergent, for all k& € N.
Then, >_° | b, is convergent by the comparison test.
We have
(I—7r") < %
1—r —1-—7r
because for all 0 < r < 1, we have (1 —r™) < 1.

(6)

ao

Therefore, we get

Do

g&Mk

<

i

—_
|
<

where the first step follows from the assumption in the Fact statement and the second step follows
from Eq. (6).

O
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Fact B.4. If the following conditions hold

e u,v,w € R™ are three arbitrary unit vectors.
 For all x satisfying 0 < x < 1.
* Suppose 1 — x < {(u,w).

* Suppose (v, w) = 0.
Then (u,v) < 2z — 22,

Proof. First, we want to show that

| sin 6(u, w)| = /1 — cos? O(u, w)
=+/1— (u,w)?
<V1-(1-2)% (N

where the first step follows from the definition of sin #(u, w) (see Definition , the second step
follows from the definition of cos 6(u,w) (see Definition , and the last step follows from the
assumption of this fact.

Then, we have
(u,v) = cosb(u,v)
= | cos §(u, w) cos f(v, w) — sin B(u, w) sin O(v, w)|
< | cos(u, w) cos B(v, w) + sin O(u, w) sin (v, w)]
< | cosO(u, w) cos O(v,w)| + | sin O(u, w) sin 6(v, w)|
=0+ |siné(u,w)sin (v, w)|
<|sin@(u, w)| - | sin (v, w)]
< | sin O (u, w)|
<V1-(1-2)2
=2z — a2,

where the first step follows from the definition of cos(u,v) (see Definition [4.3)), the second
step follows from cos(a+b) = cos(a)cos(b) — sin(a)sin (b), the third step follows from
simple algebra, the fourth step follows from the triangle inequality, the fifth step follows from
cos 0(v,w) = 0, the sixth step follows from the Cauchy—Schwarz inequality, the seventh step fol-
lows from |sinf(w,v)| < 1, the eighth step follows from Eq. (7)), and the last step follows from
simple algebra. O

Fact B.5. [fthe following conditions hold
s Let E€ R,
e Let u,v € R™ be two vectors.
Then
s |[E(v,u,-,u)|=|vT E(l,u,--- ,u)l|
s WIE(I,I,u,-- ,u)w| = |E(v,w,u, - ,u)|

Proof. Tt follows

n n n
|UTE(I7U'7 T 7”)' = Z Viy - Z Z Eil,iz,“',ipuiz T UG,

i1=1 ia=1  ip=1
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n n n
=D D B iy Vi iy s,

i1=lio=1  ip=1
= |E(’U,’U,, o ,’U/)|7

where the first step follows from the definition of E(I,w,- - ,u), the second step follows from the

property of summation, and the last step follows from the definition of E(v,u,- - ,u). O

Fact B.6. If the following conditions hold

e u, v are two arbitrary unit vectors.
* Suppose 0(u,v) is in the interval (0,7/2).

Then ||u — v||2 < tan 8(u, v).

Proof. Suppose 0(u, v) is in the interval (0, 7/2), so we have
cos 0(u,v)
is in the interval (0,1).
Let x = (u,v).
Therefore, by the definition of cos 0(u, v) (see Definition , we have
cos O(u,v) = (u,v)
-z (8)

Accordingly, we have

sin O(u, v) = /1 — cos? 0(u, v)

=V1-z?% €))

where the first step follows from the definition of sin 6(u, v) (see Deﬁnition and the second step
follows from Eq. @]) Moreover,

[ — |5 = Jlullz + [v]|5 - 2(u, v)
=1+1-2x
—o o, (10)

where the first step follows from simple algebra, the second step follows from the fact that « and v
are unit vectors, and the last step follows from simple algebra. We want to show

|lu —v||3 < tan? O(u,v).

It suffices to show
2 — 2z < tan? O(u,v)
= sin? 0(u, v)/ cos? O(u, v)
(1—a?)/a, (11)

where the first step follows from Eq. (T0), the second step follows from the definition of tan 6(u, v)
(see Definition[4.3)), and the last step follows from combining Eq. (§) and Eq. (9).

IN

Therefore, it suffices to show

(1—a?)/x? —(2-22)>0
when z € (0,1).
Let f: (0,00) — R be defined as

flx) =0 —2%)/2* — (2 - 2z).

18
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Then, the derivative of f(x) is denoted as f’(x), which is as follows

3
Fla) = 217963 2.
Therefore, when 2 = 1, we have f'(x) = 0.
The second derivative of f is
() = o
Therefore,
(1) =6>0.

Thus, f(1) is a local minimum. In other words, when z € (0, 1),

fl@)=(1—-2a% /2" —(2—22) > f(1) =0,
so Eq. (TI) is shown to be true.

Thus, we complete the proof. [
B.3 MORE TENSOR FACTS

In this section, we present more tensor properties.
Fact B.7 (Formal version of Facti@d.4). If the following conditions hold

* Let p be greater than or equal to 3.
o Let A* = Z?Zl )\jvf-()p € R™ be an orthogonal tensor.
* Let u € R™ be a vector.
e Letj € [k].
Then, we can get
\vj—-rA*(I,u, )| = )\j|vj—-ru|p_1.

Proof. For any j € [k], we have

n
|’U]TA*(I,U,--~ ,U)| = Z’Uj»iA*(I’uv"' 7u)i
=1

1) 3175 SETD SY TR

i=1 io=1  ip=1

n n
= E Vji E DO Aeveives v, Vs -,

i0=1 ip=1 ¢=1

n n

= E >\€ E Vj,iVe,i E § Uﬁ in © UL, ulz cr Uy,
1= 10=1 ip=1
= | E, E:Umz' “Vjiy Wiy " Ui,
'LQ 1 p—l
— \.|py g1
= )\j|vj ulP™,

where the first step follows from the definition of vector norm, the second step follows from the
decomposition of A* by its definition, the third step follows from the definition of A*, the fourth
step follows from reordering the summations, the fifth step follows from taking summations over ¢,
and the sixth step follows from simple algebra. [
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Fact B.8 (Formal version of Fact[d.6). If the following conditions hold

e Letp > 3.

* z,y,u,v € R™ are four arbitrary unit vectors.

e Letje{0,1,---,p—2}.
Then, we can get

e © @@ D)L, ) = [y @ 0P DL, )l = [ )P eyl (12)

and

H[U®(1+j) Rr® U@(p—2—j)]<17u’ ) — [v®(1+j) QY U®(p—2—j)}([’ w, - u)2

< [u, )P~ |z — yll2. (13)

Proof. To show Eq. (I2), let’s analyze the i-th entry of the vector
[x 2 (U®(p71)](17u7 e ,’U,) € Rna
which can be written as
n n n n
x; Z Z Viy Vi Uiy Uy, = T Zviguiz Z v U,
ig=1  ip=1 iz=1 ip=1
=z {v, u)P~ L, (14)

where the first step follows from the property of summation and the second step follows from the
definition of the inner product.

In this part, for simplicity, we define
LHS = [|[¢ ® v®" D)L, u, - 1) — [y @ v®P D)L u, - ).

By Eq. (T4), we have
LHS = ||z (v, u)P ™! — y; (v, )P~ |o.
Thus, we get
LHS? = ) (ai(v,u)?’™! = y; (v, u)P~ 1)
i=1

=2 (@i - yi) (v, u)P 1))

n

= (i —y)*((v,u)?~1)?

i=1
n

= (uu)?(P—U Z(mi — ;)2

i=1
= lz = ylI3 - 1{v, )

where the first step follows from the definition of || - ||2, the second step follows from simple algebra,
the third step follows from simple algebra, the fourth step follows from the fact that ¢ is not contained
in (v, u)2®=1), and the last step follows from the definition of || - |o.

|2(p—1)7

To show Eq. (13)), first, we want to show

[z =y, )] < |z = yllaflull2
< [l = yll2, 15)

where the first step follows from the Cauchy—Schwarz inequality and the second step follows from
the fact that u is a unit vector so that ||ulj2 = 1.

20



Under review as a conference paper at ICLR 2026

Then, we analyze the ¢-th entry of the vector
[’U®(1+j) R ® U®(P—2—j)](l’ [TAE ’u) c Rn7
which is equivalent to

viz,u) - (v, u)P2.

In this part, we define

LHS := ||[U®(1+j) Rz ® v®(pf2fj)]([’ Uy u) — [v®(1+j) QYR U®(p727j)]([’u7 e

Therefore, based on Eq. (16), we get
LHS = [|vi{z,u) - (0, u)"™2 = vi{y, u) - (v, 0)"?||2

Thus, we have

p72)2

LHS2 = (Ui <I,u> : <v,u>p*2 - vi<ya u> ’ <U’ u>

«
Il
-

-

((vilw,u) = vily, w)) - (v,u)"~?)?

[
NE

.
Il
_

((vila, w) = vily, u))? - (v,0)*?)

M-

o
Il
s

n

= <'U, u>2(p72) : Z(’UKZLU) - vi<yvu>)2

= )X 3wl ) = (. )?
= (0.0)*02) - 3 (vl o))
= (0.2 (@A) (o~ )%

=1

= (@ =y (0,02 Y ()2

= <(E - y7u>2 : <U7u>2(p_2)

<l =yl - v, u)**=2,

(16)

yu)2-

where the first step follows from the definition of || - ||2, the second step follows from simple algebra,
the third step follows from (ab)? = a?b?, the fourth step follows from the fact that i is not contained
in (v, u>2(p_2), the fifth step follows from simple algebra, the sixth step follows from the linearity
property of the inner product, the seventh step follows from (ab)? = a?b?, the eighth step follows
from the fact that 7 is not contained in (x — y, u)?, the ninth step follows from the fact that v is a unit

vector, and the last step follows from Eq. (T3).

C MORE ANALYSIS

O

In Section[C.I] we give the proof to the first part of Theorem[#.9] In Section[C.2] we give the proof
to the second part of Theorem[.9] In Section[C.3] we give the proof to the third part of Theorem[4.9}

In Section[C.4] we prove that a few terms are upper-bounded.

C.1 PART 1 OF THEOREM[4.0|

In this section, we present the proof of the first part of Theorem .9

For convenient, we first create some definitions for this section
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Definition C.1. We define B; € R and By € R as follows
1

1= =
1= o] By, |/ (M]o] wlr=1)

We define

_ [VTEy, |2
At v ug [P~

Lemma C.2 (Part 1 of Theorem[{d.9). If the following conditions hold

BQZ

* Let everything be defined as in Theorem[d.9}

* Suppose that all of the assumptions in Theorem[d-9 hold.

Then, Eq. (3) hold.

Proof. Proof of Part 1.

V= (va, + , 0, ,0,) € R™*("=1) is an orthonormal basis and is the complement of v;.
Also, E,, = E(I,ug, -+ ,u;) € R™.

tan 0(vy,usy1)’s upper bound is provided as follows:

AL ug, - u
tan (v1, ugy1) = tand (Uh ||A((] ut ut))||2>
g, U

= tan@(v1, A(L,ug, -+ ,u))
= tanf(vy, A" (L, ug, -+ ,up) +E(I,ut7--- ,ut))
= tanf(vy, A" (L, ug, -+ ,up) +Eut)

sin@(vy, A*(I,ug, -+ ug) + Ey,)

cos O(vy, A* (I, ug, -+ ,ug) +Eu,,)

IVTA* (L, we) + Ea ]2

ol [A*(Lug, -+ wp) + By,

VA Lol + VT By

|UIA*(L Uy~ - vut)| - |UIEM‘

a7)

where the first step follows from the definition of ;. 1, the second step follows from the definition
of angle, the third step follows from A = A* + E € R™, the fourth step follows from E,,, :=

E(I,us, - ,u;) € R™, the fifth step follows from the definition of tan 6, the sixth step follows
from sin and cos, and the seventh step follows from the triangle inequality.

Using Fact[d.7] we can get

k
VTA (I ug, - w3 = Z)\?lvaut|2(p—1)

Jj=2

k
VIR 2(p2)) . Tuw? ], 18
(s e 2) (S s

IN

j=2
where the second step follows from ). a;b; < (max;a;) - >, b; forall a,b € RY,.
Putting it all together, we have

VA Ly )+ (VT Bl

B |UIA*(Iaut7"' 7ut)| - "U;rEut|

tan 0(1)1, ut+1)

22



Under review as a conference paper at ICLR 2026

(VA (L gy ) llo + [V By o) /IV Iz

< tanf(vy,ue) - = = = =
vy A*(L ue, - ug)|/|o) we| = oy B, /o) ]
max  Ajlvfue?=2 + [V By, |2/ IV T uell2
JERN{1}
< tanf(vy,ug) - - = = =
oy AL u, -+ un) /oy we| = |vy B, [/ vy
Aol P2 + |[VTE VT
i ilvj weP2 VB (l2/[[V 7 w2

IN

tan 0(vy, uy) -

Mo uglp=2 = [ By, |/[o] ul
(L/HM[of wi?~? + [V Buyllz/ |V e
o] ueP=2 = [o] By |/|o] wl
1
L= [of Ey, |/ o] uslr—1)
B

! VBl
L= o] Bu, |/ Oufof uelp=1) - Aalod wer™!
By B2
= tan6(vy,us) - (1/4) - By + By - Bo,

IN

tan 0(vy, uy) -

IN

tan (v, ug) - (1/4) -

— IV uels

where the 1st step comes from Eq. (T7), the 2nd step is by tan 6(vy, uy) = T the 3rd step is
1

because of Equation (T8), the 4th step follows from Fact[B.7] the 5th step follows from Part 2 of The-
orem [4.9] the 6th step follows from simple algebra, and the 7th step follows from the definition of
B 1 and BQ.

‘We show

Claim C.3. Foranyt € [T], we have

o] wo| < [v) .
Proof. Based on the assumption from the induction hypothesis, we consider the existence of a suf-
ficiently small constant c being greater than 0 satisfying

tan O(vy, u) < 0.8tanf(vy, us—1) + c. (19)

Therefore, we can get

tan 0(vy,u;) < 0.8 (0.8tanO(vy,us—1) +¢) +c
t—1
<0.8"-tanf(vy,up) +¢» 0.8/
§=0
<0.8" - tanf(v1, ug) + 5e
< tanf(vy,uo),

where the first step follows from applying Eq. (T9) recursively twice, the second step follows from
applying Eq. (T9) recursively for ¢ + 1 times, the third step follows from Y 7° 0.8/ < 5, and the
last step follows from tan 6(vy, ug) = Q(1).

This result shows
0(7}17 'th) S 0(1)1, Uo),
SO

[v] us| = cos B(vr,us) > cos (v, up) = |vy uol.
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Therefore, B; and By has upper bounds.

Claim C.4. B is smaller than or equal to 1.1.

Proof. Let’s consider
\E(vj,ut, ceug)] = |UJTE(I,ut, cee )]
= [v] Ey,|-

Since

|E(vj,ut, - ur)| < 4de/v/n
< dery fnr-D/2

< 40)\1|U1Tu0|p71,

where the first step follows from the constraint on E in Theorem the second step follows from
€ < e\ /nP=2)/2 and the third step follows from |v] ug| > 1/1/n.

Correspondingly, if ¢ can be chosen to be small enough, i.e., ¢ is smaller than %, using

o1 Eu,| < Mo uolP~!/10

and
o] uo| < v w,
then
0] Ey,| < o] uolP~1/10
< A1]o] wg|P1/10. (20)
As a result,
1
B < ——M =1.1.
"S-
O]

Next, we bound Bs. Let’s consider two different cases. The first one is

1
-
v U <1 — ———=
| 1 t‘ = C%p2]€2
and the other is
1
T
vy U > 1 — 5——=.
| 1 t| C%kaQ
If
1
Tu < (1 — ——
|Ul utl —( C%pgkg)v
we have
_ VTEL:

By =
27 Mlo] uglp

V1= wl? VT Ey,|l2
v Aoy we[P=23/1 — v wy]?

V" Eu, |2

A o] w[P=2/1 — Jo] uy|?

24
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E
< tan6(v1,up) - —— ||2ut||z __
Mlog =2/~ o] wl?

copk|| Eu, |2

S tane(vl,Ut) . W,

where the first step comes from the definition of B, (see Definition [C.I), the second step follows

\1— vy ug
from splitting the term, the third step follows from tan f(vy,us) = %
vy Ut

follows that ||V T E,, ||2 < || Ey,||2, and the last step follows from 1/+/1 — [0} w|? < copk.

, the fourth step

We need to bound
copk| Eu, |2
Arfof wgP=2
Here, we can get
Avf P72 > Ny /(n(P=2/2),

On the other hand, utilizing Part 1 of Lemma and the given assumptions about £ and E, we
obtain || Ey, ||2

copkHEut l2 < copk - 4dpe.
Consequently, whenever we have small enough e satisfying

€ < A /(nP=D/2.40 . cop?k),

then
By < 0.1tanf(vy,uy).
If
1
T
>1— 5,
|vl U’t| Cgkng
then we have
5, = WV Eull
Al ug Pt
||VTEUt||2
~ (1 - Cgp#%z)pﬂ

<3|V Eu, ll/M
< 3|| By, ll2/M

where the first step follows from the definition of Bs, the second step follows from |v] u;| > 1 —
ng?’ the third step follows from
0

P <3 Vp>3,k>1,¢0>1,

1
1/(1 —
/( C%pgkg

and the last step follows from ||V T E,, ||z < || By, ||2-

By Part 1 of Corollarl we have || E,, |2 < 4¢/co. By what we have assumed on E and E,
1By, ll2 < €/co and ||E,, ||2 < €/co, which completes the proof of By < 18¢/(co1).

O
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C.2 PART 2 OF THEOREM[4.0|

In this section, we present the proof of the second part of Theorem 4.9}
Lemma C.5 (Part 2 of Theorem[.9). If the following conditions hold

* Let everything be defined as in Theorem[#.9}
* Suppose that all of the assumptions in Theorem[#.9 hold.

Then, Eq. @) hold.

Proof. Proof of Part 2.
Let j be an arbitrary element in [k]\{1}.

.
Then, there exists an lower bound for IZ#Z”II ,
j t+1

0T uera] _ [T [A° T, ) + B
|UJTut+1‘ |UI[A*(Iauta'“ 7ut)+Eut”
|’UIA*(I? Ut, - ;Ut)| — |’UIE'U¢|

T o] A (Lug, e u)| + 0] By, |
Mfof w1 = [v] B, |
Ajlof ugp=t 4 o By, |

v

Apfvy ueP™t — i>\1|U1Tut|p71

Aj \v ug [Pl 2 )\1|v1 ug[P—1

v

)‘1|Ul ug [P 1 - 7)‘1|Ul ug [P !

1)\1\111 ug [P~ 2|v ut|—|— )\1|v1 ug[P~1

I V

E|v1 Uy
= 2n
i|7ijUt| + %OMTUJ

where the first step follows from the definition of w1 (see the statement in Theorem [{.9), the
second step follows from the triangle inequality, the third step follows from Fact@ the fourth step
follows from Eq. (20), the fifth step follows from Part 1 \; \v w2 < S A1]vy we P72, and the last
step follows from simple algebra.

If
|v;~—ut| < | w, (22)
then
T -2 -2
Mo [P M [ o] wega ]
Alofupea P2 Ay \ o ugp
p—2
> ﬁ 1o|v1 ut|
)‘j 4|1) ut‘+ 10|Ul ut'
p—2
. A 0|v |
Aj 4|v ut| + 1O|v w|
()
Aj i L
)\1
> Mlop-2, 23
> /\ (23)
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where the first step follows from g—: = (%)m, the second step follows from Eq. (ZI)), the third step
follows from Eq. (22), the fourth step follows from simple algebra, the last step follows from simple

algebra.

The final step is a consequence of the fact that p is greater than or equal to 4. For the case of p
being equal to 3, we utilize a better analysis which is similar to the proof of (Wang & Anandkumar,
2016)’s Lemma C.2. Therefore, this approach is applicable for any p > 3.

If
v ue| > [vy wel, (24)

then

Ar o] weqq P2 M
Ajlv e [P=2 7N

p—2
1%|U1TUt\
%|U;Ut| + 15l0) wl

<(}1|UTUt| + gglvf wel) [ wel o]
:ﬁ 10‘”1 ut”” ut| ‘ ;I'
A \ (Gl el + 5107 wel) o] %TUtI
2 —2
151V wl o] wl
i|UjTUt| + 15l0) wl \%—Tut|

p—
p—2 p—2
(il o
DY %|U;ut| + %|v;ut| \v}'—ut|
2

. =
o Al wf”? < b )

Yy |v;ut\1’—2 %|U;Ut‘ + ol

.
T5lof wllv] ul Ivfut|>

At [vf wg P2
A |v;ut\P—2

Z 4. 2;0727

. 9p—2

where the first step follows from the second step of Eq. (23), the second step follows from simple
algebra, the third step follows from (ab)? = a?b?, the fourth step follows from simple algebra, the

fifth step follows from Eq. . the sixth step follows from 9 %=, the seventh step follows
from the relationship between the third step and the last step of Eq ([2_%]) and the last step follows
from Part 1.

O

C.3 PART 3 OF THEOREM [4.0]

In this section, we present the proof of the third part of Theorem [4.9]
Definition C.6. We define B; € R and B4 € R as follows
1
RN )

and
|U;FEU1,|
Atfof w1

Lemma C.7 (Part 3 of Theorem[d.9). If the following conditions hold:

B4 =

* Let everything be defined as in Theoremd.9}
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* Suppose that all of the assumptions in Theorem[d.9 hold.

Then, Eq. (B) hold.

Proof. Proof of Part 3.

.
Just like Eq. (ZT)) and Part 2 1y wel an also be upper bounded,

> o wal

o] i
|U1Tut+1|
Alo] =t + o] Ey,|
T o] wlpt - \%TEuJ
_ oful Ajlof P2 4 o] By, |/ 10wl
Tl wl Mol wlP2 = o] By, |/o] wl
e Mlof w2 o] B

ol ud Mol wlp=2 = (o] By /o7 uel ~ Aol wl?=* — o] By

_ v Ajlv] P2 1 (] .|
ol ul Aol uelp=2 — o] Bu /o] uel 1 o] Bu |/ fof uelp=1) Mo uelp?
|U;—Ut| 1 Ap v ug P2 1 |’UjTEut|
= olu] 4 N ol P2 — o] By, |/oTue] 1 — 0] Buy |/ o] wlP=1) Adfvf ugp
_ v, we 1 1 N 1 . 0] E.,|
olwl 41— o] By, |/(Mlofuer=t) 1= o] By, |/(afof uep=) Aafofw =

B3 Bg B4

where the first step follows from the relationship between the first step and the third step of
Eq. (ZI)), the second step follows from simple algebra, the third step follows from simple algebra,
the fourth step follows from simple algebra, and the fifth step follows from Part 1 }; |vaut|”*2 <

21 ]v{ 1y [P=2, and the last step follows from simple algebra.

Similar to Part 1, we can show B3 < 1.1 if

1
T
vy U > 1 — ———.
| 1 t| - C%p2k2
Then, we consider the bound for By.
There are two different situations, namely,
T 1
e Case 1. |vy uy| <1— ZE
e Case 2. |’U1TUt| >1- 55773 -
cip?k?
If
1
T
vy U < (1 — 5—=—=
| 1 t|—( Cgp2k2)>
we have
e
|vj Eut|

By=—%2—"_
TN o] w1

V1= vy u? o] By, |
v Aoy we[P=23/1 — v wy]?
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‘/U]TEUJ
Aot wg[P=2/1 — Jv) wg|?
copk|vaEut\

Ar vy we|P=2’

= tan 6(vy, uy) -

< tanf(vy,ue) -

where the 1st step is from the definition of By, the 2nd step comes from simple algebra, the 3rd step
is due to the definition of tan (v, u;), and the last step follows from 1//1 — |v] u¢|2 < copk.

We want to find the bound for
Copk|| Bu, |2
A1 |vf ug|P=2°
We can get that
Afo] w P72 > Ay /(nP=2)/2),
Additionally, based on Part 2 of Lemma and what we assumed about F and E,
copk|vaEut| < copk - 4e/+/n.

Therefore, whenever there is a small enough e satisfying

€ < Mivn/(nP=2/2 .40 - copk),

then
By <0.1tan6(vy,uy).
If
1
T
>1— 5,
|Ul ut| C%k2p2
then we have
|U;FEUt|
B, = T
Atlog wgPt
‘,U;FEUJ

= >\1(1 — cgp%)pil
S 3|U;Eut ‘/)\17

where the first step follows from the definition of By, the second step follows from |v] us| > 1 —
ng?’ the third step follows from Vp > 3,k > 1,¢9 > 1, we have
0

1

1/(1 — ——=)P"t<3.
[0~ o™ <3

By Part 1 of Corollary [C.12] we have

0] Ey,| < 4e/(cov/n).

Based on what we have assumed about E and E,

0] Bu,| < €/(cov/n)

and

0] Eu,| < ¢/ (cov/n).

Therefore, the proof of By < 18¢/(coA1+4/n) is completed. O
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C.4 €-CLOSE

In this section, we upper bound some terms.

Definition C.8. For any € > 0, we say {Xl, Uitk is e-close to {\;,v; Y¥_, if forall i € [K],
L [Ai—X\|<e
2. 9; — vill2 < tan 0(v;, v;) < min(v/2,e/(\;)).

3. [0 5| < €/ (Vi) V5 € [R]\[].
Definition C.9 (A4; and B;). We define

Ay = Na? oy — Ni(agei + (|07 2bi)P e
and
Bi := Ni(aic; + |[5; | 20:)" 57 o
Assumption C.10. We assume that € is a real number that satisfies

05’\’“

<1
¢ 2k

Lemma C.11. If the following conditions hold
e Foralli€ [k], E; = Ao — A0 € R,
* Lete > 0.
. {Xi,@}le is e-close to {\;,v; }¥_,.
» Letr € [k].
e Let u € R™ be an unit vector.

Then, we have

1. zlﬁ (Iu, - ,u)| < 2pert/? + 2¢e.
= 2
2. Forall [K]\[i] 2 (0,1, u)| < (2m¢ + de) /T
where
)= 2 Z o] (25)
and 7
b = 2k(e/Np)P7L. (26)

Proof. Proof of Part 1.
Let ¢ be an arbitrary element in [r].
‘We have that El is the error and it satisfies
Ei(Iu, -+ yu) = Ni(uT0)P oy — X (u 0)P 135, 27)
which is in the span of {v;, v; }.
Also, the span of {v;,;} is identical to the span of {v;, ;- }, where
=0 — (v v,

Ui
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is the projection of ¥; onto the subspace orthogonal to v;.
Note
19 — v[|3 = 2(1 — v ;). (28)

For convenient, we define

C; = <UZ,61>

We can rewrite ¢; as follows

C; = ’UiTij\Z'
=1—|[o: —vill5/2
>0, (29)

the first step follows from definition of ¢;, the second step follows from Eq. (28), and the last step is
because of the assumption that ||7; — v;]|2 < v/2, and it implies that 0 < ¢; < 1.

We can also get

[t =1-c

< lo; — will3, (30)
which follows from Eq. and the Pythagorean theorem.
For all p being greater than or equal to 3, the following bound can be obtained:
1=l =11~ (1~ 5 —vill3/2)"]

< 2ll5: - will3,
where the 1st step is due to Eq. (29) and the 2nd step is supported by Fact[B.1]
We present the definition of a; € R™ and b; € R™:

a;=u'v;
and
bi =u' (/|57 ||2)-
Ei(l ,u,- - ,u) can be expressed by the coordinate system of @L and v;:
Ei(Lu,--- ,u)

= ()P oy — A (T 5;)P 1T

= Nl Moy — Ni(aici + |[50i]|2)P " (civi + )

= (Nl v = Nl + |5 1120:)P 1 es) vi — Nilager + |5 12075 12 B/ 15 12

A, B,
=A; v — By - (@L/H@ﬂb)» 3D

where the first step follows from Eq. (27), the second step follows from the definition of a; and b;,
the third step follows from simple algebra, and the last step follows from the definition of A; and B;
(see Definition[C.9).

We can express the overall error by:

2

2
2

iﬁi(l,u,-" ,u)
i=1

r t
ZAiUi - ZBz(@J—/H@LHﬁ
1 i=1

1=

r
E Ajv;
i=1

2
2 2

<2 +2
2 2

> Bi@ /15 ]12)
i=1
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r r 2
<2) A7 +2 (Z |Bi|> : (32)

i=1 =1

where the first step follows from Eq. (31), the second step follows from triangle inequality, and the
third step comes from the definition of the {5 norm.

We have
155113 < 1195 — i3
<e/h, (33)

where the first step follows from Eq. (30) and the second step follows from Definition [C.8]
By using

i —N| <e (34)
we first try to bound A; for |b;| being smaller than 1 and ¢; € [0, 1],

Al = [Nial ™" = Xi(aies + |5 [|2:)P el

p—1
RPN _ ~ -1 L
sAmﬁl—Mﬁé’W+§:&@(@j el

j=1

= [Nl = NPTt Na? T = Nl + Z)\ cl< R )la K [0

S\)\iaf_l—xiaf_”—i-ﬁiaf b a |+Z)\ cl< B )|ac|(p i ]||ALH]

< sl = Rl (1 - p1+§jxa( - )laseo= 0o

< Padd Tt =Xl T+ (1) P1+§}w( ‘1)ad@1 I(e/ni)

< elaifP ™+ S/ Aifai 4 ZX- <(p ; 1)) Jaa "D e/ 1), (35)
j=1

where the first step follows from the definition of A; (see Definition [C.9), the second step follows
from binomial theorem and |b;| < 1, the third step follows from adding and subtracting the same
thing, the fourth step follows from triangle inequality, the fifth step follows from simple algebra, the
sixth step follows from Eq. (33)), and the last step follows from Eq. (34).

Note that the second term of Eq. (33) can be bounded as

p N - _
S/ Al < S e/ M)A = Ml + [AdD)ag] ™
= SR = Adllail ™+ e/ 2 il
p - p _
< S(e/ M) el ™ 4 S(e/ X Allaif
< Be/nPelai™ + Be/n) - sl
1
< Pt
< Toorclal’ (36)

where the first step follows from triangle inequality, the second step follows from simple algebra,
the third step follows from Eq. (34), the fourth step follows from Eq. (33)), and the last step follows
from Assumption [C.10}

We can separate the third term of Eq. (33)) into two components
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1.je{l, -
2. je{lp—

,(p—1)/2} and
1)/2,--,(p—1)}

Consider the first component:

(p—1)/2

Z i

("]

a0y

(p-1)/2
=Xilp— Dlail”2e/Xi+ > A
Jj=2
(p—1) /2
< 2p = Deleal”™ + Z p—1)7]a;| "
N (p—1)/2
=2(p — Defas[P72 + Nifas| P72 > (p—
j=2
2 S o028 (L)
<2 —1 | P— Ay (p— L
<2(p — D)ela;[P™= + Ailas] Z(2>
7=0
~ -1 2
<2(p — 1)ela; "> + )\ie% 2 |a;| P~
<2(p — Ve|asP 7% + ———ela;|P7V/2,

100k

p = 1) |ag| PV (e/A)

D2 (e/Ni)!

1Y (e/A:)!

1)/2

where the first step is by expanding the summation term, the second step is because of the fact that
)\ < 2\, the third step is supported by > . ca; = ¢}, a;, the fourth step follows from the fact that

each term of Z(p D2 (p -

1)7(e/X;)? is bounded by the corresponding term of Z =0 ( )j, the

fifth step follows from Fact the sixth step follows from Assumptlon and /\l <2\

Similarly, we can bound the second component,

(p—1)/2

1-(e/N)P7 + Z i

(p—1)/2

PR

(p—-1)

) |ai|(p71)fj(€/)\i)j

("3

Jj=

i -

= ))|a |(P=1)
>

Jj=p

(r-1)/2

=261 /NT2 4 i

(p
<9 p—1 )\p*2 (p_ 1) X J(p—1)—3
ST o) 2 M

J=p

< 2Pl /NP2 ( (;p_
1 (p—1)
= 1006 T ((p - 1)/2)

" ((zgp—1)1}2>

(p—1)/2
Jj=p

Nilag|@=D/2 (/) =172
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(r—1) p—1)/2 p—1)/2
< 100k€+2(( )/2))\| 1|( )/ (e/)\)

(rp—1) p—1)/2 p—1)/2
< 100ke+4(( )/2)>\| i| P12 e/ Ng) P/

PER I

— 100k 100k
where the first step comes from expanding the summation term, the second step can be gotten from
Xi < 2);, the third step can be supported by max; { (t ;1))} = ( z()’i _1)1}2), the fourth step follows
from ). ca; = ¢, a;, the fifth step follows from Assumption [C.10] the sixth step follows from

simple algebra, the seventh step follows from the Fact the eighth step follows from Xl < 2);,
and the last step follows from Assumption [C.10]

€la|

Thus, putting it all together, we get

1
Al < elas
|A;| < €lai| + IOkélazl + (p — Delai| + 100K €
which implies that
1 1
A <2 (o + (gpeladl® + (0= Delod? + (g5 ) a7
Next, we need to find the bound of B;,
1Bi] = [Ralo a(ases + [55 1ab)P~
< 5t Z( Doz 1
< Rle/M) Z( Dl (e/ny
7=0
e (-1
= Nie/AlaiPH + Nile/N) D < ’ J )|Gi|p1j(€/>\z’)j7 (38)

j=1
where the first step follows from the definition of B; (see Deﬁmtlon@ the second step follows

from binomial theorem and |b;| < 1, the third step follows from ||7;-||2 < €/);, and the last step
follows from extracting the first term from the summation.

Note that the first term of Eq. (38) is
Aile/ il
which can be bounded as
Ai(e/A)ailP ™t < (e + Xi)(e/As)as P!
= ela;[P~t + (/N |ai P

< elasf? ! + poorelaif!

To0k 1
where the first step follows from simple algebra, and the second step follows from Eq. (36).

The second term of Eq. (38) is

3\\1(6/)\1) Z <(p ; ]-)> |az_‘p*1*j (€/>\2)]7

j=1
We can separate this into two components

Lje{l, -, (p—1)/2} and
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2.5e{lp-1)/2,,(p— D}

The first component is:

(pfl)/QA ( _1) ) )
P S (Y0 ey

j=1
(p—1)/2

= (/M) Nilp — Das|P~2e/ N + (€/A) Z Ni(p — 1)7]a;| P~ D72(e/\;)?

1
< |p—2 p—1)/2
< Toogpdll 100/f|‘“|

where the first step comes from expanding the summation term and the second step is by Assump-

tion|[C. 10|

The second component is:

(e/2) (pzmx( )iy

N (p—1)/2
= (/AN 11+ (/X)L + (e/ M) Z A( >|a P~ (e/Ni)?

¢ 1
=% Took
where the first step follows from expanding the summation term, and the second step follows from
¢ = 2k(e/ )P~ and Assumption

Putting it all together, we have

€la|

Bl < €la;]? + eai—l—?e
k

100k2
Taking the summation over all the r terms on both sides, we obtain

T t

1
> |Bi| < ——e> |a; )
i=1 | ‘ =T 100k26i:1 |a |+¢6

Using
(4 y+ 2)? < 3%+ y? + 2?),

we have

Z|B| <3< 100152‘“’| )

<3 ((GH)Q + (101()k6)2mk + (¢6)2) , (39)

where the last step follows from (3°0_, |a;])? < wk.
Recall that

t
K= Z la;]? < 1.
i=1
In general, we can get

2 T T
)|l =2 AP 200 |Bil)?
i=1 i=1

2

35



Under review as a conference paper at ICLR 2026

34(8 m+(1ék )k +(p—1) 8%(1001\/%6)2)
2(2|Bi|)

< (@ nt (et (=17 + (o0 0?)

+4 ((m)Z + () wk + (¢>e)2>

< AP’k + 4922

where the first step follows from Eq. (32)), the second step follows from Eq. (37), the third step
follows from Eq. (39), and the last step follows from simple algebra.

The desired bound is given by this equation.
Proof of Part 2.
Let j be an arbitrary element of [k]\ [¢].

Now, we can get

3

r
E .E7;(’l]j7 u
i=1

for the 1st step, we use the triangle inequality, for the 2nd step, we utilize the fact that (v;,v;) =
0,Vi # j, and for the last step, we employ the third part of the definition of e-close.

Now, we analyze the bound for >'_, /\' S|Pl

Z

i=1

—)

Ai N _
DRI Zy o7 ul + (w3 = B0) Tl

5, o

< Z;j(|viu|+||vz«—mu2>p .
=1
T

Z<1 +e/X) - (o) ul +e/X)PL

i=1

<2 Z(W ul + e/ X)P!

=1

<22 Tl 4207 (/A

i=1

(s
<2) 2@ uf +
=1

(2¢/Ai)"7

<2 Z2|vi—ru|2 + 2k(2¢/ M\ )P

i=1

= 2K + ¢.

where the first step follows from the triangle inequality, the second step follows from Cauchy-
Scharwz inequality and ||u||2 < 1, the third step follows from Eq. (33), the fourth step follows from
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€/A; < 2, the fifth step follows from Fact the sixth step follows from |v, u| < 1/4 and p > 3,
the seventh step follows from A; < A;, and the last step follows from the definition of ¢ and x (see

Eq. (26) and Eq. 23)).
Then, we complete the proof with the desired bound (2 + ¢)e//n.

Corollary C.12. [fthe following conditions hold:
e Foralli € [k], let E; = \p®P — Ao € R
e Letcy > 1.
» Letr € [k].
o Let € < A\ /(2¢c0k).
 Suppose that {Xz, Ui} is e-close to {\;, v; }E_ .

e u € R"™ is an unit vector.

1

* Suppose [u" vri1| 21— .

T
o Letk = |uTvl?
i=1

Let ¢ = 2k(e/ )P~ L.

Then,
1 [SSE(Lu,- u)|| < 2pest/2 + 2¢e < 4e/co.
=1 2
2. Vj € [k\[i], ZEj(Uj,u, e u)| < (2ke + ge)//n < de/(co/n).
i=1

Proof. Based on Fact we can get that for any arbitrary ¢ in [r],

T

K= Z lu"v;)?

i=1
<k-1/(ctp’k)
= l/c?)pz,

where the first step follows from definition of k, the second step follows from r» < k and
max; |u'v;|? < 1/(c3p?k), and the last step follows from simple algebra.

This implies
2pev/k < 2/co.
We can also bound ¢,
¢ = 2k(e/Ap)"
< 2k(1/2cok)P?
< 2k(1/(2¢cok))?
< 1/cp.

where the 1st step can be gotten from the definition of ¢, the 2nd step is because of € < A, /(2cok)
(from Corollary statement), the 3rd step is due to p > 2, and the 4th step can be seen from 2k > 1.

Therefore, we complete our proof. O
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D COMBINE

In this section, we present Theorem [D.T|and Theorem [D.2]and prove them.

Theorem D.1 (Arbitrary order robust tensor power method, formal version of Lemma [3.1). If the
following conditions hold

* Let p be greater than or equal to 3.
e Let k be greater than or equal to 1.
e Let \; > 0.

o Withn >k, {v1,...,ux} C R™is an orthonormal basis vectors.

o Let A= A* + FE € R™ be an arbitrary tensor satisfying A* = Zle )\iv?p.
* Suppose that \, is the greatest values in {\;}}_,.
* Suppose that \y, is the smallest values in {\;}%_,.

e The outputs obtained from the robust tensor power method are {XZ, itk .
o E satisfies that | E|| < €/(coy/n).
o T =Q(log(An/e)).
o L =Q(klog(k)).
* ¢cg>100and c >0
* For all € satisfying € € (0, cAg/(cop®kn®=2)/2),
Then, with probability at least 9/10, there exists a permutation v : [k] — [k], such that Vi € [k],

~

IAi = Axiy] <€ lvi = Vrgiyllz < €/ N (40)

Proof. Let E € R™ be the original noise.
Let

be the deflation noise.

E € R™ represents the sketch noise.
E represents the “true” noise, including all the original, deflation and sketch noises.

As aresult, for the ¢ + 1 step, we analyze A* + E, which is a tensor satisfying

t
E=E+)Y E+E.
=1

There is no need for us to consider E, the sketch noise. However, to prove a stronger statement, we
do not regard E to be equal to 0, but only assume that it is bounded, namely

1] < €/(cov/n). (41)
We use mathematical induction to proof this.
Base case.
Leti=1.

For the 1st step, we have that /)\\1 € Rand 77 € R™.
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As Part 2 of Definition [C.8] we show
[v1 — w1l
is bounded.
Then, as Part 1 of Definition |C.8| we show
A1 = A
is bounded.
At the end, as Part 3 of Definition |C.8] we show
[ vj]
is bounded.
Bounding [0; — v ].
We have

tan f(ug,v1) = sinf(ug, v1)/ cos O(ug, v1)

m/<u07v1>

_ 1-— <UO7U1>2
(uo,v1)?

1
- 1
(ug, v1)?

1
(uo,v1)?
1
(uo,v1)
< Vn, (42)
where the first step follows from Definition [4.3] the second step follows from Definition [4.3] the
third step follows from simple algebra, the fourth step follows from simple algebra, the fifth step

follows from simple algebra, the sixth step follows from simple algebra, and the last step follows
from Lemma 4.8

<

t* represents the condition for

1

T
Uy =1—- 5——.
| v1 | c§p2k2

(43)

‘We know

[uge = v1]l3 = lus= 1[5 + [[o1]13 = 2(u-, v1)
=1+1—2(up,v1)

=2 —2u.v|
1
=2-2(1—- 55—
- g
= 2/(c5p’k?),

where the first step follows from simple algebra, the second step follows from the fact that u;« and
vy are unit vectors, the third step is because the inner product is positive, the fourth step follows
from Eq. (#3), and the last step follows from simple algebra.

We can upper bound

[luge — v1]l2 < tan O(ugs,v1)
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< 0.8tan O(ugr—1,v1)
< ..

< 0.8" tan O(ug, v1)
<0.8" /n,

where the first step is due to Fact[B.6] the second can be seen from Part 1 of Theorem[4.9] the second
last step can be gotten from Part 1 of Theorem[4.9] and the last step follows from Eq. (42).

After that, we let
t* = Qlog(nkpcy)) = Q(log(con)).

For |lup — v1]|2, we can show

lur — v1]l2 < 0.8tanO(ur,v1) + 18¢/(coA1)
< ...

< 0.877 tan(ug,v1) + 5 - 18¢/ (o),

where the first step follows from Part 1 of Theorem and the last step follows from recursively
applying Part 1 of Theorem[4.9]

To guarantee
Jur —vill2 < €/,
we let
T —t* = Q(n\/e)
and ¢g > 100.
Therefore, we achieve the intended property as outlined in Part 2 of Definition
Bounding |\, — \y|.
It remains to bound |X1 — A1l
A= M| =|[A"+ E|@r,- - ,01) — A
<|E(@y,- -, )] + A" (B, -+, T1) = M
k
Z)\iv?p‘| (6% T 761) - )\1
i=1
k

< E@,-+ 00+ o 8P = M|+ Alv) 5P, (44)
=2

= |E(61,”' ,01)| +

B5 BG

Br

where the first step follows from the definition of Xl, the second step follows from the triangle
inequality, the third step follows from

k
_ E : ®p
A* = )\ivi 5
i=1

and the last step follows from the triangle inequality.
For the term By, we have
Bs = |E(®y,-+- ,01)]
<|E@,---, o)+ [E(@, -, 0)
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< ¢/(cov/n) + ¢/ (cov/n)
<¢/12, (45)

where the first step follows from the definition of Bs (see Eq. (@), the second step follows from
triangle inequality, the third step follows from the definition of tensor spectral norm, the fourth step
follows from Eq. (@T)), and the last step follows from ¢o > 100 and n is greater than or equal to 1.

We still need to find the upper bound of Bg and By.
BG = |)\1 . |1)1 i}\1|p — )\1|

1 ~
=1 =M1 = Sl -3

1 .
< >\1P§||U1 — 013
< sz/@)\l)
<€/12, (46)

where the first step follows from the definition of Bg (see Eq. @), the second step follows from
v{ 01 =1 — 1|lvy — 1|3, the third step comes from ||v; — 71 [|3 < 1, the fourth step is because of
|lvr — U1]]2 < €/A1, and the last step follows from pe/(2A;) < 1/12.

For B7, we have

k
B7 = Z >‘j |U]—-r{1\1 |p
j=2

k
< Z Aj(e/(VnX;))?

k

=ey (/v

j=2
<e/4, 47)

where the first step follows from the definition of B (see Eq. (@4)), the second step follows from

Part 3 of Definition [C.8] the third step follows from simple algebra, and the last step is due to
(€/XMe)P~ < 1/(4k).

Let
L1/e-1

Finally, combining everything together, we can get

|//\\1 — M| <Bs+ Bs+ Bz
<e€/12+€/12+€/4
<,

where the first step follows from Eq. (@4)), the second step follows from combining Eq. @3), Eq. (46),
and Eq. (7), and the last step follows from simple algebra.

Bounding |9, v;|.

Let j be an arbitrary element in {2, -- , k}.
Let t* be the least integer satisfying
1
T
o >1— -
vy wge| > c%kaQ’
which implies
1
T
S | < .
oy -] < copk
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By Part 3 of Theorem[4.9] we have

< O.8|v;ut*_1\/|v]—ut*_1|
< 0.8 - [v] uo|/|v{ uol
<0.8" - [0 uol/(1/)
<0.8" -1/(1/vn),

where the third step follows from recursively applying Part 3 of Theorem 4.9} the fourth step follows
from Lemma and the last step follows from the fact that |UJTu0\ is at most 1.

Let

|v;-rut* /\vf—ut*

t* = Q(log con).

When T > t*, we have
|v;uT|/\vIuT\ <0.877" \vj—-rut*|/|virut*\ +5-18¢/(coA1v/n).
Let
T = Q(log(nA1/¢€))
and ¢y > 100 to ensure

|UjTUT| <e/(Mvn).

Inductive case.
Leti =17+ 1.
Suppose the first r cases holds.

To show the r + 1 case also hold, we first consider the “true’” noise, which is

E=E+)Y E+EeR".
i=1
We explain how to bound

Hi)\rJrl — Ur41 ||2>

(for Definition [C.8] Part 2).
Then, we show how to bound
Ars1 = Ari
as Part 1 of Definition [C.8]
In the end, we show how to bound
v, 117

as Part 3 of Definition [C.8]
Bounding ||V, 41 — vr41|2.
Except for letting
T = Q(log(nAit1/¢€)),
other parts of the proof are the same as the ones in the base case.

Bounding |/):7~+1 — /\7-+1|.
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Let A* and F be

k
A* = Z )\ﬂ)l@p

i=t+41

and
~ t o~
E:E+F+2Ei.
i=1

Therefore, we have

|)\t+1 - )\t+1|
satisfying
At = Arga| = [[A" 4+ E]@ri1, -+, Bp1) = Argd
<NE@rg1, 5 Opp)| + [A 01, Urg1) — A
k
= |E(i)\r+17 e ai]\r+1)| + Z Aiv?p] (67‘-&-1’ e 767‘-1-1) - )\T+1
1=r+1
B k
< |E(5r+1v e ,ﬁ,«+1)| + |)‘T+1|U:+16r+1|p - )‘r+1‘ + Z )‘j|vg—'rﬁr+1|p~
Bs By J=rt2

Bio

where the first step follows from the definition of Xr+1’ the second step follows from triangle in-

equality, the third step follows from A* = Zf:r 11 )\iv? P and the last step follows from the triangle
inequality.

We need to analyze Bsg,
By =|E(@ri1,- ,0rp1))
= |E@rs1, 5 O 1) + [E@rg1, -+ Tpg1)| + | ZE‘(@H, c L Upy)]
i=1
< ¢/(covn) +¢/(cov/n) +4e/(cov/n)
<e/12,

where the first step follows from the definition of Bg, the second step follows from the triangle
inequality, the third step follows from Eq. (@T)), the last step follows from ¢y > 100,n > 1.

Bg and Bjg can be bounded in a similar way as the base case.

Bounding (7", ,v;].

Let j be an arbitrary element in {r + 2, - - - , k}. Then, the proof is the same as the base case. O
Theorem D.2 (Fast Tensor Power Method via Sketching, formal version of Theorem [I.1). If the

following conditions hold

o Let A= A* + E € R" be an arbitrary tensor satisfying A* = Zle )\w?p.

* Suppose that \, is the greatest values in {\; }¥_,.

o Suppose that \y, is the smallest values in {\;}%_,.

* The outputs obtained from the robust tensor power method are {\;,v; }¥_,.

E satisfies that | E|| < €/(cov/n).
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o T =Qlog(An/e)).
L = Q(klog(k)).

e cg>100andc >0

s For all e satisfying € € (0, c\g/(cop?kn(P=2)/2),

Then, our algorithm uses O(n®) spaces, runs in O(TL) iteration, and in each iteration it takes

O(nP~1Y) time and then with probability at least 1 — §, there exists a permutation
m: [k] = [K],
such that Vi € [k],

Ai = Axiy] <€ lvi = Urgiyllz < €/ N

Proof. Tt follows by combining Theorem and Lemma.2 O

LLM USAGE DISCLOSURE

LLMs were used only to polish language, such as grammar and wording. These models did not
contribute to idea creation or writing, and the authors take full responsibility for this paper’s content.

44



	Introduction
	Our Result

	Related work
	Technique Overview
	Robust Tensor Power Method Analysis for General Order p3
	An Overview of Our Main Algorithm
	Useful facts
	Convergence guarantee and deflation

	Conclusion
	Additional Related Works
	Canonical/Polydic decomposition and Tucker decomposition
	Sketching Techniques

	Preliminary
	Notations
	Basic Facts
	More Tensor Facts

	More Analysis
	Part 1 of Theorem 4.9
	Part 2 of Theorem 4.9
	Part 3 of Theorem 4.9
	-close

	Combine

