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ABSTRACT

The dynamical stability of the iterates during training plays a key role in determin-
ing the minima obtained by training algorithms. For example, stable solutions of
gradient descent (GD) correspond to flat minima, and these have been associated
with favorable features. While prior work often relies on linearization to deter-
mine stability, it remains unclear whether linearized dynamics faithfully capture
the full nonlinear behavior. In this work, we explicitly study the effect of nonlin-
ear terms. For GD, we show that linear analysis can be misleading. The iterates
may stably oscillate near a linearly unstable minimum, and still converge once the
step size decays. Here, we derive an exact condition for such stable oscillations,
which depends on higher-order derivatives of the loss. Extending the analysis to
stochastic gradient descent (SGD), we demonstrate that nonlinear dynamics can
diverge in expectation if even a single batch is unstable. This implies that stability
can be dictated by the worst-case batch, rather than an average effect, as linear
analysis suggests. Finally, we prove that if all batches are linearly stable, then the
nonlinear dynamics of SGD are stable in expectation.

1 INTRODUCTION

Understanding the nature of the minima reached by our training procedures is a central problem
in machine learning and optimization (Neyshabur et al., 2014). A common way to investigate this
issue is by analyzing the stability of the iterates as the algorithm approaches a minimum (Wu et al.,
2018). For example, it has been shown that stable minimizers of gradient descent (GD) correspond
to flat minima (Cohen et al., 2021), and those have been associated with flat predictor functions
(Mulayoff et al., 2021; Nacson et al., 2023) and balanced networks (Mulayoff & Michaeli, 2020).
These highlight the role of dynamical stability in shaping the properties of the obtained solutions.

In dynamical systems theory, stability analysis is often carried out via linearization. Once the iterates
arrive at the vicinity of a fixed point, it is often sufficient to study the linearized system in order
to determine whether convergence occurs (Thompson & Stewart, 2002). This technique has been
widely applied to study GD (Cohen et al., 2021). Extending it to the stochastic regime, Wu et al.
(2018) proposed using linearization to analyze the stability of stochastic gradient descent (SGD) in
the mean-square sense.

This approach has inspired a large body of subsequent research. In particular, Ma & Ying (2021)
demonstrated that the moments of the linearized dynamics evolve independently, and for the second
moment (mean squared error), they provided an implicit expression for the exact stability criterion.
Building on this result, Mulayoff & Michaeli (2024) derived an explicit form of the condition, yield-
ing new insights into the linear stability of SGD. Importantly, the stability threshold of the step size
depends on the curvature of all samples in the training set (see App. B). Despite this progress, how-
ever, it remains unclear whether—and under what conditions—the behavior of linearized iterates
truly reflects the full nonlinear dynamics of SGD.

In this work, we aim to address this gap by studying the effect of nonlinear terms. We begin with the
deterministic case of GD, as we observe that linearized dynamics can be misleading. GD’s iterates
may stably oscillate near a linearly unstable minimum and, after step size decay, eventually converge
to it. This indicates that oscillations must be taken into account while considering minima stability.
Such oscillations correspond to a flip (period doubling) bifurcation of the GD map, in which the
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iterates oscillate along the sharpest direction of the minimum. The stability of this bifurcation is
governed by the first Lyapunov coefficient in its normal form (see Sec. 5.1). Using this understand-
ing, we derive a precise criterion for stable oscillations. This condition depends on the third- and
fourth-order derivatives of the loss at the minimum (see Thm. 1).

We then extend our analysis to the stochastic setting of SGD. Following prior work, we focus on
interpolating minima and assume the loss functions are analytic in a neighborhood of the minimum.
In this setting, linearized dynamics, combined with mean-square analysis, suggest that the stability
threshold of SGD depends on an average curvature over the different mini-batches. In contrast, we
show that if the iterates are unstable even with respect to a single batch, the full nonlinear dynamics
of SGD are unstable in expectation. This result suggests that stability is determined by the worst-
case batch, contradicting prior assumptions about the averaging effect of stochasticity (see Thm. 2).

Finally, we provide a sufficient condition for the stability of SGD. Specifically, we prove that if the
dynamics are linearly stable with respect to all possible batches, then there exists a neighborhood
of the minimum from which the full nonlinear dynamics converge in expectation (see Thm. 3).
Our analysis uses Koopman theory (Koopman, 1931), which allows us to formulate the finite-
dimensional nonlinear dynamics as a linear dynamical system in an infinite-dimensional Hilbert
space. This reformulation yields two notable benefits. First, nonlinear dynamics are reduced to lin-
ear ones, which are significantly more tractable. Second, the transformation provides a deterministic
linear relation between the moments of the dynamics. Then, we use tools from functional analysis
to derive the result. Considering our earlier findings, we see that this sufficient condition can also be
necessary in certain cases, as we demonstrate in Sec. 2.2. Specifically, when unstable oscillations
arise in batches with low stability thresholds. Since it takes only one such batch, and the number of
possible batches is exponentially large, it is quite likely that SGD operates in this regime.

2  WARMUP

In the following, we examine how nonlinear dynamics influence the solutions obtained by gradient-
based methods. We begin with GD, showing that the iterates can stably oscillate near an unstable
minimum. Combined with step size decay, this suggests that convergence to minima is often medi-
ated by stable oscillations. We then turn to SGD, where we find that, contrary to linear predictions,
stability in expectation can be dictated by the worst-case batch rather than an average effect.

2.1 NORMAL FORM OF OSCILLATIONS IN GRADIENT DESCENT

A classical result states that GD with constant step size 7 converges to a minimizer in the general
case only if it is linearly stable. Specifically, for £ : R¢ — R with a minimizer a*, the linear
stability threshold is given by M, = 2/Amax(V2L(x*)), and x* is linearly stable if and only if
1 < Min. Recently, it has been shown that GD typically operates at the edge of stability (EoS) when
optimizing neural networks (Cohen et al., 2021). In this regime, the top eigenvalue of the Hessian
hovers just above 2/7) as the parameters approach a minimum. This implies that GD often encounters
linearly unstable minima. Although the algorithm cannot converge directly to such points, it can
stably oscillate nearby and, after step size decay, eventually converge. Thus, the ability to endure
oscillations near a minimum determines whether the algorithm will eventually converge to it.

In this section, we demonstrate that linear stability cannot predict whether GD will stably oscillate
near a minimum. To illustrate this, we examine GD’s iterates over two univariate functions, depicted
in Fig. 1(a), that share the same curvature at the minimum but differ in higher-order terms:
1 1 1 1
fr(@) = 5102 + 11:4, and f-(z) = 5102 - 11:4. ()
Both have the same sharpness at the local minimizer z* = 0, with f7/(0) = f”(0) = 1, yielding a
linear stability threshold of 7;, = 2. The iterates of GD are given by

Ty = —(n — 1)z, £ nad. (2)

Let us examine how the asymptotic value of the iterates depends on the step size 1. Figures 1(b)
and 1(c) plot the accumulation points of {x;} for various values of  on f; and f_, where xz is
chosen at random from the interval (—1,1). For < mj,, both dynamics converge to z* = 0.
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Figure 1: Stable vs. unstable oscillations near a minimum. We apply GD to f; and f_ from (1)
with various step sizes ) € (1, 4). The resulting dynamics (2) correspond to the normal form of a flip
bifurcation. Once the step size exceeds the linear stability threshold 7;,, = 2, stability is determined
by the sign of the cubic term in the dynamics. Panel (a) shows f; and f_, whose minima share the
same sharpness. Panel (b) visualizes GD’s output on f with various step sizes. When the step size
1) crosses 7iin, the minimum x* = 0 loses stability, resulting in unstable oscillations, which lead to
divergence. Panel (c) depicts GD’s convergent points on f_ for various step sizes. At the threshold,
7 = Min, the minimizer z* = 0 loses stability and the iterates settle into a stable period-2 cycle,
which then undergoes period doubling, chaos, and eventually divergence for n > 4.

However, when 1 > iy, the behavior of the dynamics differs. The iterates on f; immediately
diverge once the step size crosses 7),. In contrast, GD on f_ exhibits rich nonlinear dynamics,
where it initially settles into stable cycles over a wide range of step sizes while featuring period
doubling bifurcations, before transitioning into chaos, and finally diverging once n > 4. Importantly,
when such stable oscillations occur, decaying the step size below 7, results in convergence to z*.

This simple example demonstrates that exceeding the linear stability threshold does not necessarily
imply that GD escapes the minimum. Interestingly, under mild assumptions, the behavior of any
nonlinear dynamics along the critical manifold near a linearly unstable fixed point can be reduced to
this simple one-dimensional map, called normal form (see Sec. 5.1). Then, as the example illustrates,
the sign of the cubic term in this normal form can be used to determine whether stable oscillations
arise. In Sec. 3 we extend this analysis to higher dimensions and derive a general condition for stable
oscillations of GD at the edge of stability.

2.2 WORST CASE STABILITY IN STOCHASTIC GRADIENT DESCENT

Linearized analyses of SGD in expectation predict stability by averaging curvature information
across all samples (see App. B). In particular, under mean-square analysis, the distance of the it-
erates to a minimizer remains bounded as long as the step size 7 is below a threshold determined by
an average sharpness of the loss. Here, we show that the full nonlinear dynamics behave differently.
Stability in expectation may be governed by the worst-case batch rather than by an average.

To illustrate this discrepancy, we examine the dynamics of SGD on the following functions:

fr(a) = %aﬂ + ix“, and  fo(x) = gxz, 3)

where a € (0,1) is a fixed parameter. More specifically, we consider the minimization of the
average of f and f,, where at each iteration, SGD takes a gradient step with respect to one of these
functions, chosen at random. Here z* = 0 is an interpolating minimizer, i.e., it minimizes each
function individually. The sharpness of these functions at =*, given by their second derivative, is
hy = f(0) = 1and h, = f/(0) = a. Consequently, the linear stability thresholds for optimizing
each function separately are 77 = 2/h;y = 2 and 1, = 2/h, = 2/a. Under the linearized mean-
square analysis of SGD, the combined stability threshold equals (see App. B)

h++ha_ 1+CL
h2 +h2  T1+a?

Min = 2 > 2. €]

We now compare this prediction with the actual SGD dynamics. Proposition 1 shows that whenever
n > 2, the nonlinear SGD iterates diverge in expectation (see proof in App. C).
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Proposition 1 (Worst case batch) Ler {z;} be SGD’s iterates on f and f, from (3), s.t. xg # 0.
If 1> 2thenE ||z, — z*] 2 o
—00

In other words, because one of the two losses (f1) becomes unstable at 7 > 2, the entire stochastic
process diverges despite the linearized analysis predicting stability up to 75, > 2. This simple
example shows that nonlinear SGD can be governed by the least stable batch rather than by an
average stability criterion. In Sec.4, we formalize this observation and provide general necessary
and sufficient conditions for nonlinear stability of SGD.

3  OSCILLATIONS IN GRADIENT DESCENT

In this section, we present a general condition for stable oscillations of GD near a minimum. As
noted earlier, GD typically exhibits the edge-of-stability (EoS) phenomenon when optimizing neural
networks (Cohen et al., 2021). During the early stages of training, a phase called progressive sharp-
ening, the landscape becomes sharper as the top eigenvalue of the Hessian increases until it reaches
the linear stability threshold of 2/7 (Wang et al., 2022). Beyond this point, the sharpness remains
slightly above 2/ for the rest of the training. Consequently, as the iterates approach a minimum, GD
often encounters minima whose sharpness marginally exceeds the linear stability threshold. While
direct convergence to such minimizers is impossible, the iterates can stably oscillate in their vicin-
ity. Then, once the step size decays, these oscillations vanish, allowing the method to settle into the
minimum. Thus, understanding the behavior of GD at the edge of stability in the vicinity of minima
is critical for determining to which minima it converges. Here we have the following result, which
uses the kth order derivative in multilinear form, denoted as DF.

Theorem 1 (Stable oscillations) Let £ : R? — R and x* be its local minimizer, such that L is
four times differentiable at x*. Assume V2L (x*) is strictly positive and let v be a top eigenvector
corresponding to the maximal eigenvalue. Suppose GD on L with step size n operates at the edge of
stability, i.e., Amax (VQE(ZL'*)) = 2/n, and that Amax has multiplicity one. Then a stable period-2
cycle exists at the vicinity of x* if and only if

D*L(z*)[v,v,q] > D'L(z*)[v,v,v,], (5)

where -1
g2 [v?c(a:*)] VoD L(z*)[v, v, v). ©6)

This theorem states that GD can stably oscillate near a minimum if and only if the condition in (5)
holds. This condition is composed of high-order derivatives of the loss. Intuitively, it suggests
that when the third derivative dominates over the fourth across the sharpest direction, we have stable
oscillations and vice versa. The expression for g has a Newton-like structure, where the inverse Hes-
sian is applied to a gradient. However, this gradient acts only on the cubic term in the Taylor expan-
sion of the loss, not on the full objective. Obviously, V,D>L(z*)[v, v, v] equals 3D3L(x*)[v, v],
and thus v’s scale and polarity do not affect the condition. When the condition is satisfied, step sizes
slightly above 2/Anax produce stable periodic oscillations, whose amplitude grows with 7, while
smaller step sizes converge to the minimum. Conversely, if the condition is not met, any step size
larger than 2/ ,.x leads the iterates to escape the small neighborhood of the minimum. The proof
outline, along with additional information about bifurcations, are given in Sec. 5.

To illustrate Thm. 1, we consider a simple example, shown in Fig. 2. Let
1 1
fal@) = Ja% + T + 2ot ()

with minimizer at * = 0. Figure 2(a) depicts f, near the minimum for a few values of .. The
linear stability threshold of GD around x* is m;;, = 2, at which the update rule becomes

2
Tiy1 = —Tt — O} — a:f (8)

In this case, the condition for stable oscillations (5) simplifies to |«| > 1 (see App. E). Figure 2(b)
presents the accumulation points of the iterates for a range of «. When || > 1, GD’s iterates con-
verge to stable period-2 cycles, whereas for |a| < 1, the iterates diverge. This example demonstrates
that Thm. I captures the precise phase transition from stable to unstable oscillations.
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Figure 2: Demonstration of Thm. 1. Consider fo(z) = 2% + %23 + 12, whose linear stability
threshold under GD is 73, = 2. At this step size, the update rule becomes x4y = —zy — axtz — J;f

According to Thm. 1, GD oscillates stably around the minimum z* = 0 if and only if || > 1 (see
App. E). Panel (a) plots f,, near x* for three choices of «, highlighting the asymmetry introduced
by the cubic term. Panel (b) shows the long-term value 27 across a range of a. When |a| > 1, GD
converges to a stable period-2 cycle, whereas for |a| < 1 the iterates diverge. This confirms that
condition (5) precisely captures the transition from stability to instability.

4 STABILITY OF NONLINEAR DYNAMICS IN SGD

In this section, we present our results on the stability of nonlinear dynamics in SGD. Let f; : R — R
be analytic for all ¢ € [n]. We define the loss function and its batch approximation as

1 ¢ 5 1
L = - % ) d L =5 i ) 9
@ =N feh i L) =5 D @ ©
where B C [n] is a batch (set) of size |B| = B. The iterates of SGD are given by
$t+1 = Tt — ’f]v,élgt (CEt) (10)

Here, B; refers to a stochastic batch sampled at iteration ¢. We assume that the batches {B;} are
drawn without replacement, independently across iterations. Namely, there are distinct samples
within each batch and possible repetitions between different batches.

Our analysis focuses on the dynamics of SGD near interpolating minimizers. This setting has been
extensively studied by prior work, particularly in the context of dynamical stability and overparam-
eterized models (Wu et al., 2018; Ma & Ying, 2021; Mulayoff & Michaeli, 2024).

Definition 1 (Interpolating minimizer) We say that x* € R¢ is an interpolating minimizer of L if
Vi € [n] Vii(x*)=0 and V2fi(x*) = 0 (positive definite). (11)

To gain intuition about the stability of SGD near interpolating minimizers, it is useful to examine
the dynamics of the iterates across all possible batches. Concretely, consider running GD separately
on every batch. For a given step size, some batches may converge, while others may exhibit stable
oscillations or even diverge. To capture the average behavior of the algorithm, we adopt the notion of
stability in expectation (Ma & Ying, 2021). A popular instance of this approach is the mean-square
(Wu et al., 2018), whose stability threshold in the linear setting aggregates curvature information
from all samples (Mulayoff & Michaeli, 2024). However, as shown in Sec. 2, nonlinear dynamics
behave differently. Instability of even a single batch can be enough to cause the mean to diverge.

Theorem 2 (Necessary condition) Let x* be an interpolating minimizer of L, o € R?, and B, be
a batch of size B. Denote GD'’s iterates with step size ) over Lg, by x\"*. If
|| — x| — oo, (12)
t—o0

then SGD's iterates {x,} of (10) with step size 1) diverge in expectation, i.e., E ||z, —z*|] o 00
— 00
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In simple terms, this theorem states that if GD on even a single batch diverges at a rate higher than
linear, then SGD as a whole will also diverge in expectation (see proof in App. F). Section 2.1
provides a concrete example, where GD’s iterates on the function f, in (1) diverge superlinearly
(see App. C). Consequently, if the finite-sum loss £ contains a batch loss Lp = f+, then SGD will
diverge in expectation. This is the underlying principle behind the observation in Sec. 2.2.

What can we learn from this result? Suppose the iterates reach a neighborhood of a minimizer x*,
and let 5 = 2/ Amax(V2Lp(z*)) denote the linear stability threshold of a batch loss Lg. Clearly,
for small enough neighbourhood, GD can diverge only if the step size satisfies 7 > ng. Notably, if
the condition for stable oscillations in Thm. 1 is violated, then superlinear divergence may already
occur at the threshold = 7. In this case, the stability threshold of SGD is effectively capped
by np. This naturally raises the following question. Under what conditions can we guarantee the
stability of SGD? The result below addresses this point (see proof in App. 5.2).

Theorem 3 (Sufficient condition) Let x* be an interpolating minimizer of L, and consider SGD’s
iterates (10) denoted by {x;}. If
2

min ~ , 13)
BiBI=B Amax (V2Lp(2*)) (

n <
then there exists a neighborhood {x: ||xo— x*|| < p} s.t. E[||a, —x*||f] p~" = 0 for all even k.
—00

This result shows that if the step size is linearly stable with respect to all batches, then the full
nonlinear dynamics of SGD are stable in expectation. As demonstrated in Sec. 2.2, this sufficient
condition can also be necessary in certain cases. Specifically, when unstable oscillations leading to
superlinear divergence arise in batches with low linear stability thresholds. Since it takes only one
such batch, and the number of possible batches is exponentially large, it is quite likely that SGD
operates in this regime.

5 DERIVATIONS

5.1 GRADIENT DESCENT OSCILLATIONS AS A FLIP BIFURCATION

In this section, we give a brief review of bifurcations and formulate GD’s dynamics in this frame-
work. For a comprehensive overview of bifurcations, see Kuznetsov (1998). Consider the parameter-
dependent nonlinear system x; 1 = ¥ (x,n) with fixed point «*, i.e., ¥ (x*,n) = x*. In general,
bifurcations of fixed points occur when a parameter changes its value, while affecting the stability
of the dynamics. The special case of flip bifurcation, also called period-doubling, happens when the
fixed point * loses stability as the parameter 1 changes, and a period-2 cycle emerges. Mathemat-
ically, let us define the critical value of the parameter 7, such that the dominant' eigenvalue of the
Jacobian Dy1p(x*, n.) equals —1. Then a flip bifurcation takes place while this eigenvalue crosses
minus one on the real line as 1) exceeds 7).. Here 7, is the linear stability threshold.

In this case, for n < 7., the fixed point x* is stable, and if the iterates happen to arrive close by, they
will be attracted to it. If the Jacobian has full rank, the iterates will in fact converge to *. However,
when 7 is slightly above 7., the fixed point * is no longer stable, and a period-2 cycle appears as

w(w(l),n) = and ’45(13(2)777) = > (14)

The stability of the resulting period-2 cycle is governed by the coefficient of the cubic term in
the corresponding normal form of the bifurcation. This form provides a canonical (standard) dy-
namics to which any flip bifurcation can be reduced. Concretely, consider the dynamics along the
one-dimensional critical manifold, tangent to the dominant eigenvector of the Jacobian. Then this
dynamics can be transformed into (Kuznetsov, 1998, Sec 5.4)

Eev1 = —& + Co&) + O(&}), (15)

where Cj is the first Lyapunov coefficient. When Cy > 0, the resulting cycle is stable (supercritical
bifurcation), and the dynamics in the long run will alternate between x(!) and z(?). Whereas for

"Dominant eigenvalue is an eigenvalue that has maximal absolute value. Here we assume that it is unique.
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Cp < 0, the cycle is unstable (subcritical bifurcation) and the iterates will diverge from x*. The
expression for Cy, involving the second- and third-order derivatives of 1) at *, is given in App. D.

We now turn to apply this theory to prove Thm. 1. In the context of GD’s iterates near a minimum,
the dynamics evolve according to the update rule

T = x — NV L(xy) = Py, M), (16)

where L is an objective function to be minimized, and 7 is the step size. Obviously, minimizers of £
are the fixed points of 1), as the gradient vanishes at these points. The Jacobian of the GD map is

Dyp(x,n) =1 —nV>L(). (17

Note that the eigenvalues of the Jacobian are given by {1 —n\;(V2£)}. Let =* be a minimizer of £,
then the critical value of 7 is the well known linear stability threshold

2
Amax (V2L (x*))

Thus, as 7 exceeds 71in, the dominant eigenvalue of the Jacobian crosses —1 on the real axis, match-
ing the scenario of the flip bifurcation. Assuming V2L (z*) is strictly positive and Apax (V2L (2*))
has multiplicity one, the stability of oscillations in the small neighborhood of x* is governed by Cj.
Overall, we see that oscillations near a minimum «* are stable if and only if Cj is positive. In
App. D we show that a positive Lyapunov coefficient is equivalent to the condition in (5).

Min = (18)

5.2 SUFFICIENT CONDITION FOR STABILITY OF SGD

In this section, we derive Thm. 3. SGD update rule with step size 7 is given by

T =@ — VLp, () £ P, (21), (19)
where 1/3& : R4 — R% is the SGD map. As x* is an interpolating minimizer of £, we have
Pp, (@) =" wp. 1. (20)

Since { f;} are analytic, we can use the Taylor expansions of ﬁgt at * to get
. . =1 .
Wi, (@) = P, (x7) + Y 5 D i, (@) (@ — "), 1)
k=1 "

where D" is the kth order derivative in matrix form (not to be confused with D). Let
Axk & (x, —x*)®F ¢ R (22)

be the kth Kronecker power of the distance to the minimum?”. Then from the update rule in (19)

E[Az] = E = %E [Q)W;Bt (x*)} E[Azk],  (23)

k=1

e3¢} 1 )
> Db, (27 At
k=1 "

where we used the fact that { D), (€*)}5° | and @, are statistically independent. We see that
the evolution of the first moment of the distance to the minimum, E[Ax], depends linearly on all
higher-order moments {E[Ax*]}2° ;. Consequently, analyzing the stability of SGD in expectation
requires studying the joint dynamics of all moments. In App. H, we show that the evolution of
the kth moment over time is

00 ®k 0o
1 o
E[Az,] =E |(Azy1)®] =E (Z g)ﬁ%,(ﬁ)&f) =3 W, E[A2l], 24)

p=1 p: p=Fk

where explicit expression for ¥, € R? *d” is given in App. H. Once again, we obtain a linear
relation between the moments at successive times. This motivates us to express the mapping from
{E[Azf]}52, to {E[Az}, ,]}3°, as a linear operator on the infinite-dimensional Hilbert space (.

’The first power Ax; is denoted simply A,
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This formulation is meaningful only if the sequence has finite norm and the operator is bounded. To
ensure this, we introduce a radius p > 0 and analyze a scaled version of the moments. Let

=\ Rk
_ Ty — & _
pk e [( ¢ ; ) 1 = p "E [Az}]. (25)
Therefore,
ﬂf—s—l =p"E [Amf-&-l Z p~ B »E [Azt] Z PP B o pr Z Ppik‘l’k,pﬂf-
p=k p=k
(26)
Define the linear operator ¥, in Hilbert space /> and the moments vector fi; as
IJ‘t U, p¥io p*P3
- T 0 Yoo pWPas3
ny = M? and v, = 0 0 Wiy - , 27
then
Bip1 = P,y (28)

This relation is valid only when ¥, is bounded. Intuitively, taking smaller values of p can help
bound the operator. Assuming the operator is bounded, (28) unfolds as ji; = ¥ pHo. To impose a
condition on the initial point x(, observe that fiy € 2, and thus must be square- summable Hence,

0o 0o * 2k
Il = 1 = > S () e
k=1 k=1

2 oo

(wo —x* ) ©k B
p P P

The above expression is finite if and only if |zg —x*|| < p, which defines the neighborhood around

the minimum where our analysis applies. We see that choosing a smaller p to ensure boundedness

of the operator correspondingly shrinks this neighborhood.

For stable dynamics in expectation, the linear system in (28) must be stable. Note that under ¥,
moment vectors map naturally to moment vectors. Thus, to get the exact stability threshold, we
would need the response of ¥, to be smaller than one on this restricted set. Instead, we relax this
constraint to obtain a sufficient condition, requiring stability for any vector in /5. In App. I, we prove
that under the condition (13), there exists a value of p > 0 ensuring boundedness of the operator.
Then, in App. K we show that once the operator is bounded, its spectral radius is strictly less than
(i:]| — O as ¢ tends to infinity (see App. G). Hence, each normalized moment
also tends to zero elementwise, i.e., ﬁff — 0. Since ﬁf contains all degree-k monomials of the
components of Ax;, denoted { Awt,i}f: 1> summing over the subset of single-variable terms we get

d d
> E [(Amt,a’“] =E [Z (@i — wi‘)’“] pE —0. (30)
=1

i=1

—k

Restricting this to even order moments (even k), we get E[ ||z, — z* ||£ Ip = 0.
— 00

6 RELATED WORK

Bifurcation, oscillations and EoS in GD. Cohen et al. (2021) examined the behavior of GD,
and showed that it typically happens at the edge of stability. Wang et al. (2022) proved progressive
sharpening for a two-layer network and analyzed the EOS dynamics through four phases, depending
on the change in the sharpness value. Zhu et al. (2022) gave a simple example that exhibits EoS. Ma
etal. (2022) analyzed EoS under the assumption of subquadratic growth of the loss. Ahn et al. (2022)
illustrated that unstable convergence is possible in specific cases. Damian et al. (2023) showed how
GD self-stabilizes. Specifically, they demonstrated that during the momentary divergence of the
iterates along the sharpest eigenvector direction of the Hessian, the iterates also move along the
negative direction of the gradient of the curvature, which leads to stabilizing the sharpness to 2/7.
Kreisler et al. (2023); Song & Yun (2023) proved that under EoS, different GD trajectories align
on a specific bifurcation diagram independent of initialization. Ghosh et al. (2025) analyzed the
dynamics of deep linear networks, focusing on 2-period cycle, while showing that oscillations occur
within a small subspace, where the dimension of the subspace is controlled by the step size. Chen
et al. (2024) studied GD dynamics on quadratic loss from stability up to the chaos phase.
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Stability of SGD. Empirically, Keskar et al. (2016); Jastrzgbski et al. (2017); Jastrzebski et al.
(2019; 2020) have shown that SGD with a large step size or small batch size leads to flatter minima.
Cohen et al. (2021, App. G) found that with large batches, the sharpness behaves similarly to full-
batch gradient descent. Gilmer et al. (2022) studied how the curvature of the loss affects the training
dynamics in multiple settings.

On the theoretical side, Wu et al. (2018) analyzed stability in the mean-square sense and provided
an implicit sufficient condition. Granziol et al. (2022) used random matrix theory to characterize the
maximal stable learning rate as a function of batch size, under certain assumptions on Hessian noise.
Velikanov et al. (2023) studied SGD with momentum and derived an implicit upper bound on the
learning rate using spectrally expressible approximations and a moment-generating function. Ma &
Ying (2021) investigated higher-order moments of SGD and established an implicit necessary and
sufficient stability condition. Wu et al. (2022) proposed a necessary condition based on an alignment
property, though a general analytic bound for this property is missing. Ziyin et al. (2023) examined
stability in probability rather than in mean square, showing that SGD can in theory converge with
high probability to linearly unstable minima for GD, i.e., where n > 2/Amax(V2L). However,
this prediction was not observed empirically. Mulayoff et al. (2021) considered non-differentiable
minima and derived a necessary condition for strong stability, meaning SGD remains within a ball
around the minimum. Finally, Mulayoff & Michaeli (2024) provided the exact stability criterion
explicitly in closed-form expression for the linearized dynamics.

Additionally, Liu et al. (2021) analyzed the covariance matrix of the stationary distribution of iterates
near minima, and Ziyin et al. (2022) extended these results by deriving an implicit relation between
this covariance and that of the gradient noise. However, both works leave open the question of
when the dynamics actually converge to a stationary state. Recently, Lee & Jang (2023) examined
the stability of SGD along its trajectory and established an explicit exact condition for objective
decrease via a descent lemma in expectation.

7 CONCLUSION, LIMITATIONS AND FUTURE DIRECTIONS

In this paper, we investigated the nonlinear stability of gradient descent GD and SGD. For GD, we
derived an explicit condition characterizing when stable oscillations arise at the edge of stability,
namely, when the cubic term dominates the quartic term in the local Taylor expansion of the objec-
tive. For SGD, we showed that the instability of even a single batch can be sufficient to render the
entire dynamics unstable in expectation, implying that stability is dictated by the worst-case batch
rather than by an average effect. Finally, we proved that if the step size is stable with respect to all
batches, then all moments of the full nonlinear SGD dynamics remain stable in a neighborhood of
the minimizer. Together, these results reveal that nonlinear effects can fundamentally reshape the
stability landscape compared with standard linear analyses.

Limitations and future directions. Our analysis of oscillations in GD focuses on isolated minima,
where the Jacobian of the dynamical system has a single critical eigenvalue. In deep learning,
however, minima often form low-dimensional manifolds with multiple near-critical directions. This
can lead to richer local dynamics, including combinations of fold and flip behaviors, and a more
complex stability picture. Extending our results to this setting, potentially via generalized fold-flip
bifurcations (Kuznetsov et al., 2004), is an important direction for future work.

For our analysis of SGD we assume an interpolating setting in which all mini-batches share the
same minimizer. This allows us to prove that stability of each batch implies stability of the full
dynamics. In practice, however, batches may have distinct or only approximately aligned minima.
In such cases, SGD cannot converge exactly to the minimizer; even if the dynamics are stable, the
algorithm exhibits an inherent bias in expectation (Défossez & Bach, 2015). In this work we adopt a
convergence-in-expectation perspective for SGD, but in non-interpolating settings the limiting point
may be biased or correspond to a different minimum. Developing a principled notion of nonlinear
stability that captures this behavior remains an important direction for future research.



Under review as a conference paper at ICLR 2026

REFERENCES

Kwangjun Ahn, Jingzhao Zhang, and Suvrit Sra. Understanding the unstable convergence of gradi-
ent descent. In International conference on machine learning, pp. 247-257. PMLR, 2022.

Xuxing Chen, Krishnakumar Balasubramanian, Promit Ghosal, and Bhavya Agrawalla. From sta-
bility to chaos: Analyzing gradient descent dynamics in quadratic regression. Transactions on
machine learning research, 2024.

Jeremy Cohen, Simran Kaur, Yuanzhi Li, J Zico Kolter, and Ameet Talwalkar. Gradient descent on
neural networks typically occurs at the edge of stability. In International Conference on Learning
Representations, 2021.

Alex Damian, Eshaan Nichani, and Jason D. Lee. Self-stabilization: The implicit bias of gradient
descent at the edge of stability. In The Eleventh International Conference on Learning Represen-
tations, 2023.

Alexandre Défossez and Francis Bach. Averaged least-mean-squares: Bias-variance trade-offs and
optimal sampling distributions. In Artificial Intelligence and Statistics, pp. 205-213. PMLR,
2015.

Nelson Dunford and Jacob T Schwartz. Linear operators II: spectral theory. New York: Wiley-
Interscience,, 1964.

Avrajit Ghosh, Soo Min Kwon, Rongrong Wang, Saiprasad Ravishankar, and Qing Qu. Learning
dynamics of deep matrix factorization beyond the edge of stability. In The Second Conference on
Parsimony and Learning (Recent Spotlight Track), 2025.

Justin Gilmer, Behrooz Ghorbani, Ankush Garg, Sneha Kudugunta, Behnam Neyshabur, David Car-
doze, George Edward Dahl, Zachary Nado, and Orhan Firat. A loss curvature perspective on
training instabilities of deep learning models. In International Conference on Learning Represen-
tations, 2022.

Diego Granziol, Stefan Zohren, and Stephen Roberts. Learning rates as a function of batch size: A
random matrix theory approach to neural network training. J. Mach. Learn. Res, 23:1-65, 2022.

Stanistaw Jastrzebski, Zachary Kenton, Devansh Arpit, Nicolas Ballas, Asja Fischer, Yoshua
Bengio, and Amos Storkey. Three factors influencing minima in SGD. arXiv preprint
arXiv:1711.04623,2017.

Stanistaw Jastrzebski, Zachary Kenton, Nicolas Ballas, Asja Fischer, Yoshua Bengio, and Amos
Storkey. On the relation between the sharpest directions of DNN loss and the SGD step length.
In International Conference on Learning Representations, 2019.

Stanistaw Jastrzebski, Maciej Szymczak, Stanislav Fort, Devansh Arpit, Jacek Tabor, Kyunghyun
Cho*, and Krzysztof Geras*. The break-even point on optimization trajectories of deep neural
networks. In International Conference on Learning Representations, 2020.

Nitish Shirish Keskar, Dheevatsa Mudigere, Jorge Nocedal, Mikhail Smelyanskiy, and Ping Tak Pe-
ter Tang. On large-batch training for deep learning: Generalization gap and sharp minima. arXiv
preprint arXiv:1609.04836, 2016.

Bernard O Koopman. Hamiltonian systems and transformation in hilbert space. Proceedings of the
National Academy of Sciences, 17(5):315-318, 1931.

Itai Kreisler, Mor Shpigel Nacson, Daniel Soudry, and Yair Carmon. Gradient descent monotoni-
cally decreases the sharpness of gradient flow solutions in scalar networks and beyond. In Inter-
national Conference on Machine Learning, pp. 17684—17744. PMLR, 2023.

Yu A Kuznetsov, Hil GE Meijer, and Lennaert van Veen. The fold-flip bifurcation. International
Journal of Bifurcation and Chaos, 14(07):2253-2282, 2004.

Yuri A Kuznetsov. Elements of applied bifurcation theory. Springer, 1998.

10



Under review as a conference paper at ICLR 2026

Sungyoon Lee and Cheongjae Jang. A new characterization of the edge of stability based on a
sharpness measure aware of batch gradient distribution. In The Eleventh International Conference
on Learning Representations, 2023.

Kanggqiao Liu, Liu Ziyin, and Masahito Ueda. Noise and fluctuation of finite learning rate stochastic
gradient descent. In Marina Meila and Tong Zhang (eds.), Proceedings of the 38th International
Conference on Machine Learning, volume 139 of Proceedings of Machine Learning Research,
pp. 7045-7056. PMLR, 18-24 Jul 2021.

Chao Ma and Lexing Ying. On linear stability of SGD and input-smoothness of neural networks. In
Thirty-Fifth Conference on Neural Information Processing Systems, 2021.

Chao Ma, Daniel Kunin, Lei Wu, and Lexing Ying. Beyond the quadratic approximation: The
multiscale structure of neural network loss landscapes. arXiv preprint arXiv:2204.11326, 2022.

Rotem Mulayoff and Tomer Michaeli. Unique properties of flat minima in deep networks. In
International Conference on Machine Learning, pp. 7108-7118. PMLR, 2020.

Rotem Mulayoff and Tomer Michaeli. Exact mean square linear stability analysis for SGD. In
Proceedings of Thirty Seventh Conference on Learning Theory, volume 247 of Proceedings of
Machine Learning Research, pp. 3915-3969. PMLR, July 2024.

Rotem Mulayoff, Tomer Michaeli, and Daniel Soudry. The implicit bias of minima stability: A
view from function space. Advances in Neural Information Processing Systems, 34:17749-17761,
2021.

Mor Shpigel Nacson, Rotem Mulayoff, Greg Ongie, Tomer Michaeli, and Daniel Soudry. The
implicit bias of minima stability in multivariate shallow ReLU networks. In The Eleventh Inter-
national Conference on Learning Representations, 2023.

Behnam Neyshabur, Ryota Tomioka, and Nathan Srebro. In search of the real inductive bias: On the
role of implicit regularization in deep learning. arXiv preprint arXiv:1412.6614,2014.

Minhak Song and Chulhee Yun. Trajectory alignment: understanding the edge of stability phe-
nomenon via bifurcation theory. arXiv preprint arXiv:2307.04204, 2023.

John Michael Tutill Thompson and H Bruce Stewart. Nonlinear dynamics and chaos. John Wiley
& Sons, 2002.

Maksim Velikanov, Denis Kuznedelev, and Dmitry Yarotsky. A view of mini-batch SGD via gener-
ating functions: conditions of convergence, phase transitions, benefit from negative momenta. In
The Eleventh International Conference on Learning Representations, 2023.

Zixuan Wang, Zhouzi Li, and Jian Li. Analyzing sharpness along GD trajectory: Progressive sharp-
ening and edge of stability. Advances in Neural Information Processing Systems, 35:9983-9994,
2022.

Lei Wu, Chao Ma, and E Weinan. How SGD selects the global minima in over-parameterized learn-
ing: A dynamical stability perspective. In Advances in Neural Information Processing Systems,
pp. 8279-8288, 2018.

Lei Wu, Mingze Wang, and Weijie Su. The alignment property of SGD noise and how it helps
select flat minima: A stability analysis. Advances in Neural Information Processing Systems, 35:
46804693, 2022.

Xingyu Zhu, Zixuan Wang, Xiang Wang, Mo Zhou, and Rong Ge. Understanding edge-of-stability
training dynamics with a minimalist example. arXiv preprint arXiv:2210.03294, 2022.

Liu Ziyin, Kanggqiao Liu, Takashi Mori, and Masahito Ueda. Strength of minibatch noise in SGD.
In International Conference on Learning Representations, 2022.

Liu Ziyin, Botao Li, Tomer Galanti, and Masahito Ueda. The probabilistic stability of stochastic
gradient descent. arXiv preprint arXiv:2303.13093, 2023.

11



Under review as a conference paper at ICLR 2026

APPENDICES

A LARGE LANGUAGE MODEL (LLM) USAGE DISCLOSURE

In this paper we used LLMs only to polish the text. The LLM was given a text written by the authors,
and it suggested alternative ways of writing. These suggestions, if accepted, were further refined by
the authors and not been used as is. Specifically, LLMs were not used to generate any text from
scratch, or to suggest research direction or to derive the results.

B BACKGROUND ON LINEAR STABILITY OF SGD

Analyzing the full dynamics of SGD can be hard. Therefore, many works opt to study the lin-
earized dynamic near minima (Wu et al., 2018; Ma & Ying, 2021; Mulayoff et al., 2021; Mulayoff
& Michaeli, 2024), as it is common in the analysis of nonlinear systems. In our paper we focus on
interpolating minimizers, defined in Def. 1. In this case, the linearized dynamics is defined below.

Definition 2 (Linearized dynamics) Let L form (9), and x* be its interpolating minimizer, s.t. L
is twice differentiable at x*. Then the linearized dynamics of SGD near x* are given by

Boq = @y — %Zv%(m*)(fct — ). G1)
1€EBy

The linearized dynamics can be viewed as SGD on the second-order approximation of £ at *,

F(@) = L") + %(a: — )V L () — 2. (32)

Therefore, linear dynamics analysis is exact only when { f; } are all quadratic potentials.

There are few traditional ways to define the convergence of random processes, such as the iterates
of SGD. One prominent choice is to use the mean square sense of convergence to define stability.
For univariate optimization, the mean square linear stability threshold is as follows. Generalization
to higher dimensions and non-interpolating minima can be found in Mulayoff & Michaeli (2024).

Theorem 4 (Univariate linear stability threshold, Wu et al. (2018)) Let f; : R — R be twice
differentiable functions and let x* be an interpolating minimum of the loss, i.e.,

Vi<i<n  fl(z*)=0 and  h; = fI'(z*) > 0. (33)
Define
1 & 1 — n—B
h==Y h; 2 h; — h)? d = . 34
n; ’ 5 n;( )% an p B(n—1) (34)

Consider the iterates of the linearized SGD {&;} in (31). Then, E[(Z; — x*)?] is bounded if and only
if n < Min, where
2h

AN
b (35)

Min

From this result, we see that the linear stability threshold 7;;, takes into account the sharpness of all
functions { f;}. When the batch size B equals one, we get p = 1 and then

2h S hi

in = =2=2 . 36
Min = 3533 ST 52 (36)

C PROOF OF PROPOSITION 1

Let
37
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Here we show that when GD is applied on f with step size > 2, its iterates diverge in rate higher
than linear. In this case, Thm. 2 tell us that SGD dynamics also diverge.

The GD map on f is

P(z) =z —nfi(z) = (1—n)z—nz’. (38)
Define
Pr=1o--opoy. (39)
N
t times

Assume that 77 > 2, and note that for all z € R
(@) = (1 —n)x —na®| = (n— )|z +nlz> = [(|])]. (40)
Let () = [¢](|a]). then ]
9" (x0)| = ' (|ol)- (41)

Since 1& : Ry — Ry is monotonically increasing on R, we have that its composition @t of any
order is also monotonically increasing. Furthermore, we can bound ) from below with

P(x) = (n - 1)|z| + nlz* > max{(n — 1)|z|, n|z|*} £ ¢(z). 42)
Thus,
lze| = [9" (z0)| > ¢ (z0) £ xt- (43)

Again, ¢ : R, — R, is monotonically increasing, and therefore any composition with itself is also
monotonically increasing on R . Obviously,

p(x) > (n—1z|  and  @(x) > nlz|>. (44)
Then we can bound yx; by
Xt > (7= 1)"|zol- (45)
Since n > 2, there exists T' € N such that
xr > (n—1)T|zo| > 2. (46)
Now, for all ¢ > T" we have
xe =" " (xr)- (47)
Here, we will use the second bound, i.e., o(z) > n|z|3, t — T times as
xe = nlnl-nlxrl*-- PP
t—T times
t—T _ t—T
=& D2y
> 2(3t—T_1)/223t—T
=BT -/2, (48)

Therefore, x; diverges with superlinear rate and so does |x|.

D CONDITION FOR STABLE OSCILLATIONS IN GD

In Sec. 5.1 we formulate the oscillations of GD as a flip bifurcation. We saw that the first Lyapunov
coefficient Cy controls the stability of the oscillations. For a general nonlinear map (x, ), this
coefficient is given by (Kuznetsov, 1998, Sec. 5.4)

C() = é <u,Di1/;(w*,77)[v, ’U7’U]> - % <u,Di¢(w*, U)[”»PD ’ (49)

where u and v are normalized left and right eigenvectors of the Jacobian Dy (x*, n) corresponding
to the eigenvalue —1, such that (u,v) = 1, and

p = [Dap(z*,n) — I]  D24p(z*,n)[v,v]. (50)
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We would like to write these expressions in terms of the loss function £ for the GD dynamics. In
this case, ¢ (x,n) = € — nVL(x), and we have that the Jacobian is

Datp(z*,n) = I —nV3L(z"). (51

Since this Jacobian is systematic, v equals w. Moreover, it is easy to see that v is the top eigenvector
of the Hessian, corresponding t0 Apax(VZL(x*)). Additionally,

Ditp(a” v, v] = =nD*L(@")[v, v] =~ VoD L") v, v, 0] (52)
Thus,
p=[-nv2L@)] " (-3 VeD L(@")v,v,0])
= %[V2£(m*)}_1V1,D3£(w*)[v,v7v}
1
=39 (53)
where
q= [Vgﬁ(w*)}_1VUD3£(w*)[U,v,U]. (54)
Next we have,
1
(u, Dgtp(a”,n)[v, p]) = 5 (v, Datp(a”,n)[v, ql) = —gD?’E(-’E*)[U,mq]- (55)
And the first term in Cj is
<u,Di1,b(m*,n)[v,v,v}> = <'v, an4£(a:*)[v,v,v]> = —D*L(x")[v, v, v,v]. (56)
Overall,
Cy = —%D4£(w*)[v,v,v,v] + ngL'(a:*)['u,v,q}. (57)

A period-2 cycle near x* is stable if and only if Cy > 0 (Kuznetsov, 1998), which results in the
condition )
DL(x")[v,v,q] > D*L(z")[v, v, v, v]. (58)

Originally, the scale of v was important for the magnitude of Cj,. However, the scale of v has no
effect on the sign of Cj, and thus has no impact on this condition.

E ANALYTIC EXAMPLE OF THEOREM 1
In this section we consider the oscillations of GD at the edge of stability on the function
1, a4 1,
a(T) == - —x". 59
falz) 5% +6x +8x (59)

To apply Thm. 1, we denote £ = f,, and therefore

v=1 fi0)=1 [fP0)=a [0)=3 (60)
Then,
¢= [f;Z(O)]_% (PP O0?)| =82  =3a. 1)
Overall,
D3L(z*)[v,v,q] = £ (0)v%q = a - 3o = 3a2. (62)
DAL(x") v, v,v,0] = fP(0)v* = 3. (63)
Thus, the stability condition for oscillations is
D3L(x*)[v,v,q] > DIL(x*)[v,v,v,0] <= 3a®>3 <= |a|>1. (64)

14



Under review as a conference paper at ICLR 2026

F PROOF OF THEOREM 2

Let {B;}, be all possible different batches of size B form the dataset {f;}7_;, where N = (3).
Recall that 1&5 denotes the of GD transform on batch B, i.e., taking a single gradient step with
respect to L3 (see (19)). Moreover, let 1#% denote the application of 15 for ¢ times. Namely,

P =P o---o0thsots. (65)

t times

For a stochastic batch B;, '«ﬁg , 1s distributed uniformly over {1ﬁ5i }, Le., forany x € R4

@)~ ({dn @) ). (66)

i=1

Given an initial point xy € R<, assume that for some batch B;- (with index i*) GD’s iterates,
denoted by {wigi*)}, diverge with superlinear rate. That is

(By») || T
||xt " —x || — 00, ©67)
t—o00
Using our notation, we have w;B"’*) = 'zﬁtB (xg). Let us look at the expectation of the distance
between SGD iterates {«;} form (10) and the minimizer «*
1 " . .
Elle—a'll=g 2. [, o os, odn, (@) — o’

(i1,i2,. . yit)E{L,...,N}t

"&Bit 6---0 12)31‘2 © J)Bil (iL'()) - iD*H
|
— exp {log ([[i,. (z0) — 2" ) — tlog(V) }
—exp {t | 1ox (1. e0) — @7 ) ~ ()| }

= exp {t [log (Hw;B) —z*

1
>+l
Nt

PR P—" g

= il (z0) — °

’) _ 1og(N)H s . (68)

t—o0

G INTRODUCTION TO SPECTRAL ANALYSIS OF LINEAR OPERATORS

Let us start with the following definitions.

Definition 3 (Operator norm) Let A be a linear operator over a vector space V., then its operator
norm is given by
|A] =inf{c >0 : ||Av| < ¢||v|| forallveV}. (69)

Definition 4 (Spectrum) Let A be a linear operator over a Banach space V, then its spectrum is
given by
0(A) ={N € C : A— M isnot bijective}, (70)

where I is the identity operator.

Definition 5 (Spectral radius) The spectral radius of an operator A is given by

r(A) = sup |\ (71)
A€o (A)
Consider the following linear system
Hit1 = Ap, (72)

where A is a bounded linear operator. We want to have some condition such that the iterates are
bounded or converging. Here, we can unfold the equation to get an explicit formula for any g, as

pe = Alpg. (73)
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A naive way to ensure convergence, i.e., py — 0 as t — oo, is by taking the operator norm of A to
be less than one, i.e., ||A|| < 1. Then

leell = [|A o] < AN [l o]l — 0. (74)

However, this is quite restrictive and will give us a loss condition. Note that we only like to know if

|lA?|| is bounded or shrinks to zero. In special cases, we can easily compute A’. For example, in the

finite-dimensional case, where A = PDP~1is diagonalizable (e.g., symmetric or normal). Then,
1zt _

pr=A'py = (PDP™") pg=PD'P ' g, (75)

Here, the system is stable if and only if the spectral radius of A is less or equal to one. If it is strictly

less than one, then p; — O.

In the general case, we can use Gelfand’s formula for bounded linear operators on Banach spaces.
Let r(A) denote the spectral radius of A, then Gelfand’s formula is

r(A) = lim [|AY]|" = inf || A*]|7 . (76)

t—o00 teN

From this formula, we can see that if r(A) < 1, then pu; — O.

H COMPUTATION OF THE OPERATOR BLOCKS
In this section we give the missing steps from (24). To this end, denote

Y,

s

= %Q)k’lj)gt (z*) € R, (77)

Then, the evolution over time of the £th moment is
E (Z 7 s, <w*)Amf)
p=1

- o
—E (Zn,,,mf)
p=1

=E | > (Vi AT @ (Vi A2) @ - @ (Vi Az

p=k 1<k1,,kp<p—k+1
Kit+K2+F+KE=p

=E > Y (Y @ @ Ye) (A2 @ @A)

p=k 1<k1,- ,kp<p—k+1
Kit+Ke+-F+KE=p

=E Z Z (}’;751®Y2752®...®Y27Hk) (Amtzi;lm)

p=k 1<k1,- ,kp<p—k+1
Kit+ke+-+KE=p

:E Z Z (thﬂﬂ ®Y;§,n2 ®®th,,{k)AfI}f
p=k

1<K1, ke S<p—k+1
Kitke+F+KE=p

=E Y > Yie, @Y, ® - ® Yy, | Azt
p=k

1<Ky, kg <p—k+1
KitK2++RE=p
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o0
= Z E Z }/t,'ﬁl ® Y;f#iz - ® K#‘ik E [Axﬂ
p=k 1<K,k <p—k+1
Kit+K2+-F+KE=p
=) W E[Ax]], (78)
p=k
where
Uy, =E > Yie, @Y ® @Yy, | € RT %, (79)

1<K,k <p—k+1
Ki1tko+ - +RE=p

I BOUNDING THE OPERATOR

In this section, we assume that the condition of Thm. 3 holds. Then, we show that there exists a
p > 0 such that ¥, is bounded. For this, we use the following result (see proof in App. L).

Theorem 5 Let T be an operator defined on {5 space. Denote by {T; ; } a division of T into blocks,
such that Vi, j T; ; € R4*% where {d;}3°, is a some sequence. Assume that

vieN S Tyl<a ad VieN S |T,l<p (80)
i=1 j=1

Then T is a bounded linear operator and
T2 < Vap. (81)
Let us apply Thm. 5 to ¥ ,. Using the definition of the blocks { ¥}, ,} given in (79) we have

sl = ||E > Yin @Y @ @Yy,

1<Ky, ke <p—k+1
Kit+K2+ +KE=p

<k Z ||Y:5751 ®Y;,f€2®"'®}/t,fsk||

1<k1, kg <p—k+1
| Ritret-+RE=p

=E > Mol ¥ 1] (82)

1<k1, ke <p—k+1
| Ritret-+RE=p

where Y ,, is given in (77). Let {B,, }1¥ _, be all possible different batches of size B form the dataset
{fm}r—1, where N = (7). Since {f,,} are analytic and {Lg, } are finite sum losses, then also

{1/357”} are analytic. Then, using Gevrey class theory, for each batch B, there exists C,, > 0 such
that

(D4, (a")] | <cmp vpz1, (83)

where [DPepg, (x*));. ; are the elements of in the matrix DPapg (*), which are all the (mixed)
partial derivatives of degree p. Setting

max
4,3

,J

C = max Cp,, (84)
me[N]
we get for a random batch B,
max {@pl[’& (;p*)} [<ortpl wp. 1 Wp>1. (85)
i i,j
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Now that we have a uniform bound on all elements in the matrix, we can bound its norm. Specif-
ically, it is well known that for a matrix A € R™*" with elements |A; ;| < M, we have
|A|l < M+/mn (a simple application of Thm. 5 can give this result as well). Using this, and

the fact that DPap, (€*) € R4 we get

p+1

1 N
¥igll = o | 2@ < €7 wp. 1 (86)
Define
0 Y71l p=1, &
tp = . _
? OPH1d%" | otherwise.
Then forallp > 1landt € N
|Yipll < Qtp  wp. 1, (88)
and
@i, <E > Qtiry Qeors Qo | - (89)

1<k1, kg <p—k+1
Kitr2+trE=p

Let us apply Thm. 5 on ¥, while assuming that p < f For the sum of the row block we have

o0
Z Pp7k||‘1’k7p
p=k

o0
—k
‘ < E pp E E Qt,ﬁthﬁiz "'Qt,ﬂk
p=k 1<k1, kg <p—k+1
Ki1tkro+ - +RE=p

= pka Z Z Qt,let,ng ce Qtﬂik pp

p=k | 1<k1, - kp<p—k+1
RitR2+ - +KE=p

i@w)

p=1

(
= pE (Y 1||p+ZCP“d )
(

= pikE

= p'E mnpwfz(cfp)”)

C2dp? \"

i CVdp
C3d3/2)p k
—& | (1%l + )| ©0)
[ ! 1—CVdp
where in the sixth step we used
(e} q2
D =1 O1)
p=2

for 0 < ¢ = Cv/dp < 1. Here we assume the condition in (13) holds and that { V2L, (*)} have
full rank. This means that for every batch B;

0 < DAmin (V2L (%)) < DAmax (VL5 (27)) < 2. (92)
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Recall that Dy, (x*) = I — nV2Lg, (2*). Then it is easy to show that there exists £ € (0,1) such
that

=l

= max {max {1 — D Amin (VQLQBi (%)), NMAmax (VQﬁBi (z*)) — 1}}

1€[N]

=1-—c¢. 93)

This meaning that

1Y, < max Hawg

=1—-¢ wp L (94)

Note that 10_323\//;’; > 0, then we can further bound (90) by
C3d3/2 k C3d3/2)p k
(IYt,1|+p > < (ls ) (95)
1—-CVdp 1—CVdp

In ordrer for this to be bounded for any £ € N, we will require

03d3/2
1—e+ P
1—CVdp
- PP
1—CVdp
& C3d*2p+eCVdp < e
€ A *
= < —— = p°. 96
PSCaprriecva ” 00
C3d3/2p

Therefore, under the condition of p < p* there exists v € (0, 1) (for example, y =1 —¢+
such that

170\/Ep

pr_kH‘I’km

p=Fk

| < A" 97)

This means that the rows sum is uniformly bounded. Now, for the column sums, under the same
assumptions we get

a7

NE

bupzp @l <

e 1M¢ 1
1¢ 11

PN

IA
>~
Il
—

2

2

= — 98

T (98)
where the change of summation order in second step is justified since all elements are non-negative.
Hence, under the same assumptions, the absolute columns sum is also uniformly bounded.

Overall, we see that the conditions of Thm. 3 are sufficient to find a neighborhood around the min-
imum, {x : |[Lo — =*|| < p}, such that the operator ¥, is bounded. For completeness, in App. J,
we show that the condition in (13) is also necessary. Namely, if this condition is violated, ¥, is not
bounded.
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J  NECESSARY CONDITION FOR BOUNDNESS

In this section we show that the condition in (13) is also necessary to bound the operator ¥,. We
bring this only to give a complete theoretical understanding, yet we do not use this derivation to
prove our results.

For ¥, to be bounded, all of its submatrices must be bounded. Note that the diagonal blocks of this
operator {W, 1, }72 , are independent of p. Therefore, we should have a condition, independent of
p, for these submatrices to be bounded. These blocks are given by

A ®k
Oy, =E [(a)qut(m*)) } : (99)
Note that R
Dijs, (x*) = D <:1: — VL, (a;)) R S C) (100)
For ease of reading and better interpretability, let
Hp 2 V2Lg(x*) (101)
denote the Hessian of the batch B. Then
Wi =E (I - nHz,)®]. (102)

Moreover, denote by H ,,,x the batch that has the largest maximal eigenvalue, that is

Hyo = arg max {)\max(HB)} 3 (103)
B: B

and by vmax its corresponding eigenvector (normalized). Note that W, ;. is symmetric for all k € N,
therefore
1Okl = max ‘uT\Ilk’ku‘ . (104)
u€R : ||lul|=1

Since [|[v&% || = ||vmax|/® = 1, we have that

T
[Crll > [(vEE) Wy pok

max sR ¥ max

= (&) E [(I - nHBt)@ﬂ vk

max max

max

~ |E[(v2h)" (2 - nHs) " w3k

= B [(1 = vt Hs, x| ’ . (105)
Assume that )
n> N (Hon) (106)
Since Mmax (Hmax) = Uk, HiaxUmax, under the assumption above, we have that
P (1190 HB, Vmax > 2) > 0. (107)

Therefore, continuing from (105)
1@kl 2 [E (1 = o s, o) ]|
= [P (0 F v > 2) [0 100 s, ) 10 s e > 2]
+ P (nvE]aXHBt Vmax < 2) E [(1 — nvElaXHBt vmax)k’nv:‘;angt Vmax < 2} ’
>P (nv;l["laxHBtvmax > 2) E [(TIU};&XH&’Umax — 1)k’nv£axHBtvmax > 2}

-P (nv;f]axHBtvmax S 2) ‘E |:(1 - nv;iaxHBtvmax)k’nvglaxHBtvmax S 2:| ‘ )
(108)
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where in the second step we used the law of total expectation, and in last step we used the triangle in-

equality. Since =* is an interpolating minimum, then H, is PSD w.p. one, and 0 < vl Hp, Upmax.
Thus,
k
B [(1 = 10 s, V) 1108 s, e < 2] < 1. (109)
However,
T k| T
E |:(77'UmaxHBt Umax — 1) ‘T)vmaxHB,, VUmax > 2:| kzo Q. (110)

This means that under the condition in (106), we have that {¥}, 1} are unbounded. Therefore, a
necessary condition for boundness is

2

e — 111
1= S (o) (1

K SPECTRAL ANALYSIS

In App.I we proved that, under the condition in (13) of Thm. 3, we can find a neighborhood ||z¢ —
x*|| < p such that the operator ¥, is bounded. In this section we show that under the same
condition, the spectral radius of ¥ ,, denoted by r(P p), is less than one. To do this, we first show that
the operator is compact, which means that all the non-zero elements in its spectrum are eigenvalues
(point spectrum). For this end, we define the following sequence of finite rank approximations
(truncations) {'Il];}, comprised of the first & x k blocks of ¥,. Namely,

(W11 pWio p*Wy5 - P, 0 T
0 Wyo pPosy -+ P20y, 0
0 0 W3y - pF 35, 0
wh=| : : ‘ 0 (112)
0 0 0 0 Wik O
0 0 0 0 0 0
Furthermore, define W, ; as the embedding of the block W, ; to the full space, i.e.
m --- 0 0 0 -
N 0O -0 0 0 -
U= 0 -~ 0 ¥,; 0 - (113)
0O --- 0 o -
such that
[SSIINC) ~ k k o
U, = Zzp?—qum and  Wh= Zzpﬂ—@i’j. (114)
i=1 j=i i=1 j=i
Then,
[S NS k k
k i—i g i—i g
[, - Wh[ =D D /Wiy =D > Py
i=1 j=i i=1 j=i
) ] ~ k ) B
S IR IS 3h oy ¥
i=k+1 j=i i=1 j=k+1
[eS) [e%S) o k 9] o
SOOI L DD L T¥
i=k+1 j=i i=1 j=k+1
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oo ) k o]
SO T Y] D Pl

i=k+1 j=i i=1 j=k+1
[S NS k k

= I, ]| — I ] — 115
ZIZ/J [h2¥]l lelp 1350 — o, (115)
1= j:l 1= j:

where in the third step we used the fact that
DI I LI DI I L
i=1 j=i i=1 j=i
Il

is bounded (see (98)). Therefore, ‘Il’; — W, as k — 00, and thus ¥, is compact. This means that
the non-zero elements in the spectrum of W, are comprised of its eigenvalues only (point spectrum).

| (116)

In the following we use a known result about the convergence of the spectrum of finite rank approx-
imations.

Lemma 1 (Dunford & Schwartz (1964, Cp. XI.9 Lemma 5)) Letr {T},} and T be compact oper-

ators, such that T, M> T. Let \,,(T) be an enumeration of the non-zero eigenvalues of T, each

repeated according to its multiplicity. Then there exist enumerations A\, (T};) of the non-zero eigen-
values of {T}; }, with the repetitions according to multiplicity, such that

lim A, (Tx) = A (T), m>1, (117)
k—o0
where the limit is uniform in m.

Let o(-) denote the spectrum of an operator. Here, each ¥¥, when restricted to its square support, is

a block upper triangular matrix. Hence, its spectrum? is given by the union of the eigenvalues of the
blocks in the diagonal. Namely,

k
o (2p) = Jo (2. (118)
j=1
Thus, according to Lemma 1 we have that the non-zero spectrum of ¥, is
o0
— 1 k _
o (¥,)\{0} = lim o (¥7)\{0} = 191 o (W) \{0}. (119

Now that we have the spectrum of W, we turn to show that under the condition of Thm. 3 in (13),
the spectral radius (¥ ,) is less than one. Due to (119), it is sufficient to show that for all £ € N we
have 7(¥y, ;) < ¢ < 1, for some constant ¢ € (0, 1). Recall that

U, =E {(wwt(m*))@k} : (120)

where D, (x*) = I — nV2Lp, (x*) is symmetric. Therefore, ¥y, ;. is also symmetric, and we
have that (¥, ;) = || ¥ |- Thus, using Jensen’s inequality

|
s ftne”

r(Wrk) = [Pk

<E H (D, (w*))®k

|

k
’ ] (121)

=E U Dip, (z*)

3Without the zero eigenvalue.
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Note that under the conditions of Thm. 3 we have ‘@1/;& (x*)
(see (94), and the discussion above it). Therefore,

’glfsw.p.lforsomese((),l)

R k
(@) <E [Hcoqut(m*) ‘ } <(1- o). (122)
Overall,
r(®,) =sup r(Tpy) <sup (1 —e)f =1-c<1. (123)
keN keN

L  PROOF OF THEOREM 5

Let T be an operator defined on ¢y space. Assume that T' consists of blocks {T; ;}, such that
Vi,j T ; € R4 where {d;}°; is a given sequence. Additionally, assume that

vieN M |T,l<a ad VieN > Tl <8 (124)
i=1 j=1

Furthermore, for any u € {5, denote by wu; its ith segment, such that u,; € R% . Then we have

2
o o0
Tl =" > T ju,
i=1 ||j=1

2

oo
DTl
j=1

> AV ITusly 1T s |

j=1

DoITusl ) | D 1T ey
j=1 j=1

o,

s
I
—

2

o

s
Il
—

o,

i=1
oo oo

< B Il 1P
i=1 j=1

oo (oo}
=8 lwsl® Y 1Ty
j=1 i=1

o0
<BY llujl*a
j=1

= af||ul?, (125)

where in the second step we used the triangle inequality, the fourth step is due to Cauchy-Schwarz
inequality, and in the sixth step we used the fact that all summands are non-negative, and therefore
we can change summation order.
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