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Abstract001

Using Large Language Models (LLMs) to002
simulate user opinions has received grow-003
ing attention. Yet LLMs, especially trained004
with reinforcement learning from human feed-005
back (RLHF), are known to exhibit biases to-006
ward dominant viewpoints, raising concerns007
about their ability to represent users from di-008
verse demographic and cultural backgrounds.009
In this work, we examine the extent to010
which LLMs can simulate human responses011
to cross-domain survey questions and propose012
two LLM-based approaches: chain-of-thought013
(COT) prompting and Diverse Claims Gener-014
ation (CLAIMSIM), which elicits viewpoints015
from LLM parametric knowledge as contex-016
tual input. Experiments on the survey ques-017
tion answering task indicate that, while CLAIM-018
SIM produces more diverse responses, both ap-019
proaches struggle to accurately simulate users.020
Further analysis reveals two key limitations:021
(1) LLMs tend to maintain fixed viewpoints022
across varying demographic features, and gen-023
erate single-perspective claims; and (2) when024
presented with conflicting claims, LLMs strug-025
gle to reason over nuanced differences among026
demographic features, limiting their ability to027
adapt responses to specific user profiles.1028

1 Introduction029

The development of large language models (LLMs)030

has enabled simulating human behavior and repli-031

cating individual decision-making processes (Park032

et al., 2024; Binz and Schulz, 2024; Aher et al.,033

2023). For example, LLMs have been adopted034

to design large-scale market surveys and attempt035

to simulate responses across diverse demographic036

groups, providing a cost-effective alternative to tra-037

ditional survey methods (Brand et al., 2024).038

Despite their strong potential, LLMs, partic-039

ularly those trained with reinforcement learning040

1Our code and data are available at https://github/
anonymous.

Question: 
One of my main goals in life has been to make my parents proud.
(A) Strongly Agree    (B) Agree    (C) Disagree  (D) Strongly Disagree

Demographic Information: 
 Male      🧢 Low Education       ⛪ Christian

True Label: (C) Disagree

CLAIMSIMChain of Thought 

(B) Agree

Male Low EducationChristian

I’ve always 
felt a strong 

responsibility 
to succeed.

My faith 
teaches me 
to respect 
my family.

I didn’t get 
much 

education, so 
I’ve disappoint-
ed my parents.

�� �� ��

(C) Disagree

As a male with low education, I 
have faced limited 
opportunities, making it 
challenging to fully meet my 
parents’ expectations. However, 
my Christian faith emphasizes 
respecting my parents, which 
motivates me to try my best. 

CoT CLAIMSIM

Binary Accuracy

0.6

Figure 1: Top: A survey question answering example
where LLMs are instructed to simulate individual user
responses over diverse demographic profiles. Middle:
We study two LLM-based approaches on this task, COT
and CLAIMSIM. Bottom: CLAIMSIM produces more
diverse answers, while both approaches struggle to sim-
ulate users accurately (slightly above random).

from human feedback (RLHF) (Ouyang et al., 041

2022), are known to exhibit significant bias is- 042

sues (Schramowski et al., 2022; Messeri and Crock- 043

ett, 2024; Hu et al., 2024). This is especially pro- 044

nounced when interacting with underrepresented 045

demographic or cultural groups (Wang et al., 2025; 046

Santurkar et al., 2023). For instance, Wang et al. 047

(2024) argues that LLM responses across different 048

languages tend to align more closely with English- 049

speaking cultural norms. 050

In this study, we systematically evaluate to what 051

extent LLMs simulate human responses to survey 052

questions, particularly in datasets like the World 053

Values Survey (World Values Survey, 2020) where 054

respondents exhibit diverse and complex demo- 055

graphic profiles. As an example in Figure 1, LLMs 056
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are instructed to simulate a Christian male user057

with a lower level of education, and to answer a058

gender related survey question.059

We explore two categories of LLM-based ap-060

proaches. First, we use chain-of-thought prompting061

(CoT) (Wei et al., 2022) to test LLMs’ capability062

of reasoning over user demographic features and063

simulating the answers accordingly. We further064

hypothesize that eliciting multiple viewpoints from065

LLM parametric knowledge as context leads to066

more comprehensive reasoning over diverse demo-067

graphic features. Therefore, we present a two-step068

pipeline (CLAIMSIM): (1) Claims Generator: for069

each demographic feature, the LLM generates di-070

verse claims and summarizes them, with instruc-071

tions to explicitly highlight consistencies and con-072

tradictions; (2) Answer Generator: the summaries073

across all demographic features are used as addi-074

tional context for the final answer simulation.075

We experiment on randomly selected individu-076

als and their survey answers drawn from the three077

domains: gender, politics, and religion. The re-078

sults indicate that compared with COT, CLAIM-079

SIM provide more diverse answer distributions. By080

eliciting multiple claims, it encourages LLMs to081

consider a broader range of perspectives, result-082

ing in more balanced responses. However, both083

approaches struggle to accurately simulate users.084

Our fine-grained analysis reveals that LLMs fail085

to reason over conflicting claims; and more impor-086

tantly, for 50% of the survey questions, the claims087

generated by CLAIMSIM reflect a single-viewed088

opinion, regardless of demographic variation. Our089

findings reveal a fundamental limitation in LLMs’090

ability to simulate user behavior: RLHF can lead to091

the entrenchment of certain viewpoints, therefore092

resistant to change across different contexts.093

2 Method094

This section first introduces the task formulation of095

survey question answering (§2.1), followed by two096

approaches, chain-of-thought prompting (§2.2),097

and CLAIMSIM (§2.3).098

2.1 Task Formulation099

We formulate the task of survey question answer-100

ing as follows: The input consists of a tuple of101

(q, A,D), where q refers to a multiple-choice ques-102

tion about opinions, A refers to the answer candi-103

dates, and D refers to a target individual’s basic104

demographic profile, which includes attributes such105

as sex, birth decade, and religion, among others. 106

The objective is to instruct an LLM to simulate 107

the perspective of the individual with the provided 108

demographic background: 109

ϕLLM (q, A,D) ⇒ a, 110

where a ∈ A is the most probable answer selected 111

by an LLM. 112

2.2 Chain-of-thought Prompting 113

Our first approach uses chain-of-thought prompt- 114

ing (Wei et al., 2022) to guide LLMs in answering 115

survey questions. Given a question q and a set of 116

demographic features D, an LLM is prompted to 117

first articulate its reasoning process by considering 118

and integrating input features, and then to generate 119

an answer a based on that reasoning. 120

2.3 CLAIMSIM: Simulating Users with 121

Diverse Claims Generation 122

We hypothesize that generating claims elicited from 123

LLM parametric knowledge for each individual de- 124

mographic feature as additional context could help 125

mitigate model bias, as variations across features 126

often lead to conflicting opinions. To implement 127

this idea, we prompt LLMs to generate a set of 128

representative claims Ci = {c1, c2, ...cn} for each 129

demographic feature Di based on query q: 130

ϕLLM (q,Di) ⇒ Ci, 131

The LLMs are then instructed to summarize these 132

claims Ci into a single output Si: 133

ϕLLM (Ci) ⇒ Si, 134

Our final answer prediction a is grounded on the 135

input query q, demographic information D, and 136

aggregated claim summaries S = {S1, S2, ...Sk}: 137

ϕLLM (q, A,D, S) ⇒ a. 138

Diverse Claims Generation. For each demo- 139

graphic feature, we first prompt the LLM to gen- 140

erate claims Ci in response to the corresponding 141

survey question q. To ensure diverse perspectives, 142

we sample five separate responses, each producing 143

one claim. We then instruct the LLM to summa- 144

rize these claims into a single output Si, explicitly 145

highlighting both consistencies and contradictions 146

within responses. 147
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Figure 2: Comparison of answer distributions averaged across domains for COT and CLAIMSIM (left to right with
GPT-4O-MINI, LLAMA 4 and QWEN 3). CLAIMSIM leads to more diverse answer distributions.

Answer Prediction. With several claim sum-148

maries derived from different demographic fea-149

tures, we then prompt the LLM to answer the corre-150

sponding survey question. Using chain-of-thought151

prompting, we guide the model to consider both152

the demographic information and the potentially153

conflicting claims, to more accurately simulate a154

user with a specific demographic background.155

3 Experiments156

This section first presents the dataset and experi-157

ment settings (§3.1 & 3.2). Then we provide de-158

tailed results (§3.3) and analysis (§3.4) for our sur-159

vey question answering task.160

3.1 Dataset161

Our dataset is derived from the World Values Sur-162

vey (WVS), a comprehensive global database that163

captures a broad range of demographic attributes164

and value-based attitudes across diverse popula-165

tions (World Values Survey, 2020). For our ex-166

periments, we focus on three domains with the167

presence of strongest opinions—gender, politics,168

and religion—as a representative subset, cover-169

ing a total of 16 questions. We randomly sample170

100 individuals from the full dataset for evaluation,171

ensuring a high degree of demographic diversity172

within the selected subset.173

3.2 Setups174

Models We evaluate several LLMs, including the175

proprietary model GPT-4O-MINI (OpenAI, 2025),176

and open-source models LLAMA 4 17B (Meta177

AI, 2025) and QWEN 3 235B-A22B (Qwen Team,178

2025). For the proprietary model, experiments are179

conducted via the OpenAI API. The open-source180

models are accessed through Together AI’s API181

service. For all experiments,the temperature pa-182

rameter is is set to 0.7 whenever available.183

Base Model Variant Gender Politics Religion
Acc B-Acc Acc B-Acc Acc B-Acc

GPT-4O-MINI
COT 0.40 0.66 0.41 0.73 0.34 0.56
CLAIMSIM 0.30 0.66 0.41 0.72 0.32 0.56

QWEN 3 COT 0.41 0.66 0.37 0.68 0.31 0.59
CLAIMSIM 0.36 0.66 0.37 0.67 0.30 0.60

LLAMA 4 COT 0.42 0.65 0.32 0.70 0.31 0.57
CLAIMSIM 0.40 0.61 0.29 0.63 0.36 0.62

Table 1: Performance comparison between base LLMs
using Chain-of-Thought prompting and CLAIMSIM
built on each LLM.

Metrics Our primary evaluation metric is An- 184

swer Accuracy (Acc) , defined as the exact match 185

with the gold answer option. We also report Bi- 186

nary Answer Accuracy (B-Acc), which maps nu- 187

anced labels (e.g., strongly agree and agree) into 188

two attitudinal categories: agree and disagree. Ad- 189

ditionally, we measure Diversity by analyzing the 190

distribution of predicted answers with a histogram. 191

3.3 Main Results 192

CLAIMSIM predictions are more diverse. As 193

shown in Figure 2, the answer distributions gener- 194

ated by COT are heavily concentrated around spe- 195

cific options, with this effect most pronounced in 196

the LLAMA 4 model. This suggests that LLMs tend 197

to reflect a unified viewpoint, even when provided 198

with diverse demographic features. In contrast, 199

CLAIMSIM produces more diverse answer distribu- 200

tions by explicitly instructing LLMs to elicit multi- 201

ple perspectives through diverse claim generation. 202

Nuanced difference between CLAIMSIM and 203

COT within the opinion category. As shown 204

in Table 1, the performance gap between COT 205

and CLAIMSIM is notably smaller under binary 206

labels (B-Acc) compared to finer-grained labels 207

(Acc). This suggests that prompting LLMs to gen- 208

erate diverse claims primarily results in nuanced 209

shifts within the same opinion category, e.g., from 210
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Figure 3: A case study showing LLMs fail to
reason over conflicting evidence about opinions.

Figure 4: A case study indicating LLMs produce
unified viewpoints regardless of attributes.

Strongly Disagree to Disagree. Fundamentally al-211

tering the model’s stance may require direct inter-212

ventions, such as instruction fine-tuning or RLHF.213

None of the approaches provide accurate user214

simulations. Both COT and CLAIMSIM achieve215

slightly above random accuracy across different216

backbone LLMs (Table 1), rendering the inherent217

difficulty of the task. In the next section, we con-218

duct a fine-grained analysis with case studies to219

better understand two key limitations.220

3.4 Why LLMs struggle to simulate users?221

LLMs fail to reason over conflicting evidence222

about opinions. As shown in Figure 3, although223

CLAIMSIM elicits conflicting claims based on the224

sex and education features, LLMs fail to reason225

over these contradictions and generate the expected226

response for the target user. This remains a chal-227

lenging research problem, as it requires LLMs to 228

capture subtle relationships between demographic 229

attributes. For example, recognizing that individ- 230

uals born in the 1970s with a mid-level education 231

may be slightly less opposed to the given view. 232

LLMs produce unified viewpoints regardless de- 233

mographic attributes. As shown in Figure 4, 234

LLMs consistently generate claims that agree with 235

the survey question, even when prompted with vary- 236

ing demographic profiles. Our manual analysis re- 237

veals that this pattern occurs in 50% of the survey 238

questions tested. While RLHF significantly helps 239

align LLMs with widely accepted moral values, it 240

also fundamentally limits their ability to simulate 241

users whose viewpoints diverge from these norms. 242

4 Related Work 243

Large Language Models (LLMs) have shown 244

strong potential in human simulation tasks (Sreed- 245

har and Chilton, 2024; Binz et al., 2025), espe- 246

cially in the context of social science research 247

involving survey questions that capture personal 248

opinions and group-level perspectives (Cao et al., 249

2025; Sun et al., 2024; Kim and Lee, 2024). For 250

instance, Cao et al. (2025) explore how LLMs can 251

simulate national-level responses using supervised 252

fine-tuning (SFT) to align model outputs with real- 253

world distributions. At the individual level, Park 254

et al. (2024) propose a generative agent framework 255

that integrates demographic profiles and interview 256

scripts to answer survey questions. In contrast, our 257

work focuses on investigating whether LLMs can 258

elicit internal knowledge purely based on individ- 259

ual demographic attributes. 260

5 Discussion 261

During the elicitation of contradicting claims, we 262

observed that the diversity of the claims are still 263

largely constrained to LLMs’ parametric knowl- 264

edge. Future research shall look into effective ways 265

for diverse claim elicitations, such as prompt op- 266

timizations (Pryzant et al., 2023). We also note 267

that answer accuracy is not the only golden metric, 268

we found that a higher overall accuracy does not 269

guarantee a well-aligned answer distributions. In 270

fact, we observed COT and CLAIMSIM are both 271

insufficient to reflect opinions from nuanced demo- 272

graphic groups, highlighting the needs for further 273

explorations on how to balance between contradict- 274

ing claims and reasoning accuracy. 275
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Limitations276

In this work, we did not study the consistency277

of individual-level opinions and simulation of278

decision-making across multiple domains, but we279

denote this as important perspective to realize user280

simulation that shall be investigated in future work.281

We note that our experiments explored three rep-282

resentitve and recent LLMs, but did not include283

reasoning models such as OpenAI O3, Deepseek284

R1. This involves substiantially longer inference285

time and API cost, but may benefit both methods286

with more comprehensive claim generation and ad-287

vanced reasoning capabilty. Also due to resource288

constraints, we did not explore fine-tuning or RLHF289

existing LLMs, despite we hypothesize that simple290

post-training approaches cannot tackle these limi-291

tations. We also notice hat scaling up the domains292

and demographic nuances of simulated users could293

also bring new findings. We leave these compari-294

sions and experiments for future work.295

Ethics Statement296

This work investigates the reliability and associated297

risks of large language models (LLMs) in simulat-298

ing user opinions. We identify key limitations in ex-299

isting approaches and demonstrate improvements300

in opinion diversity using our proposed method,301

CLAIMSIM. All experiments were conducted using302

publicly available LLMs or APIs, and no systems303

were deployed in real-world settings. Given the304

broader applications and societal implications of305

this task, we recognize several ethical concerns,306

including the risks of hallucinated content, over-307

confident claims, and the amplification of harmful308

biases. These issues, if left unaddressed, could309

lead to significant misuse or harm. Our approach,310

CLAIMSIM, is designed to mitigate these risks by311

promoting diversity and reducing bias, with the312

goal of supporting the development of safer and313

more trustworthy LLM applications in Social NLP.314

However, we acknowledge that limitations remain,315

and further investigation is necessary to fully un-316

derstand and address the ethical and practical chal-317

lenges posed by this work.318
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A Distributions Across Three Domains438

Figure 5 presents the response distributions of three439

LLMs across the domains of Gender, Politics, and440

Religion. Each subplot illustrates how model out-441

puts vary in opinion strength and direction within442

each domain.443

B Prompt Template for CoT444

Here we include the prompt template for the CoT445

method (see Figure 6), prompt template for gener-446

ating summaries with 5 claims (see Figure 8) and447

prompt template for final generation (see Figure 9).448

C Prompt Template for CLAIMSIM449

Here we include the prompt template for the450

CLAIMSIM method, including the template to gen-451

erate 5 claims for each of demographic features452

(see Figure 7).453
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Figure 5: Response distributions of three LLMs across the Gender, Politics, and Religion domains.
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Figure 6: Response Generation Template for CoT
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Figure 7: Template for CLAIMSIM Generating 5 Claims for Each of Demographic Features
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Figure 8: Template for CLAIMSIM Generating Summaries with 5 Claims
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Figure 9: Template for Generating Final Results with CLAIMSIM
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