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Abstract

In recent years, large language models (LLMs)
achieve remarkable success across a variety of
tasks. However, their potential in the domain
of Automated Essay Scoring (AES) remains
largely underexplored. Moreover, compared to
the English field, the development of AES in
the Chinese field remains very limited. In this
paper, we introduce a Chinese AES benchmark,
HSK, and propose Rank-Then-Score (RTS), a
fine-tuning framework based on LLMs to en-
hance scoring capabilities especially on Chi-
nese data. Specifically, we fine-tune the rank-
ing model (Ranker) with feature-enriched data,
and then feed the output of the ranking model,
in the form of a candidate score set, with the
essay content into the scoring model (Scorer)
to produce the final score. Experimental results
on both Chinese and English datasets demon-
strate that RTS consistently outperforms the
Vanilla fine-tuning method in terms of average
Quadratic Weighted Kappa across all LLMs
and datasets, and achieves the best performance
on Chinese essay scoring on HSK.

1 Introduction

Automated Essay Scoring (AES) is a task that uses
machine learning methods to score an essay writ-
ten for a prompt (i.e., essay topic), which shows
great efficiency and objectivity compared to hu-
mans (Dikli, 2006). Models trained in a prompt-
specific setting, i.e., both train and test samples
belong to the same prompt, have been proven ef-
fective in accurately capturing assessment criteria
for the specific prompt (Attali and Burstein, 2006;
Taghipour and Ng, 2016; Dong et al., 2017; Yang
et al., 2020; Xie et al., 2022), making this setting
suitable for large-scale examinations.

In addition to the standard regression approach
based on neural networks (Taghipour and Ng, 2016;
Dong et al., 2017), feature engineering and pair-
wise comparison have been shown to significantly
boost the scoring performance in prompt-specific

AES. For instance, Ridley et al. (2020) achieves
notable results both on prompt-specific and cross-
prompt setting by curating a set of robust fea-
tures. Meanwhile, Yang et al. (2020); Xie et al.
(2022) integrate pairwise comparison into the scor-
ing loss, achieving state-of-the-art performance.
Such ranking-enhanced methods exploit relations
between two essays to enrich their representations,
an aspect that may not be captured well by the
mean squared error loss.

Compared to the aforementioned encoder-based
models (Taghipour and Ng, 2016; Dong et al.,
2017; Yang et al., 2020), building a generative
AES model remains largely underexplored, with
relatively few explorations (Lee et al., 2024; Stahl
et al., 2024) on zero-shot settings. However, re-
cent findings suggest that generative models, es-
pecially large language models (LLMs), excel in
text regression (Chen et al., 2023; Vacareanu et al.,
2024), and achieves substantial performance gains
over zero-shot when fine-tuned (Xiao et al., 2025).
This motivates us to elaborate on the fine-tuning
strategy to improve the frontier of LLMs in AES.
However, combining regression and ranking losses
(Yang et al., 2020) into fine-tuning generative AES
models is non-trivial, given that they predict scores
through autoregressive next-token classification.

On the other hand, most works have focused
on the English benchmarks, and it is obscure if
methods on one language could successfully be
applied to prompt-specific AES in other languages,
since the scoring criteria may vary significantly
across languages. Although there are several works
exploring AES on Chinese benchmarks and achiev-
ing some progress (Song et al., 2020a,b; He et al.,
2022), the lack of a comprehensive Chinese bench-
mark with diverse prompts and large amount of
labeled essays in part limits further advances.

In this paper, we propose Rank-Then-Score
(RTS), an LLM-based fine-tuning framework
which integrates ranking and scoring into LLMs



with two consecutive modules—a Ranker and a
Scorer. First, we fine-tune the Ranker with pair-
wise comparison in combination with feature pre-
diction. Next, the Ranker narrows down the can-
didate score set for given a test essay, via iterative
pairwise comparison between the essay and a set
of reference essays, moving down through a binary
search tree. Finally, the essay along with the candi-
date score set is fed into the Scorer which is fine-
tuned to yield more precise predictions given an
essay and score candidates. In essence, RTS decou-
ples complex tasks (i.e., essay scoring) into man-
ageable sub-problems, which aligns with LLMs’
strength in specialized fine-tuning.

Moreover, we introduce a Chinese AES bench-
mark: HSK (Hanyu Shuiping Kaoshi). We col-
lect, clean and filter the original data', ultimately
obtaining a dataset comprising 8,597 essays, to
contribute a more organized benchmark suited to
evaluate the model’s performance in scoring Chi-
nese essays. Throughout our experiments, we put
emphasis on verifying the effectiveness of RTS
on both the Chinese benchmark and the English
benchmark—ASAP (Hamner et al., 2012). RTS
is mainly compared to the Zero-Shot baseline and
the Vanilla fine-tuning baseline with standard in-
structions. As shown in the Table 2 and Table 3,
RTS outperforms other LLM methods across all
benchmarks. Specifically, on HSK, RTS achieves
an improvement of 1.9% (74.6% — 76.5%) over
the Vanilla method, while on ASAP, it achieves im-
provements of 1.7% (78.1% — 79.8%) and 1.1%
(78.3% — 79.4%) over the Vanilla method in dif-
ferent configurations. Overall, these results demon-
strate the general effectiveness of RTS across lan-
guages.

Our contributions are as follows:

* Our proposed RTS integrate scoring and rank-
ing objectives into generative LLMs, with a
Ranker and a Scorer effectively decomposing
the AES task into simpler sub-problems.

* We introduce a Chinese AES benchmark by
re-organizing HSK corpus, to better evaluate
models in scoring Chinese essays.

* RTS demonstrates consistent improvements
over vanilla fine-tuning on both Chinese and
English.
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1501.htm

2 Related Work

Automated Essay Scoring The development of
AES is mainly driven by technological advance-
ments and researchers’ exploration of essay eval-
uation criteria. Early methods primarily relied on
hand-crafted features (Yannakoudakis et al., 2011;
Persing and Ng, 2013). Subsequently, many stud-
ies began to introduce neural network models and
achieved excellent results (Taghipour and Ng, 2016;
Dong et al., 2017; Farag et al., 2018). At the same
time, methods that utilized features (Ridley et al.,
2020; Chen and Li, 2023) and ranking (Yang et al.,
2020; Xie et al., 2022) also emerged. In recent
years, an increasing number of studies focus on
Multi-Trait Scoring methods (Ridley et al., 2021;
Li and Ng, 2024), which are widely applied in vari-
ous essay scoring works.

After the emergence of LLMs, many researchers

believed that the characteristic of LLMs perform-
ing well across various downstream tasks is worth
leveraging for the AES task. Among them, the
work of (Lee et al., 2024) explored the performance
of the Multi-Trait method in a zero-shot setting
on LLMs, while (Stahl et al., 2024) explores vari-
ous instruction methods in the in-context learning
of LLMs, achieving comprehensive results in this
field. Recently, (Xiao et al., 2024; Do et al., 2024)
investigated the potential of fine-tuning LLMs to
scoring.
Chinese AES In addition to these developments,
there are also some advanced explorations in the
field of Chinese AES. Firstly, in the context of pre-
trained methods, research on Chinese AES also
directs its approach towards Multi-Trait Scoring
(Song et al., 2020a,b). Moreover, (Gong et al.,
2021) meticulously listed the majority of aspects
that need to be considered in Chinese AES, provid-
ing significant guidance for future research. Follow-
ing that, (He et al., 2022) proposed a new method
based on multiple scorers, which achieved consid-
erable improvement.

However, it is unfortunate that there is a scarcity
of research on Chinese AES based on LLMs, which
is also the direction we are striving towards.

3 Method

The supervised fine-tuning-based AES method can
be formalized as follows: given a set of essays
X = {x1,z9,...,2,} and a corresponding set of
scores YV = {y1,¥2, .- ., Yn}, Wwhere each essay z;
is associated with a ground truth score y;. Given a
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Figure 1: The overall architecture of RTS is illustrated in the figure. Excluding the training process, the method
is divided into the following four steps: (1) Select reference essays. (2) use the feature extractor to identify the
features of the essays, and incorporate these features into the essay content. (3) Utilize the Ranker to obtain the
candidate score set of the current essay through pairwise ranking. (4) Feed the candidate score set, along with the

essay, into the Scorer to generate final score.

pre-trained model gy that is typically parameterized
by 6. The goal is to train the base gy and obtain
a new model g; with 6 that predicts a score §; =
gé(x,;), making J; close to y;.

The RTS method divides the scoring process into
two steps: (1) Training a pairwise ranking model
(Ranker) to generate candidate score sets for input
essays. (2) Training a scoring model (Scorer) to
predict the real scores. The architecture of RTS is
illustrated in Figure 1.

3.1 Pairwise Ranking

The task for the Ranker is as follows: given an input
essay and a reference essay, the model outputs the
index of the essay that has the higher score; We
repeat the process above and transform the ranking
results into a candidate score set.

We employ supervised fine-tuning method on an
LLM, allowing it to accurately evaluate the quality
of essays through ranking. We design a four-step
approach to train the Ranker’s pairwise ranking
capability and generate the candidate score set:

1. Reference Essay Selecting: For each prompt,
a subset of reference essays is selected to fa-
cilitate pairwise comparisons.

2. Features Extracting: This includes linguis-
tic features, structural features, and semantic

features to effectively represent the essays.

3. Fine-tuning Pairwise Ranker: We fine-tune
the model using feature-augmented pairwise
data.

4. Candidate Set Prediction by Ranking: By
comparing the input essay with the reference
essays, the model predicts the candidate score
set for the input essay.

In Step 1, we select some reference scores on
all prompts. Specifically, we adhere to the follow-
ing principles: (1) The number of reference scores
should not exceed 5, as exceeding this limit would
increase inference costs. (2) when the number of
scores is even, select the two middle scores; when
the number is odd, select the central score. Af-
terwards, for each reference score, we randomly
select 2 essays as reference essays. The selected
reference scores are shown in Table 1.

In Step 2, we extract essay-specific features to
enhance the essay’s information . We first extract
all feature for both Chinese and English data. For
the ASAP, we use the result proposed by (Ridley
et al., 2020). For the HSK, we use the feature cate-
gories used by (Li et al., 2022) in their readability
assessment study and extract features by ourselves.

Afterwards, we employ LibSVM(Chen and Lin,



Prompt Range Reference Score
HSK 40-100  50,60,70,80,90
ASAP1 2-12 5,9
ASAP2 1-6 34
ASAP3 0-3 1,2
ASAP4 0-3 1,2
ASAP5 0-4 2
ASAP6 0-4 2
ASAP7 0-30 5,10,15,20
ASAP8 0-60 10,20,30,40,50

Table 1: The score ranges and corresponding reference
scores for both Chinese and English prompts are pro-
vided, where ASAP1-ASAPS represent the prompt IDs
in the ASAP dataset.

20006) to calculate the F-score to select the benefi-
cial features. Specifically, When we have a certain
feature f of an input essay and the essay’s score
y, we use the following formula to calculate the
F-score on pairs (f,y):

(ﬁ(+) _ﬁ)z n (fi(*) _ ﬁ)Q
s (0 - Y
b e, (10 - 1Y

where f; represents the average value of the ith

F;

ey

feature across the entire dataset, fi(ﬂ denotes the
average value of the ith features that are relevant
to the score, and fi(_) denotes the average value
of the ith features that are irrelevant to the score.
f ](J[) is the ith feature of the jth relevant essay, and
f](;) is the ith feature of the jth irrelevant essay.
Then, we select the top 10 features with the highest
F-score as the final set of features.

We simultaneously provide both essay content
and feature to the input of Ranker and Scorer. All
feature categories as well as the selected sets are
detailed in the Appendix A.

In Step 3, for each feature-enhanced essay e in
a training set of size M, we randomly sample &
essays with different scores to construct pairwise
comparisons, resulting in a fin-tuning dataset of
size kM. The instruction used for fine-tuning on
HSK is shown as Figure 2. The instruction used on
ASAP is shown in Appendix B

In Step 4, we adopt a "'Binary Search Tree'
approach(Zhuang et al., 2024) to get the ranking
result, which is formatted as a candidate score
set here. Specifically, we arrange each reference
essay as a node in a BST structure and begin pair-
wise ranking from the root node. After each round,
we use the ranking result to guide the selection
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Figure 2: Instruction for fine-tuning the Ranker. Con-
tents to be filled are highlighted in red.
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Figure 3: The BST-like inference process.
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Figure 4: Another scenario of the BST-like approach.

[ 10,11,'",20] [50,51,"',60 ]

of the next node, ultimately obtaining a candidate
score set in the leaf node. The detailed process
is illustrated in Figure 3. In special cases, when
the Ranker determines that the input essay’s score
lies between two adjacent essays, we add an addi-
tional leaf node between the two reference essays
as shown in Figure 4.

During each comparison with reference essays,
we employ the following Multi-Validation method
based on (Qin et al., 2023) to assess the difference.
Given two essays e; and eg, we define the compar-



ison function C'(eq, e2) as follows:

1, if e is better than eq

Cler,e2) = { 2

0, if eg is better than e;

In each round, we select a reference essay r; and
pair it with the input essay « to form the pair (x, ;).
By swapping the order of the two essays in the
prompt, we obtain another pair (7;, ). This pro-
cess yields four comparison results:

o1 =C(x,r1)
0o = C(r1,x
() 3)
o3 = C(z,12)
04 = C(re, )
Define the statistics:
Sa:>ri =01+ 03 (4)
Sri>:v =02+ 04

where S;~,, represents the number of times x is
better than r;, and .S, -, represents the number of
times r; is better than x. The final result is defined
as:

r;>Z, ST¢>I =2A Sx>7-i <2
result(x,7;) = S ri>x, Spsp, =2 A Spsp < 2
r;=x, others

(5)
3.2 Essay Scoring

We embed the candidate score set information into
the data for scoring, fine-tuning the Scorer to endow
the model with scoring capabilities. The instruction
used for fine-tuning and evaluation in ASAP is as
Figure 5. And instruction used in HSK is shown in
Appendix B.

It is necessary to clarify that since the training
sets for the Ranker and Scorer contain identical
essay content, we must slightly reduce the accuracy
of the candidate score set output by the Ranker to
train the Scorer.

4 Experimental Setup

4.1 LLMs

We are inspired to choose LLMs for AES by the ex-
periment in Appendix D, which shows that LLMs
have great potential in Chinese AES. We conduct
our experiments on open-source LL.Ms for both
Chinese and English tasks. For the Scorer, we se-
lect Qwen2-7B-Instruct (Yang et al., 2024) for
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Figure 5: Instruction for fine-tuning the Scorer. Con-
tents to be filled are highlighted in red.

Chinese, and L1aMA3.1-8B-Instruct (Grattafiori
et al., 2024), Mistral-NeMo-Instruct-2407 (Mis-
tralAl, 2024) for English. For the Ranker, we se-
lect Qwen2.5-1.5B-Instruct (Yang et al., 2024) for
Chinese, and L1aMA3.2-3B-Instruct (Grattafiori
et al., 2024) for English.

4.2 Datasets

We introduce the HSK (Hanyu Shuiping Kaoshi)
benchmark for the Chinese essay scoring task. The
HSK dataset is collected from HSK Dynamic Com-
position Corpus 2.0 Version®, which contains es-
says from foreign candidates who took the ad-
vanced Chinese HSK examination between 1992
and 2005. After cleaning the flag for syntax errors
in essays and removing essays with a score of 0
and those with insufficient word counts, we obtain
10,329 essays. Finally, we select the 11 prompts
with the largest number of essays for our bench-
mark which contain 8,597 essays.

The ASAP (Automated Student Assessment
Prize) dataset (Hamner et al., 2012) is famous in
the field of English AES, which includes 12,978
essays written by students in grades 7 through 10.

Since each prompt in HSK has a relatively small
sample size, we adopted an 8 : 1 : 1 split ratio to
ensure the diversity of training data. On ASAP, we
followed the same approach as previous studies by
using 6 : 2 : 2 split. We conduct five-fold valida-
tion method on both datasets. More descriptions of

2https: //yuyanziyuan.blcu.edu.cn/info/1043/
1501.htm
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Method 1 2 3 4 5 6 7 8 9 10 11 Avg
PAES 0433 0530 0.611 0.504 038 0475 0427 0508 0475 0391 0389 0.466
PAES w BERT 0450 0.730 0.690 0.679 0.658 0.663 0.751 0.662 0.702 0.720 0.458 0.651
Zero-Shot 0.306 0426 0433 0458 0513 0438 0443 0349 0213 0409 0.289 0.389
Vanilla 0.625 0.725 0.774 0.696 0.812 0.788 0.854 0.758 0.754 0.776 0.643 0.746
Feature Scorer ~ 0.661 0.759 0.762 0.704 0.785 0.791 0.845 0.801 0.723 0.804 0.703 0.757
RTS 0.657 0.716 0.796 0.706 0.823 0.789 0.863 0.797 0.755 0.779 0.732 0.765

Table 2: Results on the HSK. Bolded data are best performing results among all Models. PAES w BERT means
changing the encoding layers to BERT. The Scorer model used in Zero-Shot, Vanilla, Feature Scorer and RTS is

Qwen2-7B-Instruct.

Model Method 1 2 3 4 5 6 7 8 Avg
R?BERT - 0817 0719 0698 0845 0841 0847 0839 0744 0794
NPCR - 0856 0750 0756 0851 0847 0858 0838 0779 0817
LaVAS. L85 Imsiact Vanilla 0822 0638 0724 0826 0806 0845 0830 0706 0.781
RTS 0.840 0712 0752 0844 0831 0848 0830 0732 0.798

) Vanilla 0823 0688 0705 0836 0801 0838 0841 0728 083
Mistral-NeMo-Instruct-2407 gy 0.835 0710 0730 0840 0821 0.839 0838 0740 0.794

Table 3: Results on ASAP. Bolded data are the results where our method significantly outperforms Vanilla’s method.

Two LLMs used here are both their Instruct versions.

two datasets are provided in Appendix C.

4.3 Implementation Details

Training Parameters When separately training
Ranker and Scorer, we use the AdamW optimizer
with a learning rate of 1e-5 and linear warmup over
10% of the training steps. We train for 10 epochs
with batch size of 8, gradient accumulation steps of
4, weight decay of 0.01 and a cosine learning rate
schedule. We utilize two NVIDIA A40 GPUs for
model fine-tuning.

Pairwise Ranking Data We set k = 5 to generate
pairwise data for fine-tuning the Ranker, resulting
in a rank training dataset that is five times larger
than the original scoring training dataset.

4.4 Comparing Methods

We compare RTS with other excellent supervised
method.

RZBERT (Yang et al., 2020) Significant im-
provements are achieved by modifying the scor-
ing loss to a combination of pairwise ranking and
scoring losses.

NPCR (Xie et al., 2022) This is the state-of-the-
art supervised prompt-specific AES method in the
ASAP dataset. They utilized up to 50 reference
essays to compare with the input essay, achieving
excellent results. We also apply this method to the
HSK dataset to compare its performance.

PAES (Ridley et al., 2020) A highly effective
cross-prompt AES method that also incorporates
features. We use different encoders and replaced

the English features in the original work with the
Chinese features in our work.

Zero-Shot Prompt the model to generate score
directly without Ranker and candidate score set.

Vanilla Fine-tuning the Scorer directly without
Ranker and candidate score set.

Feature Scoring Fine-tuning the Scorer by re-
placing the candidate score set with the features
used in Ranker.

5 Results and Analysis

5.1 Main Results

The final experimental results are shown in Table 2
and Table 3. Overall, RTS is able to outperform the
Vanilla method both in average QWK and QWK on
almost all prompts, which shows that RTS has the
enhancement effect not only on different datasets
in different languages, but also on different LLMs.

Expanding on this, the improvement of HSK on
average QWK is 1.9% (74.6% — 76.5%), and the
improvement of ASAP is 1.7% (78.1% — 79.8%)
and 1.1% (78.3% — 79.4%) respectively, note
that compared to the Vanilla method, RTS’s im-
provement in average QWK is similar across
datasets and models. In terms of each dataset, in
HSK, RTS boosts ranged from 0.9% to 8.9%, with
prompt 11 boosting the most by 8.9% (64.3% —
73.2%). In the ASAP dataset, the boost ranges
from 1.4% to 2.8%, with the largest boost be-
ing 2.8% (72.4% — 75.2%) for LlaMA3.1-8B-
Instruct on prompt3. All of these improvements in-
dicate that the improvement effect of RTS is similar



across different data and has good cross-language
capabilities.

It is also worth noting that, on the HSK dataset,
the RTS method also significantly outperforms the
results of PAES and Feature Scorer, which demon-
strates that RTS has the best method to utilized
Chinese features.

However, comparing to other LLM based
method, we can see that RTS has almost no
improvement for prompt 2, 4, 8, 9 and 10 in
HSK, where prompt 2 decreases by 0.9% and
4.3% compared to Vanilla and Feature Scorer
(72.5%,75.9% — 71.6%) for example. We will
analyze the reasons for this phenomenon in the
next section with another set of experiments.

5.2 Upper Bound Analysis

Before verifying the RTS method, we first fine-tune
Scorer with a candidate score set with 100% accu-
racy in order to see if our hypothesis is reasonable.
We also add features to Scorer in order to determine
whether features are applicable in RTS. The result
in the HSK dataset is shown in Figure 6.

Vanilla RTS Ceiling RTS+ Scorer Feautres Ceiling

#Prompt

Figure 6: The results in the HSK dataset of two ceiling
experiments are presented.

As shown in the figure, all prompts RTS have
extremely high ceilings, so RTS methods are prob-
ably viable. However, because the accuracy of the
candidate score set cannot reach the ideal state, it
is difficult to reach the ceiling in practice. On the
other hand, adding features to the Scorer downs the
ceiling of the RTS method, which explains why we
do not add features to the Scorer in the final RTS
method.

5.3 Ablation Study of Features

Further, we explore the effects of incorporating fea-
tures into different components of RTS, as shown
in Table 4.

As can be seen in Table 4, RTS decreases by
4.6% after add Scorer features, which It is the same

Method Avg

Vanilla 0.746
RTS 0.765
+ Scorer Features 0.719
- Ranker Features 0.751

Table 4: Results of adding features to scorer and remov-
ing features from ranker on HSK.

as the conclusion of the previous section. Further-
more, RTS decreases by 1.4% (76.5% — 75.1%)
after removing Ranker features. A feasible ap-
proach to addressing this issue is to determine the
accuracy of pairwise rankings in Ranker. The result
is shown in Figure 7.

1
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Figure 7: The impact of adding features on the Ranker’s
classification accuracy. The average accuracy rate after
adding Features is 3.1% higher than that without adding
features (83.7% — 86.8%).

From the perspective of average accuracy,
Ranker’s ranking ability is significantly improved
after the addition of features, especially on some
prompts. However, we can also clearly observe
that the accuracy is not improved on five prompts,
with prompt 2 decreasing the most significantly
(87.1% — 80.7%). Not only does this shows that
features is not facilitated in some prompt, but it also
explains why the results drop on some prompts in
HSK, which is observed in 5.1.

5.4 Scorer Performance through Candidate
Score Calibration

In the process of fine-tuning Scorer, we observe
that adjusting the accuracy of the candidate score
set based on the accuracy of Ranker’s test data,
is able to improve the results of the Scorer. The
results from the experiment, with different adjust-
ment values, are shown in Figure 8. As illustrated,
Scorer’s performance is optimal when the accuracy
of the Ranker’s test data differs by 0.15 from that
of the Scorer’s candidate score set.
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Figure 8: This is the result on Prompt 2 of the ASAP
dataset. The x-axis represents the degree of adjustment.
For example, "—0.1" indicates that the accuracy of the
Ranker’s test data is a, while the accuracy of the Scorer’s
candidate score setis "a — 0.1".

5.5 Other Ranking and Scoring Combined
Methods

We explore some other methods that can combine
the ranking task and the scoring task on LLMs
(Yang et al., 2020; Xie et al., 2022) to check
whether our method is the best to combine these
two tasks with LLMs on Chinese AES.

Scoring In Multiple Essays We assume that the
model can automatically learn the ranking infor-
mation among multiple essays from the chatting
history, we give the model 5 different essays at a
time and let the model score them.

Simultaneous Generation of Scores And
Rankings Based on the above assumption, we pro-
pose another method: generate both scores and
ranking information on all previous essays.

Both In One LLM Starting from the idea of
Multi-Task, we fine-tuning Scorer with the ranking
data. Furthermore, we divide this method into two
types: first ranking and then scoring(R1S2), first
scoring and then ranking(S1R2).

The results of the above method compared to
RTS on the HSK are shown in Table 5. The first
two lines prove that the assumption mentioned
above is not true, and both methods have a low-
ering effect on the model. For the latter two
lines, S1R2 has a better improvement, but it is still
only 0.6% (74.6% — 75.2%) much less than 1.9%
(74.6% — 76.5%) boost of the RTS. The above re-
sults illustrate that of all the methods combining
ranking and scoring, RTS is the one performs best
on LLMs.

6 Conclusion

This study introduces RTS (Rank-Then-Score), a
novel LLM-based fine-tuning method for Auto-

Method Avg

Vanilla 0.746
Scoring in 5 Essays 0.656
Simultaneous Generation 0.676
R1S2 0.509
SIR2 0.752
RTS 0.765

Table 5: Results of other methods on the HSK dataset.
R1S2 indicates ranking first, then scoring. S1IR2 indi-
cates scoring first, then ranking

mated Essay Scoring (AES) across Chinese and
English datasets. RTS combines two specialized
LLMs: one fine-tuned for essay ranking and an-
other fine-tuned for scoring, achieving superior
improvements. Experiments show RTS signifi-
cantly outperforms traditional Vanilla fine-tuning,
particularly in Chinese dataset. Key findings in-
clude: (1) RTS has the best AES performance
on LLMs; (2) Integrating features into the Ranker
enhances quality discrimination more effectively
than adding them to the Scorer; (3) RTS surpasses
other ranking-scoring combinations on LLMs by
enabling seamless integration with human grading
standards. The method demonstrates exceptional
cross-lingual adaptability and precision, offering
a robust solution for scenarios requiring nuanced
essay evaluation. This dual-model approach ad-
dresses subtle quality distinctions while maintain-
ing alignment with manual assessment practices,
marking a notable advancement in AES technology
on LLMs.

Limitations

Firstly, our architecture comprises two LLMs. Al-
though the Ranker employs a relatively smaller
model, there is still room for optimization in the
size of both models. Encouragingly, we experiment
with using Qwen2.5-1.5B-Instruct as the Scorer,
and on the HSK dataset, the Vanilla method still
achieves an average QWK of 0.741. This demon-
strates that our approach has the potential to per-
form well on even smaller LLMs. Such models
can be more effectively utilized in practical appli-
cations.

Another issue that requires attention is the se-
lection of reference essays. Although we achieve
satisfactory results by randomly selecting reference
essays, it is still necessary to explore whether dif-
ferent methods of selecting reference essays will
significantly impact our approach.



Ethics Statement

Potential Risks Our method cannot guarantee fair
evaluation, meaning that RTS may reinforce the
LLMs’ tendency to favor certain social groups in
scoring. For example, the predicted results may
assign higher scores to groups with specific L1
(first language) backgrounds compared to other
groups. Additionally, the datasets we used (ASAP
and HSK) may disproportionately represent certain
demographic groups, potentially leading to biased
conclusions.

Use of Scientific Artifact We utilize the open-
source scikit-learn package (Pedregosa et al.,
2011) to compute the Quadratic Weighted Kappa
(QWK). For our experiments, we employ the ASAP
dataset (Hamner et al., 2012) and the HSK dataset
(Cheng, 2022), both of which are available for
non-commercial research purposes. Both ASAP
and HSK replace personally identifiable informa-
tion in the essays with symbols. Features used
in ASAP and the types of features referenced in
HSK both originate from open-source code (Ridley
et al., 2020; Li et al., 2022). The large language
models used in this study, LlaMA 3 (Grattafiori
etal., 2024), Mistral (MistralAl, 2024), and Qwen2
(Yang et al., 2024), are licensed under the LIaMA
3 Community license and Apache-2.0 license, re-
spectively. Alllicenses permit their use for research
purposes.

Computational Budget We utilize two NVIDIA
A40 GPUs for model fine-tuning and a sin-
gle NVIDIA A40 GPU for inference of each
model, including Qwen2.5-1.5B-Instruct,Qwen2-
7B-Instruct, L1aMA3.2-3B-Instruct, L1aMA3.1-8B-
Instruct, and Mistral-NeMo-Instruct-2407. Each
batch contains 8 samples. Fine-tuning the RTS
method on both datasets take approximately 2
hours, while inference, including both the Ranker
and Scorer, take a maximum of 12 seconds per
sample. However, the inference time may vary de-
pending on the model architecture and acceleration
methods employed.
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A Types of Features

Idx Dim Feature Description
1 1 Total number of characters
2 1 Number of character types
3 1 Type Token Ratio (TTR)
4 1 Average number of strokes
5 1 Weighted average number of strokes
6 25 Number of characters with different
strokes
7 25 Proportion of characters with different
strokes
8 1 Average character frequency
9 1 Weighted average character frequency
10 1 Number of single characters
11 1 Proportion of single characters
12 1 Number of common characters
13 1 Proportion of common characters
14 1 Number of unregistered characters
15 1 Proportion of unregistered characters
16 1 Number of first-level characters
17 1 Proportion of first-level characters
18 1 Number of second-level characters
19 1 Proportion of second-level characters
20 1 Number of third-level characters
21 1 Proportion of third-level characters
22 1 Number of fourth-level characters
23 1 Proportion of fourth-level characters
24 1 Average character level
Table 6: Character features in HSK.
Idx Dim Feature Description
1 1 Total number of sentences
2 1 Average characters in a sentence
3 1 Average words in a sentence
4 1 Maximum characters in a sentence
5 1 Maximum words in a sentence
6 1 Number of clauses
7 1 Average characters in a clause
8 1 Average words in a clause
9 1 Maximum characters in a clause
10 1 Maximum words in a clause
11 30 Sentence length distribution
12 1 Average syntax tree height
13 1 Maximum syntax tree height
14 1 Syntax tree height < 5 ratio
15 1 Syntax tree height < 10 ratio
16 1 Syntax tree height < 15 ratio
17 1 Syntax tree height > 16 ratio
18 14 Dependency distribution

Table 7: Sentence features in HSK.
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Idx Dim Feature Description
1 1 Total number of words
2 1 Number of word types
3 1 Type Token Ratio (TTR)
4 1 Average word length
5 1 Weighted average word length
6 1 Average word frequency
7 1 Weighted average word frequency
8§ 1 Number of single-character words
9 1 Proportion of single-character words
10 1 Number of two-character words
11 1 Proportion of two-character words
12 1 Number of three-character words
13 1 Proportion of three-character words
14 1 Number of four-character words
15 1 Proportion of four-character words
16 1 Number of multi-character words
17 1 Proportion of multi-character words
18 1 Number of idioms
19 1 Number of single words
20 1 Proportion of single words
21 1 Number of unregistered words
22 1 Proportion of unregistered words
23 1 Number of first-level words
24 1 Proportion of first-level words
25 1 Number of second-level words
26 1 Proportion of second-level words
27 1 Number of third-level words
28 1 Proportion of third-level words
29 1 Number of fourth-level words
30 1 Proportion of fourth-level words
31 1 Average word level
32 57 Number of words with different POS
33 57 Proportion of words with different POS
Table 8: Word features in HSK.
Idx Dim Feature Description
1 1 Total number of paragraphs
2 1 Average characters in a paragraph
3 1 Average words in a paragraph
4 1 Maximum characters in a paragraph
5 1 Maximum words in a paragraph

Table 9: Paragraph features in HSK.



Idx Feature Name Full Name
1 mean_word Mean Word Length
2 word_var Word Variance
3 mean_sent Mean Sentence Length
4 sent_var Sentence Variance
5 ess_char_len Essential Character Length
6 word_count Word Count
7 prep_comma Preposition to Comma Ratio
8 unique_word Unique Word Count
9 clause_per_s Clauses per Sentence
10 mean_clause_l Mean Clause Length
11 max_clause_in_s Maximum Clauses in a Sentence
12 spelling_err Spelling Error Count
13 sent_ave_depth Sentence Average Depth
14 ave_leaf_depth Average Leaf Depth
15  automated_readability Automated Readability Index
16 linsear_write Linsear Write Formula
17 stop_prop Stopword Proportion
18  positive_sentence_prop Positive Sentence Proportion
19  negative_sentence_prop Negative Sentence Proportion
20  neutral_sentence_prop Neutral Sentence Proportion
21  overall_positivity_score Overall Positivity Score
22 overall_negativity_score Overall Negativity Score

Table 10: Text Statistical Features in ASAP

Dataset Features
Total Word Count,
Character TTR (Type-Token Ratio),
Word TTR,
Proportion of Advanced Characters,

HSK  Proportion of Advanced Words,
Character-Level Weighted Score,
Word-Level Weighted Score,
Number of Sentences,
Average Syntactic Tree Height,
Maximum Syntactic Tree Height.
Mean Word Length,
Mean Sentence Length,
Essay Character Length,
Total Word Count,

ASAP Number of Unique Words,
Clauses per Sentence,
Spelling Errors,
Sentence Average Syntactic Depth,
Automated Readability Index (ARI),
Linsear Write Formula.

Table 11: Selected features on two datasets.
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B Instructions

The following are the instructions for the Ranker
and Scorer in RTS method for ASAP, Vanilla
method for ASAP, Vanilla method for HSK, and
the two methods: Scoring in 5 essays and Simulta-
neous Generation.

-

System

Imagine you are a teacher's assistant in a middle
school tasked with reviewing a 7th to 10th grade
student's essay. You have been given two students’
essays and the prompt the student responded to.
Please choose the better of the two essays.

User

[Prompt]

{{prompt}}

(end of [Prompt])

[Student Essay1]

{{content}}

{{features}}

(end of [Student Essay1])

[Student Essay?2]

{{content}}

{{features}}

(end of [Student Essay?2])

Assistant

{{better essay id}}

~

/

Figure 9: Instruction for the Ranker in RTS for ASAP.
Contents to be filled are highlighted in red.

/

System

Imagine you are a teacher's assistant in a middle
school tasked with reviewing a 7th to 10th grade
student's essay. You have been given a student'’s
essay and the prompt the student responded to.
User

[Prompt]

{{prompt}}

(end of [Prompt])

[Student Essay]

{{content}}

{{candidate score set}}

(end of [Student Essay])

Assistant

{{score}}

/

Figure 10: Instruction for the Scorer in RTS for ASAP.
Contents to be filled are highlighted in red.
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-

System

Imagine you are a teacher's assistant in a middle
school tasked with reviewing a 7th to 10th grade
student's essay. You have been given a student's
essay and the prompt the student responded to.
User

[Prompt]

{{prompt}}

(end of [Prompt])

[Student Essay]

{{content}}

(end of [Student Essay])

Assistant

{{score}}

N

J

Figure 11: Instruction for Vanilla for ASAP. Contents
to be filled are highlighted in red.

~

System
{RR—AIEREEHIFEIT, T IREMBHSKES
ERFUEX,

CSRITRMEX D BURES, (RIVESRIFHITEX R
YB3, FRIEHSKE LD REEHDE. (REEITL
LUFIANAE:
1B AN S it
2. X EEETBIEY
3iECEEEMERE S
A NBRIANEWEFLER S
5. 2RREE B ERNFHIRS
BETLERTHIMES FEEGHTIERS /EXHE
WS89S, XIER02ZE100%,

BN ZENRESD A nD
User

[Prompt]

{{prompt}}

(end of [Prompt])

[Student Essay]

{{content}}

(end of [Student Essay])

Assistant

{{score}}

J

Figure 12: Instruction for Vanilla for HSK. Contents to
be filled are highlighted in red.




/System
RR—NERRFENPHIT, EiIREHHBHSKES
HERPE.
NEASREE—ERIENY, B—RIEXEERENRS,
{REVMES RIFMRDEBT—BIEX, FRIBHSKEA TS
TNESEAEAIEEF, BRE—MEXIIDEL
REEELL TN A ERHTHEFRF TS
1IBEFH S
2 BB EN
3iACEEEMERE M
A NBRIANEWETES S
EERAAEERIFEIRS
BETUU LR LS HSRIERHER BN, BA
HE—BIEXRDE.
HEERmH ISR INAHIENTR, REES
BWESCHEZ S, (EX D EGEE ABRIEX A RS2
=78, (EXDEWR5HEE, XiEAR0HET1005 .
ﬁ%ﬁﬁ "HER{ESC HER N, E 2 HER 2. L5
fJ:\%Sl:{'ﬂESU “HENMEX 2 HER..MEXS S E5)
ser
[Student Essay1]
{{content}}
(end of [Student Essay1])
[Student Essay2]
{{content}}
(end of [Student Essay?2])
[Student Essay3]
{{content}}
(end of [Student Essay3])
[Student Essay4]
{{content}}
(end of [Student Essay4])
[Student Essay5]
{{content}}
(end of [Student Essay5])
Assistant

\{{rank result}}

essays. Contents to be filled are highlighted in red.

~

/

Figure 13: Instruction for the method of scoring in 5
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/System

IRR—RIEWREEHIFEIT, EIREHMHSKESE
ERPUESL,

HRMEXNDEIRESE, (RAVES 2IFAREXE
EXX, FRIEHSKE AR RELAIRTIX—RIEEZ
@ggﬁ:ﬁ%ﬁﬁt& BAESE. REBTELITL
] :

1IBEFIH SR

2 N ELETBEN

iACEEEMFERE S

A RNBRIANBWETNES

5. 2 BREE B BRI HRE
BETUUERSTFHREN FTEIESXH TS MEXHE
WIASE9EE, XIBH0ZZE100%.

B

EXEEZRIFTERWEX FHEE . DR
ZNENRESS N nD

User

[Prompt]

{{prompt}}

(end of [Prompt])

[Student Essay]

{{content}}

(end of [Student Essay])

Assistant

\{{rank and score}}

/

Figure 14: Instruction for the method of simultaneous
generation. Contents to be filled are highlighted in red.



C Dataset Description

Idx #Prompt Num

1 The Impact of Smoking on Per- 1220
sonal Health and Public Interest

2 My Views on Gender-Specific 340

Classes
3 AJob Application Letter 495
4 Green Food and Hunger 1402
5  Views on "Euthanasia" 655
6  Reflections on "Three Monks 894
Have No Water to Drink"
7  The Person Who Influenced Me 643
the Most
8  How to Address the "Generation 778
Gap” Dataset Prompt #Essay AvgLen Range Diff
9  Parents as the First Teachers of 822 I 1220 355 40-100 5
Children 2 340 434 40-100 5
10 My Views on Pop Music 704 i 129052 323 ig:i 88 2
11 A Letter to My Parents 644 5 655 366 40-100 5
12 Athlete Salaries 36 HSK g 22;1 431?2 ig:}gg g
13 The Harm of Silent Environments 92 8 778 391 40-100 5
onthe Human Bods PR O
14 The Joys and Struggles of Learn- 198 11 644 403 40-100 S
ing Chinese 1 1783 427 2-12 1
15 One of My Holidays 294 : e o
16 Views on "Wives Returning 12 ASAP 4 1772 106 0-3 1
Home” o 0 13 o4 1
17 My Childhood 183 7 1569 206 0-30 1
18  The Ideal Way to Make Friends 228 8 723 725 0-60 1
;(9) ngF?(zhl:;ce Setbacks ;2; Table 13: Statistics of two datasets. #Essay represents
the number of essays. Avg Len represents the average
21 Why I Learn Chinese 107 number of words. Range represents the score range.
22 Gum and Environmental Sanita- 15 Diff represents the common difference.
tion
23 My Views on Divorce 67
24 My Favorite Book 42
25 On Effective Reading 70

Table 12: The prompts of the HSK dataset are displayed
as shown above, with the first 11 prompts utilized for
experimentation.
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~

Prompt
IRAEIT AR BRI ARFIESAI RN
Content

BHRE—NEMHE—ME, ELARGAEDR
JRRIABEIRR. XNERIRA RS S —
—BAKRH—EER. HL, KIRESHHERE
BlE, MESK/VFT. FURFERESXMNE
BUSCRRMEER S HBIAY—LLa)RR,
HENALEER "BEX" | MIIAEHSLEETF
SERIRERENEEY, THENFREREEM
PRI, iR BRERT |, EER "BEAE
EIRamE BEM " [BQ, EALELAR
1. ESLANHAREM(ITEemE, MEEELHE
HRTAARIRIE.,

LR, RIFHEXE "Bfx" REREAEE. Bt
EESCERIERR, IREXSARSEEE. (CJ+zhuy
EHC +syIA B, 1 ENRIZEEMDM]ATRIRNERT A
AR, EEXNIANER? ERAREREFTEE.
FRA—YismhFrnEF, BclREXBI ARSI,
SIREERIFIN,  XOZSRAFNE{C)-zxy YAl i
RF, NARBERRER SN —EE,
FRLABAINLZAE "BfE" ROMERX—EE, §
FHREEMOEESFb], REMIHBIEEETET
B. XEABEFREFNARENER{CDT).
Score

\80.0 y

Figure 15: The uncleaned sample essay from the HSK
Dataset, which contains flags for syntax errors.

D Other Experiments

We also conducted experiments on another Chi-
nese dataset called ACEA. The ACEA dataset con-
tains 1,220 exam essays written by Chinese middle
school students. Each essay is scored in four dimen-
sions: Topic, Organization, Language, and Logic.
The task involves determining the overall essay
score based on these four individual scores. We use
Vanilla fine-tuning mothod on Qwen2-7B-Instruct.
Results are shown as Table 14

Method Overall
CNN_LSTM_ att 0.416
MTL 0.436
XLNet 0.537
HMTS 0.630
Vanilla LLM 0.904

Table 14: Results on ACEA.

Because the data contains scores of four traits
that are highly related to the essay content, it can be
seen that LL.Ms can achieve extremely high result
when it has relevant information of content, which
plays a significant guiding role in the selection of
our base model
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Figure 16: The cleaned sample essay from the HSK
Dataset.




	Introduction
	Related Work
	Method
	Pairwise Ranking
	Essay Scoring

	Experimental Setup
	LLMs
	Datasets
	Implementation Details
	Comparing Methods

	Results and Analysis
	Main Results
	Upper Bound Analysis
	Ablation Study of Features
	Scorer Performance through Candidate Score Calibration
	Other Ranking and Scoring Combined Methods

	Conclusion
	Types of Features
	Instructions
	Dataset Description
	Other Experiments

