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Abstract

As the impact of large language models in-001
creases, understanding the moral values they002
encode becomes ever more important. Assess-003
ing moral values encoded in these models via004
direct prompting is challenging due to potential005
leakage of human norms into model training006
data, and their sensitivity to prompt formula-007
tion. Instead, we propose to use word associa-008
tions, which have been shown to reflect moral009
reasoning in humans, as low-level underlying010
representations to obtain a more robust picture011
of LLMs’ moral reasoning. We study moral dif-012
ferences in associations from western English-013
speaking communities and LLMs trained pre-014
dominantly on English data. First, we create015
a large dataset of LLM-generated word associ-016
ations, resembling an existing data set of hu-017
man word associations. Next, we propose a018
novel method to propagate moral values based019
on seed words derived from Moral Foundation020
Theory through the human and LLM-generated021
association graphs. Finally, we compare the re-022
sulting moral representations, highlighting de-023
tailed but systematic differences between moral024
values emerging from English speakers and025
LLM associations.1026

1 Introduction027

Large Language Models (LLMs) are trained on028

extensive corpora to learn linguistic patterns, con-029

textual nuances, and implicit elements of human030

values. As these models are increasingly deployed031

in real-world applications, concerns have arisen032

regarding their moral alignment with humans (Ji033

et al., 2024). Assessing moral alignment poses a034

complex challenge because it remains unclear how035

to quantify an LLM’s adherence to ethical prin-036

ciples and societal norms, given their next-token037

prediction nature (Scherrer et al., 2023) and their038

sensitivity to context and question framing, lead-039

ing to varied responses (Almeida et al., 2024; Nam040

1All code and data will be released upon acceptance.

Figure 1: An illustration of moral information propaga-
tion (colored nodes and arrows) through word associa-
tions (gray edges). Information is propagated from the
moral seed word ‘mother’ (∗). The right box contains
directly connected concepts with ‘mother’, while the
box on the left illustrates information flow to a more
distant area in the graph. Color reflects the inferred
moral intensity of a concept.

et al., 2024; Anagnostidis and Bulian, 2024). More- 041

over, the leakage of moral questionnaires into the 042

LLMs’ training data (Abdulhai et al., 2023; Dai 043

et al., 2024) raises questions about the genuineness 044

of their responses. 045

We present a framework for a more robust 046

comparison of morality in humans and LLMs, 047

focussing on moral values in western English- 048

speaking cultures given their prevalence in prior 049

research and LLM training data (Henrich et al., 050

2010). We address the limitations of existing meth- 051

ods that directly prompt LLMs with moral ques- 052

tionnaires, which has been shown to yield unreli- 053

able results (Almeida et al., 2024; Scherrer et al., 054

2023; Abdulhai et al., 2023). Instead, we mea- 055

sure the “mental lexicon” of LLMs using the well- 056

established psychological paradigm of word associ- 057

ations (Clark, 1970; Van Rensbergen et al., 2015), 058

see Figure 1. In a typical word association experi- 059

ment, participants are provided with a cue word and 060

tasked with generating spontaneous associations. 061

We pose the same task to LLMs to measure how 062

LLMs internally organize and relate concepts. Pre- 063

vious work (Ramezani and Xu, 2024) has shown 064

that moral values of English language speakers can 065

be reliably recovered from their word associations. 066
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Here, we compare moral values embedded in En-067

glish word associations from humans and LLMs,068

allowing for a more robust evaluation of LLMs’ im-069

plicit moral reasoning by avoiding the brittleness070

of direct prompting.071

Our methodological contributions are two-fold:072

first, we present metrics that ensure structural073

alignment of LLM- and human-generated word074

associations to ensure the robustness and reprod-075

ucability of our results. Secondly, we introduce a076

novel moral value propagation algorithm based on077

a random walk over the global association network078

and show that it leads to moral estimates that better079

correspond to human moral perception than previ-080

ous work (Ramezani and Xu, 2024) which operated081

on local sub-graphs.082

We identify general patterns of similarity and083

divergence between LLMs and human partici-084

pants,2 revealing that LLMs and humans align085

more closely for positive moral values compared086

to negative ones. Humans show greater emotional087

diversity and concreteness in their responses, while088

LLMs are less varied and more abstract. These089

findings provide critical insights into how LLMs090

process moral concepts differently from human par-091

ticipants, in the context of western Anglo-centric092

cultural norms.093

In summary, our contributions are as follows:094

• We are the first to explore moral alignment be-095

tween humans and LLMs through the lens of096

the mental lexicon, offering a novel approach097

to understanding moral alignment.098

• A framework to effectively extract multidi-099

mensional moral values from global word as-100

sociation networks, allowing for fine-grained101

evaluation.102

• A detailed comparison of human and LLM103

associations, including explanations for diver-104

gences along certain dimensions, such as fair-105

ness and sanctity, in terms of differences in106

graph structures and varying levels of con-107

creteness and emotionality of generated asso-108

ciations.109

2 Background110

Moral Foundation Theory (MFT; Graham et al.111

(2013)) is a widely-used framework that attempts to112

2For the rest of the paper, any comparison between humans
and LLMs refers to ‘English-speaking western cultures’ only.

explain human morality through five fundamental 113

and universal dimensions: Care, Fairness, Loyalty, 114

Authority, and Sanctity. Each dimension is char- 115

acterized on a scale from vice (-1) to virtue (+1). 116

The Moral Foundations Dictionary (Frimer et al., 117

2017) which assigns English words along this scale, 118

for each dimension and has been widely used to 119

assess morality in written text. While the origi- 120

nal dictionary was expert-created, follow-up work 121

crowd-sourced the extended MFD (eMFD; Hopp 122

et al. (2021)) resulting in a much larger and more 123

diverse set of terms associated with moral dimen- 124

sions. Recent work has re-visited the MFT and 125

proposed to split the fairness dimension into equal- 126

ity and proportionality to better capture distinct 127

justice motives (Atari et al., 2023). We acknowl- 128

edge that the exact definition of moral foundations 129

are under active research, however, will base our 130

work on the original MFT to directly compare with 131

relevant related work, and to be able to draw on its 132

linguistic resources (MFD and eMFD) to support 133

our study. 134

Mental lexicon for moral inference The Men- 135

tal Lexicon refers to the mental representations 136

and connections of word meanings that support 137

understanding and reasoning (Field, 1981). It is 138

often conceptualized as a semantic network, where 139

words are represented as nodes and weighted edges 140

reflect their degree of connectivity (Lowe, 1997; 141

De Deyne et al., 2016). The Word Association 142

Test can reveal mental connections by exposing 143

a participants to cues (e.g., volunteer) and asking 144

them for the first words that sprint to their mind 145

(e.g., help, kind or care). The obtained results 146

are turned into a word association graph with 147

cues and responses as nodes, and edge weights 148

indicating the number of participants produced a 149

cue-response pair. Prior work has shown that such 150

networks capture complex semantics more reliably 151

than direct text-based measures (De Deyne et al., 152

2020, 2021), including moral inference (Ramezani 153

and Xu, 2024). 154

Computational investigations of moral infer- 155

ence Moral Association Graphs (MAG) are cog- 156

nitively motivated models of human moral infer- 157

ence (Ramezani and Xu, 2024). Based on human- 158

generated word association networks, the extract 159

local undirected graphs for a given cue word, where 160

nodes are responses and edges are weighted by co- 161

occurrences. Selected responses are seeded with 162

ground truth moral values which are propagated 163
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Figure 2: Overview of our two-phase framework: (1) Collecting word association graphs from humans (WA-H) and
Llama (WA-L); (2) Propagating moral information through the word association graphs to obtain two global moral
networks (WA-H → GMN-H; WA-L → GMN-L), where red and blue nodes indicate words with negative and positive
inferred moral scores, respectively.

through the local network until convergence. MAG164

has been shown to be able to predict human moral165

values, however, MAG operates on local graphs166

centered around a single cue which prevents the167

model to make more complex, long distance in-168

teractions. We extend this idea to a global graph169

propagation framework where we propagate multi-170

dimensional moral associations corresponding to171

the five dimensions of MFT.172

Recent research has applied the word association173

test to LLMs and investigated similarities and dif-174

ferences to human-generated data sets. Abramski175

et al. (2024) found substantial overlap of node-176

pairs in the association graphs, but LLMs gener-177

ated significantly less diverse responses compared178

to humans, prompting us to explicitly assess re-179

sponse diversity in our experiments. Ramezani and180

Xu (2023) demonstrated that LLMs can capture181

moral norms when prompted directly. However,182

it remains unclear whether these moral norms are183

encoded in the internal representations of LLMs or184

are merely artifacts of the models’ training data.185

Ji et al. (2024) applied the widely-used Moral186

Foundations Questionnaire (Graham et al., 2009)187

to LLMs, comparing LLM and human responses.188

They found that LLMs exhibit a superficial under-189

standing of morality, predominantly characterized190

by phrases they have been exposed to during train-191

ing, which questions the reliability of their answers.192

Given their extensive human training data, LLMs193

are biased towards responses that are widely re-194

ported (Anagnostidis and Bulian, 2024; Scherrer195

et al., 2023). Additionally, enforcing a binary re-196

sponse (agree/disagree) prohibits to assess a more197

nuanced moral reasoning. In contrast, our work 198

probes for moral values indirectly by eliciting con- 199

ceptual associations from LLMs – a method that 200

has been shown effective to simulate human moral 201

reasoning (Ramezani and Xu, 2024). By reduc- 202

ing the influence of explicit prompting for moral 203

values, our approach minimizes contextual impact. 204

3 Framework Overview 205

We aim to (1) capture moral values encoded in 206

LLM representations and (2) compare them with 207

human values. We do so in a 3-step framework as 208

shown in Figure 2: First, we obtain spontaneous 209

responses for the same set of 12,000 cues from both 210

humans (using an existing data set from Deyne et al. 211

(2019)) and LLMs (by prompting with the same set 212

of cues and instructions; Section 4) and construct 213

one word association graphs from human data and 214

one from LLM data. Second, we initialize a ‘moral- 215

ity score’ for selected concepts from a ground truth 216

dataset based on MFT, and propagate this informa- 217

tion through the graphs, resulting in two Global 218

Moral Network (GMN, Section 5). This GMN en- 219

ables a comparative analysis of moral alignment 220

between humans and the LLM (Section 6). 221

3.1 Model and External Datasets 222

Model We used Llama-3.1-8B-Instruct (hence- 223

forth Llama) in all our experiments, a state-of-the- 224

art LLM trained over 15 trillion token and includ- 225

ing RLHF optimisation (Huang et al., 2024). It 226

was selected due to its performance, accessibil- 227

ity, and good trade-off between computational ef- 228

ficiency and scalability (Dubey et al., 2024; Guo 229
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et al., 2024).230

Human Word Associations We used the English231

Small World of Words data set (Deyne et al., 2019),232

which comprises responses from about 90k native233

English-speaking participants for over 12k cues.234

We refer to this data set as WA-H (Word Associ-235

ations - Human). Each cue was presented to 100236

participants, and each participant produced up to237

three responses, resulting in a diverse and represen-238

tative set of responses. Participants are primarily239

English speakers from the U.S. (50%), as well as240

the U.K., Canada, and Australia.241

Moral Foundations Dictionary 2.0242

(MFD, Frimer et al. (2017)) assigns selected words243

to one or more of the five dimensions of the MFT244

(Section 2). Each word is assigned a moral score245

of 1 if it relates to the dimension’s virtue, -1 if it246

aligns with its vice, and 0 if it is unrelated, leading247

to a hard assignment of words to moral dimensions.248

We use the MFD to identify moral seed words in249

the word association graphs, using the intersection250

of MFD and 12K cues in word association graphs,251

resulting in 626 moral seed words (out of 2,041).252

Extended Moral Foundations Dictionary253

(eMFD; (Hopp et al., 2021)) is the crowed-sourced254

extension of MFD which softly associates En-255

glish words with one or more of the five moral256

dimensions with a value between -1 (vice) and 1257

(virtue). Following Ramezani and Xu (2024) use258

the eMFD for evaluation and compare it against259

the morality scores predicted by our method over260

the intersection of eMFD and cues (2,186 out of261

3,270 terms).262

4 Eliciting Word Associations from LLMs263

Starting from human word association data set by264

Deyne et al. (2019) (henceforth, WA-H). Then we265

prompt Llama to obtain a comparable set of LLM-266

generated word associations which we also transfer267

into a separate graph (WA-L).268

4.1 Methods269

We prompted Llama to elicit associations with the270

12k cues underlying WA-H. LLM responses are271

known to be unstable with respect to changes in272

prompts, and changes in temperature. To address273

the former, we employ the exact same instructions274

as used in the WA-H data collections (full prompt275

in Appendix A) requesting Llama to generate up to276

three responses per cue, repeating this process 100277

times for each cue word. To ensure validity of our 278

results, we define two criteria for LLM-generated 279

associations: like large-scale human associations, 280

the overall patterns must be robust and not change 281

significantly should the data be re-collected; in 282

addition, responses should resemble the variability 283

(or diversity) observed in human associations. We 284

tune Llama’s temperature for these objectives. 285

Temperature tuning We measure variability as 286

the total number of distinct word types in Llama’s 287

responses over given set of cues. Robustness is 288

calculated by randomly splitting the responses for 289

each cue in WA-L into two halves and computing 290

the relative word association strength of each re- 291

sponse for a given cue in each half.3 The relia- 292

bility for a given cue is calculated by Spearman- 293

Brown split-half reliability rtotal =
2rhalf
1+rhalf

, where 294

rhalf represents the correlation between association 295

strengths in the two halves (Walker, 2006; Charter, 296

1996). We average rtotal over all selected cues. 297

Evaluating WA-L We evaluate the overlap of re- 298

sponses between WA-L and WA-H.4 We compute 299

precision at k of WA-L responses in the human- 300

produced association set for the same cue with 301

varying k. We also report average correlation of 302

association strength in WA-H and WA-L per cue.5 303

We include a baseline Word2Vec model which as- 304

sociates each cue with the k nearest neighbors in 305

an embedding space based on Google News 300- 306

dimensional embeddings (Mikolov et al., 2013). 307

4.2 Results 308

We tune the temperature based on a random subset 309

of 400 cues. Results in Figure 3 show that as the 310

temperature increases, Llama produces more varied 311

responses leading to an increase in diversity and 312

decrease in robustness, both of which approach 313

human values. We generate the full WA-L with the 314

identified optimal temperature of 2.1. 315

For the evaluation of our final WA-L we select 316

279 cues from the MFD, ensuring equal represen- 317

tation of verbs, adjectives, and nouns. We focus 318

3The relative word association strength of a response is
calculated as Strengthi =

fi
N

, where fi is the number of times
a response i appears in the cue, and N is the total number of
responses. This measures how strongly a particular response
is associated with the cue.

4In Appendix B, we also show a comparison between WA-
H and WA-L in terms of reliability.

5 1
n

∑n
i=1 cor(WSH(i),WSL(i)) where i is a cue word,

WSH(i) and WSL(i) are the human and LLM word associa-
tion strengths, respectively, for the intersection of responses
for cue i in WA-H and WA-L.
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Figure 3: Effect of temperature on differences in vari-
ability (blue) and reliability (red) between WA-L and
WA-H (0 is best).

on cues from the MFD to specifically assess agree-319

ment on this domain of interest. Figure 4 shows320

that WA-L almost perfectly agrees with the most321

frequent response for a moral cue (k = 1), with the322

precision slowly decreasing just below 80% agree-323

ment for the top 10 cues. Precision declines further324

as k increases, reflecting the divergence between325

Llama’s broader set of moral associations and WA-326

H responses. The Word2Vec baseline leads to no-327

ticeably worse precision, particularly for small k.328

Appendix C provides statistics for WA-H and WA-L.329

5 Global Moral Networks330

WA-H and WA-L reflect how words are intercon-331

nected in human and LLM representations, but do332

not inherently encode moral scores. We now prop-333

agate moral values through the WA-H and WA-L334

networks to predict moral associations scores of335

concepts with each of the five MFT dimensions.336

We propagate moral information separately through337

each network obtaining two Global Moral Net-338

works (GMN): GMN-H (propagated from WA-H)339

and GMN-L (propagated from WA-L).340

5.1 Moral Information Propagation341

Our word association graph G ∈ {WA-H, WA-L}342

consists of |n| nodes and |ϵ| edges, and we aim343

to assign a five-dimensional moral value vector344

to each node ci to obtain a GMN. We represent345

the moral values in a matrix F ∈ R|n|×5, where346

each row represents a cue word ci from G, and347

columns are the five moral dimensions. Initially,348

all elements in F0 are set to zero. We then initialize349

F0 with moral values by assigning each ci ∈ MFD350

its five associated moral values ∈ [−1, 1, 0] for351

vice, virtue and no association, respectively. This352

moral information is spread iteratively to the entire353

Figure 4: Precision@K for WA-L, and Word2Vec Asso-
ciations relative to WA-H. Shaded regions show standard
deviation over 50 runs. Correlation scores are noted.

graph using a random walk (Zhou et al., 2003; Du 354

et al., 2019): 355

Ft+1 = αSFt + (1− α)F0 , where

S = D− 1
2WD− 1

2 ∈ R|n|×|n| 356

W is the adjacency matrix of the word associa- 357

tion graph G, and the diagonal matrix D contains 358

the sum of the corresponding row values in W . 359

α ∈ (0, 1) is a hyperparameter that controls the 360

extent of propagation in the graph, with smaller val- 361

ues pulling the local connections closer to the initial 362

matrix F0. This process assigns a 5-dimensional 363

moral value to all words in the GMN.6 364

5.1.1 Experimental Setup 365

Optimizing alpha We use the portion of the 366

eMFD which is not used in evaluation, obtaining 367

277 words with eMFD labels and optimize the cor- 368

relation between predicted and eMFD moral values. 369

We find that GMN-H requires a smaller α=0.75 for 370

optimal performance, while GMN-L performs best 371

at α=0.9 (detailed in the Appendix D). A higher α 372

promotes stronger propagation, suggesting GMN-L 373

might be less efficient at transmitting information. 374

This is supported by graph statistics: the human 375

graph has a smaller diameter7 (3 vs. 4), higher 376

density (0.013 vs. 0.007), and higher connectivity 377

(114 vs. 77), indicating that information can dif- 378

fuse through it more easily (Taxidou and Fischer, 379

2014; Centola, 2010), hence needing a lower α for 380

effective propagation. 381

6Practically, we use the closed-form solution proposed
in Zhou et al. (2003) F ∗ = (I − αS)−1F0, where I is the
identity matrix.

7The length of the shortest path between the most distant
nodes.
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Moral Dimension MAG GMN-H GMN-L

Care (n = 1895) 0.29 0.47 0.46
Sanctity (n = 1893) 0.25 0.39 0.44
Fairness (n = 1514) 0.23 0.29 0.32
Authority (n = 1737) 0.21 0.19 0.25
Loyalty (n = 1714) 0.30 0.26 0.30

All (n = 8753) 0.20 0.28 0.29

Table 1: Correlation of predicted moral values against
the eMFD. MAG and GMN-H are run on the same un-
derlying graph (WA-H) while GMN-L ran on WA-L. n
indicates the number of concepts per dimension, and
overall. All correlations are statistically significant (p
≤ 0.01).

Evaluation Following the propagation process,382

we obtain moral scores across five dimensions for383

each of the 12,000 cues in both GMN-L and GMN-H.384

To assess the alignment of these moral scores with385

MFT, we measure the Spearman correlation be-386

tween our propagated scores and human-annotated387

moral scores in the eMFD. To measure the gen-388

eralizability of propagation on new concepts, we389

subtract the seed values from all nodes which were390

part of the MFD initialization. We compare against391

the state-of-the-art model MAG (Ramezani and392

Xu, 2024), which has been shown to outperform393

Word2Vec and GPT-3.5 on the same task.394

5.2 Results: Concept Morality Prediction395

Table 1 presents our experimental results. Overall,396

our propagated moral scores demonstrate higher397

correlation with human judgments than MAG. This398

stronger positive correlation highlights the effec-399

tiveness of global graph propagation, in contrast to400

MAG’s local, cue-specific graphs (see Section 2).401

We attribute this improved performance to the im-402

portance of multi-hop propagation over longer dis-403

tances in the network. For instance, our model ef-404

fectively captures the association between “mother”405

and “life” through intermediate concepts such as406

“birth”. This demonstrates how our model captures407

the nuanced relationships between seemingly dif-408

ferent concepts, reflecting a more comprehensive409

understanding of moral concepts.8410

Our two association graphs, GMN-L and GMN-411

H exhibit comparable overall correlation with the412

eMFD, but differ across individual dimensions,413

with the largest differences observed for sanctity414

and authority.9 This is interesting, as it indicates415

8Figure 1 shows an example of the propagation process.
9We assume that GMN-L exceeds GMN-H because both the

eMFD and LLMs like Llama are heavily based on text-based

where humans and LLMs diverge, however, it does 416

not explain why these differences exist. We next 417

qualitatively analyze these differences and uncover 418

systematic underlying factors. 419

6 Moral Alignment between Humans and 420

LLMs 421

After evaluating the reliability and robustness of 422

our framework, we proceed to assess moral align- 423

ment between GMN-H and GMN-L using propa- 424

gated values derived from our approach. 425

6.1 Cross-Dimensional Analysis 426

We start our analysis by investigating the moral 427

alignment between GMN-H and the GMN-L on the 428

overall moral perception on concepts. We calculate 429

each concept’s overall morality by summing its 430

moral scores across the five dimensions for both 431

positive (virtues) and negative (vices), then rank 432

the concepts accordingly. From these ranked lists, 433

we select representative samples and analyze their 434

responses within each moral dimension to observe 435

the patterns of GMN-H and GMN-L. Lastly, we 436

build local subgraphs for the top 50 negative words 437

in each dimension to understand propagation effi- 438

ciency using density and weighted average edge. 439

Results Table 2 presents the top positive and neg- 440

ative moral concepts for GMN-H and GMN-L. GMN- 441

H’s top negative concepts often relate to physically 442

or emotionally charged terms in the sanctity dimen- 443

sion (e.g., “disgusting”, “gross”), whereas GMN-L 444

focuses predominantly on social vices in the fair- 445

ness dimension (e.g., “betrayal”, “racism”). De- 446

spite these differences, both GMN-H and GMN-L 447

significantly overlap in top positive concepts which 448

refer to virtuous or religious concepts. In several in- 449

stances GMN-H and GMN-L moral scores diverged 450

in polarity such as “abortion”, “capitalist” (humans 451

more negative than Llama) or “plastic” (humans 452

more positive than Llama). 453

Why do the top negative concepts diverge be- 454

tween GMN-L and GMN-H? We inspected the 455

local graph topology around the most negative 456

GMN-L concepts (like “prejudice”, “racism” and 457

“discrimination”) and find a dense network10 of 458

abstract (thematic or causal) connections among 459

these terms (see full lists of associations in Ap- 460

knowledge while human associations reflect a broader range
for modality and experience, something we dig in to in the
following sections.

10These words often appear as top responses to each other.
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Negative Positive Different
GMN-H GMN-L GMN-H GMN-L GMN-L↑ GMN-H↓ GMN-L↓ GMN-H↑

disgusting betrayal church church abortion jail
traitor prejudice religion kindness immigrant air
vomit cheating God religion politician plastic
hurt disgusting priest priest capitalist Soviet
dirty discrimination holy prayer homosexual bees
pain dishonest religious bible commercial snob

Table 2: Comparison of top negative, positive, and most different concepts between GMN-L and GMN-H. Common
words are bolded. The Difference block shows concepts rated significantly more positive by the GMN-L compared to
GMN-H (left) and vice versa (right). Moral values for these concepts, along with other top 10 negative and positive
moral concepts, are provided in Appendix E.

Care Fairness Loyalty Authority Sanctity All
H L H L H L H L H L H L

# Moral Concepts 70 68 60 65 70 6941

Emotional responses (%) 72 61* 67 54* 69 54* 67 59* 69 58* 66 55*
Emotional intensity 4.24 4.1 3.71 3.77 3.8 3.82 3.78 4.10* 3.81 3.60* 3.30 3.17*

Concrete responses (%) 35 24* 24 12* 24 12* 29 16* 40 33* 42 36*
Concreteness score 3 2.7* 2.6 2.2* 2.5 2.3* 2.7 2.5* 3.2 3* 3.1 2.9*

Table 3: Average proportion of emotional responses and intensity (top), and concrete responses and concreteness
scores (bottom) in the top 50 negative cues from GMN-H (H) and GMN-L (L)-generated responses. The concepts are
associated with moral dimensions identified by both humans and the LLM. The comparison size of moral concepts
is the union of H and L from their respective top words. * indicates statistically significant differences (t-test;
p < 0.05). Significantly higher scores are bolded.

pendix F.1). These associations are reflective of461

systemic discussions captured in the model’s train-462

ing data (Fish and Syed, 2020; Baldwin, 2017; Dai463

et al., 2024; Zheng et al., 2023; Tjuatja et al., 2024;464

Dillion et al., 2023). In contrast, GMN-H associ-465

ations for the same concepts are more varied, of-466

ten influenced by individual sensory experiences467

and cultural context (Kostova and Radoynovska,468

2008; Son et al., 2014; Shin et al., 2018). For469

example, the term “prejudice” is frequently asso-470

ciated with culturally specific terms like “race” or471

“black” resulting in divergent semantic networks472

compared to GMN-L’s statistically driven associa-473

tions (e.g., “bigotry”). When considering negative474

physical or emotional concepts like “vomit” and475

“gross” GMN-H consistently involves synonymous476

terms, indicative of direct sensory or emotional ex-477

periences (Appendix F.1). In contrast, GMN-L still478

maintains a focus on causal relations. This discrep-479

ancy highlights a systematic qualitative difference480

between representations based on statistical word481

co-occurrence patterns (Kang and Choi, 2023) and482

the rich associations observed in humans reflecting483

their rich physical and emotional experience (Ji484

et al., 2024). This difference clearly persists in485

associations, although in the dialogue tasks that486

LLMs increasingly approach human capabilities. 487

In positive moral concepts, we observe that re- 488

sponses from both GMN-H and GMN-L to virtue- 489

related words often display synonymy or antonymy, 490

while religion-related terms exhibit various types of 491

meronymy (shown in Appendix F.2). Llama is pre- 492

dominantly trained on training data from Western 493

cultures, where religious concepts have a strong, 494

positive historical presence despite the declining in- 495

fluence of religion in many Western societies (Top- 496

kev, 2024; Halman and De Moor, 1994). This cul- 497

tural frameworks naturally lead to overlap in posi- 498

tive moral concepts between humans and llama.11 499

The quantitative analysis of subgraphs across 500

dimensions reveals several important findings (sta- 501

tistical details are provided in Appendix G). First, 502

the statistics suggest that moral words associated 503

with the fairness and sanctity dimensions in GMN- 504

L exhibit stronger propagation efficiency (higher 505

weighted average edge centrality) and are more 506

densely connected in the fairness dimension, lead- 507

ing to significant advantages in spreading moral 508

information (Taxidou and Fischer, 2014; Centola, 509

11In future work it will be interesting to examine this obser-
vation in LLMs trained on corpora from secular (e.g., China)
or non-Christian societies.
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2010).12 Moreover, GMN-L demonstrates notably510

stronger connections within other abstract dimen-511

sions such as loyalty and authority, with weighted512

degree centrality being two times higher than GMN-513

H, while the magnitude is similar in the care and514

sanctity dimensions. Finally, both propagation ef-515

ficiency and density decrease significantly when516

pruning the graph to retain only the top moral517

words for both GMN-H and GMN-L, suggesting that518

morally significant concepts across dimensions are519

highly interconnected and exhibit stronger propa-520

gation efficiency compared to less morally related521

concepts.522

6.2 Human moral associations are more523

emotional and concrete524

We identified systematic qualitative differences in525

the associations with morally negatively connotated526

cues (vices). Specifically, Llama associations with527

morally loaded words are more sterile with less528

emotion and a higher level of abstractness.529

Method We analyze emotionality in responses530

to the top 50 morally significant concepts across531

five moral dimensions. We obtain an emotion score532

for each response using the arousal norms from533

the VAD-norms (Warriner et al., 2013), a human-534

labeled emotion lexicon of over 13k English words535

and quantify the degree of emotions reflected in536

responses per cue using (a) the proportion of emo-537

tional responses among all responses and (b) their538

average emotional intensity. A response is con-539

sidered emotional if it is in the emotion lexicon.540

Emotional response intensity per concept was cal-541

culated by multiplying the emotional intensity of542

responses by their word association strength, then543

averaging these values for each moral dimension.544

The concreteness of responses was assessed using545

the Brysbaert et al. (2014) concreteness lexicon.546

Concepts with a score above 3.5 were considered547

concrete. The same set of concepts and compar-548

ison size from the emotion analysis was used to549

maintain consistency. We calculated concept-level550

concreteness analogously to emotional intensity.551

Results Table 3 shows that GMN-H contains552

significantly higher proportions of emotional re-553

sponses across all dimensions, with notably greater554

emotional intensity for sanctity. GMN-L exhibits555

12Even though the difference may not be significantly larger
than in other dimensions, these advantages could accumulate
across multiple metrics.

higher emotional intensity in the more abstract di- 556

mension of authority. 557

GMN-H also produces more concrete associates 558

than GMN-L. We observe (Appendix F.1) that GMN- 559

H often connected cues to real-life or physical ex- 560

periences (Kostova and Radoynovska, 2008; Son 561

et al., 2014; Shin et al., 2018), while Llama re- 562

lied on abstract associations from textual data (Ji 563

et al., 2024; Scherrer et al., 2023). Its statistical, 564

text-based nature limits its ability to replicate the 565

sensory-driven responses typical of humans, which 566

dominate the moral word associations, resulting in 567

overall lower concreteness scores (Dillion et al., 568

2023; Santurkar et al., 2023). 569

7 Conclusions 570

We presented a framework for detailed comparison 571

of moral associations in English-speaking, western 572

populations and LLMs. We presented a method to 573

elicit word associations from LLMs while ensuring 574

structural similarity to human responses. Broadly 575

speaking, the moral associations emerging from 576

Llama aligned with humans, and the moral per- 577

spectives could be uncovered through word asso- 578

ciations without direct prompting moral, mirror- 579

ing human performance. By employing a global 580

network approach, we captured the nuanced rela- 581

tionships between moral concepts. Notably, we 582

observed divergences between humans and LLMs 583

in top negative moral concepts. These differences 584

may stem from how moral concepts are processed. 585

Our results show that humans are sensory and expe- 586

rience driven, leading to associations that are more 587

grounded and emotional. In contrast, LLMs tend to 588

produce more abstract concepts and generally ex- 589

hibit lower emotional intensity than humans, partic- 590

ularly when comparing concepts related to physical 591

or mental states (e.g., in the sanctity dimension). 592

On the other hand, there is considerable alignment 593

in top positive moral concepts between humans and 594

LLMs, likely due to cultural frameworks, resulting 595

in humans prioritizing more abstract moral con- 596

cepts, which are easier for LLMs to capture. Over- 597

all, our findings indicate that while LLMs closely 598

mirror moral associations in English western cul- 599

tures in many respects, internal differences in how 600

humans and LLMs process information can lead to 601

divergences. Future work can apply our framework 602

across a wider range of models and to different cul- 603

tures, and link our findings to questions of human 604

and LLM model alignment. 605
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8 Limitations606

LLM Selection As our main focus is to explore607

the feasibility of automatically generating reliable608

large-scale word associations and comparing moral-609

ity alignment, we selected the recent representative610

Llama-3.1-8B model given its balance of perfor-611

mance and size in various NLP tasks. We acknowl-612

edge that different models might exhibit different613

behaviors. However, our study is designed as a614

proof of concept for a framework that is adapt-615

able to different language models. The proposed616

three-step framework—comprising word associa-617

tion generation, graph-based propagation of moral618

values, and comparative analysis—is not reliant on619

any specific LLM. Thus, the methods and insights620

developed in this study can be applied to other mod-621

els. While variations in outputs may arise, these622

differences reflect the inherent diversity of the mod-623

els being evaluated rather than any limitation of the624

framework itself. We leave the exploration of more625

large language models with varying sizes and types626

as future work.627

Cultural specificity Moral values vary across628

cultures (Atari et al., 2023) and our study only629

covers western, English-speaking cultures because630

both the human participants that generated WA-H631

as well as the training data for Llama3.1-8b pre-632

dominantly originates from this culture. We em-633

phasize this focus in our paper. However, human634

word association data sets exist for other countries,635

too (Deyne et al., 2019) and LLMs are currently636

developed in and adapted to many languages and637

communities. While we make no universal claims,638

we believe that our method enables cross-cultural639

studies in the future.640

Concept-Level Alignment Our study focuses on641

providing a framework to systematically evaluate642

the moral alignments between concepts in humans643

and LLMs. This approach is not directly applicable644

to assess morality alignment in broader contexts,645

such as sentences or documents, where the overall646

morality is complex to predict. However, the prop-647

agated moral scores for large-scale concepts can648

serve as basic, word-level scores, supporting future649

work on contextual moral inference.650
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A Word Association Test Instructions882

We used the following prompt to generate WA-L.883

884

System Prompt:885

Background: On average, an adult knows886

about 40,000 words, but what do these words887

mean to people like you and me? You can888

help scientists understand how meaning is or-889

ganized in our mental dictionary by playing890

the game of word associations. This game is891

easy: Just give the first three words that come892

to mind for a given cue word.893

Output Format: Output your response in the894

following format:895

response1, response2, response3896

Do not provide any additional context or897

explanations. Just the words as comma-898

separated values.899

User Prompt: Cue word: {keyword}900

901

The fixed system prompt positions the model902

as a human participant in a psychology experi-903

ment, requesting three word associations for a904

given cue word, formatted as comma-separated905

values without additional context. The exat same906

system prompt has been used to collecting human907

responses for WA-H. The {keyword} will be re-908

placed with actual cue words when generating word909

associations, and each cue will be prompted 100910

times.911

B WA-H and WA-L Reliability Test912

Figure 5 presents reliability test for WA-L and WA-913

H using the the Precision@K.914

WA-H refers to word associations produced by915

human participants, as detailed in Section 3.1. The916

figure compares precision@K for each internal half.917

Each line shows precision at different K values,918

with shaded regions representing standard devia-919

tion over 50 runs. Reliability values are noted920

C Graph Statistics921

Table 4 presents the overall graph statistics of WA-922

H and WA-L. Both graphs were prompted with the923

same 12,216 cue words.924

Compared to WA-H, WA-L has fewer edges,925

lower density, and lower average connectivity, but926

exhibits a slightly higher local clustering coefficient927

and a larger diameter, indicating more localized928

subgraph connections.929

Figure 5: Precision@K for WA-H and WA-L associa-
tions.

WA-H WA-L

Nodes 12,216 12,216
Edges Number 963,043 502,174
Density 0.013 0.007
Local Cluster 0.12 0.15
Max Connectivity 221 208
Min Connectivity 48 10
AVG Connectivity 114 77
SD Connectivity 21 23
Diameter 3 4

Table 4: A statistical overview of the global word asso-
ciation graphs in WA-H and WA-L.

D Optimizing Alpha 930

Figure 6 shows how the Spearman correlation 931

varies with different α values for both GMN-H and 932

GMN-L. 933

The GMN-L correlation reaches its peak at alpha 934

= 0.75, while the GMN-H correlation peaks at alpha 935

= 0.9. We used these respective optimal values in 936

Section 5 to propagate the moral values. 937

E Ranking Values 938

We present the top-ranked positive and negative 939

words that we used, as well as words with different 940

polarity in the Section 6 supplemented with their 941

overall morality score and dimensions. 942

The morality score is calculated as the sum of 943

scores across five dimensions after propagation. 944

Due to differences in word association responses 945

between LLMs and humans, the values produced 946

may not be directly comparable. To address this, 947

we applied median absolute deviation (MAD) nor- 948

malization post-aggregation to the sum scores for 949

12
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Figure 6: The Spearman correlation between the eMFD
and the propagated values for various values of α.

both LLMs and humans. This helps ensure con-950

sistency in comparisons across potentially skewed951

distributions and mitigating outliers, while still pre-952

serving the internal structure of the data.(Jain et al.,953

2005; Kappal, 2019).954

The moral dimension of a concept is the one955

with the highest score among the five dimensions.956

Denoting the dominant dimensions as 1: Care, 2:957

Fairness, 3: Loyalty, 4: Authority, 5: Sanctity.958

E.1 Top Negative959

GMN-H: disgusting(5): -28, traitor(3): -27,960

vomit(5): -27, hurt(1): -26, dirty(5): -26, pain(1):961

-25, bad(5): -25, thief(2): -24, gross(5): -24,962

sick(5): -24963

964

GMN-L: betrayal(2): -43, prejudice(2): -38, cheat-965

ing(2): -37, disgusting(2): -36, discrimination(2):966

-33, dishonest(2): -32, deception(2): -31, dishon-967

esty(2): -30, racism(2): -30, infidelity(3): -28968

E.2 Top Positive969

GMN-H: church(5): 62.03, religion(5): 52.71,970

God(5): 47.78, priest(5): 37.43, holy(5): 34.74,971

religious(5): 34.04, catholic(5): 33.01, kind(1):972

29.72, caring(1): 26.04, worship(4)(5): 25.72973

974

GMN-L: church(5): 52, kindness(1): 41, reli-975

gion(5): 40, priest(5): 36, prayer(5): 34, bible(5):976

34, faith(5): 34, family(3): 33, compassion(1): 32,977

holy(5): 30978

E.3 Difference979

Table 5 presents the concepts that we used in Ta-980

ble 2 (column Different), along with their domi-981

nant moral dimensions (using GMN-H as the stan-982

dard) and propagated moral scores from GMN-H 983

and GMN-L. 984

Word (Dimension) GMN-H GMN-L

Abortion (1,4) -0.45 1.5
Immigrant (4) -0.62 1.1
Politician (2) -6.6 6.5

Capitalist (3,4) -0.16 0.97
Homosexual (4,5) -0.55 1.03

Commercial (2,4,5) -0.42 0.52
Jail (4) 0.06 -3.15
Air (4) 1.09 -0.73

Plastic (4,5) 0.19 -1.25
Soviet (3) 2.27 -0.44
Bees (3,4) 0.23 -0.82
Snob (4) 1.15 -0.32

Table 5: Comparison of concepts with divergent moral
values from GMN-H and GMN-L.

F Response Analysis 985

For cue words in the Table 2, we provide the de- 986

tailed associations to understand how their moral 987

values are being captured by GMN-H and GMN-L. 988

We examine (a) the top frequent responses for each 989

cue word and in both GMN-H and GMN-L; and (b) 990

“top unique response”: a response that appears in 991

one graph (GMN-L or GMN-H) but does not appear 992

in the other. 993

F.1 Negative Response Analysis 994

Table 6 presents the associations for the top nega- 995

tive moral concepts in Table 2. 996

F.2 Positive Response Analysis 997

Table 7 presents the associations for the top positive 998

cues in Table 2. 999
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Cue Word Top Response Top Unique Response
GMN-H GMN-L GMN-H GMN-L

prejudice pride bias pride stereotypes
racism racism black biases
black discrimination race stereotyping
race bigotry racist bigoted

racism black prejudice black inequality
white discrimination white segregation
bad bigotry bad equality

prejudice inequality bigot pain
discrimination racism prejudice race stereotypes

race racism racist stereotyping
prejudice bias sexism equality

unfair inequality gender prejudices
vomit puke nausea gross stomachache

sick sickness spew queasy
gross stomach smell hangover
barf stomachache green poisoning

gross disgusting disgusting fat nauseating
nasty vomit net disgusted
ugly nauseating large queasy
fat revolting yuck nausea

Table 6: Comparison of the top 4 responses and top 4 unique responses between GMN-H and GMN-L for selected
cue words in top negative and divergent concepts, ranked based on frequency.

Cue Word Top Response Top Unique Response
GMN-H GMN-L GMN-H GMN-L

kind nice gentle type nurturing
type caring sort soft

gentle friendly happy charitable
sweet compassionate person warmth

caring love nurturing sharing supportive
loving loving nice motherly
kind kind giving selfless

sharing compassionate sweet emotional
church steeple altar catholic altar

religion priest synagogue minister
God sunday stone baptism
priest pews school service

priest church church father altar
catholic clergy black clergyman
father altar vicar chapel

religion minister pedophile vatican
religion God church cross beliefs

church faith war rituals
faith God atheism scripture

Christianity spirituality fear churches

Table 7: Comparison of the top 4 responses and top 4 unique responses between GMN-H and GMN-L for selected
cue words in top positive concepts, ranked based on frequency.
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G Quantitative analysis of graph property 1000

Figure 7 presents detailed the graph analysis we used in Section 6. 1001

Figure 7: Quantitative analysis of graph properties—density, local clustering coefficient (clustering coefficient),
weighted average edge (WAE), and weighted degree centrality (WDC)—was conducted across moral dimensions
for both GMN-H and GMN-L. Results are presented for pruned and non-pruned subgraphs, highlighting the effects
of pruning on propagation efficiency and network density. In pruned subgraphs, we keep only the top 50 negative
cues based on each dimension in the graph. In non-pruned subgraphs, the subgraph contains not only the top 50
negative cues but also each cue’s corresponding responses. WAE represents the average edge connection weight
between any two connected nodes in a graph, with higher WAE indicating a greater potential for moral information
transfer during propagation.
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