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ABSTRACT

This research explores the challenges and limitations of applying deep learning
models to the translation of scientific texts from English to Nigerian Pidgin, a
widely spoken but low-resource language in West Africa. Despite advancements
in machine translation, translating domain-specific content such as biological re-
search papers presents unique obstacles, including data scarcity, linguistic com-
plexity, and model generalization issues. We investigate the performance of Al
models, including Pidgin-UNMT, mt5-base model, AfriTeVa base, Afri-mt5 base
model and GPT 4.0 model through a comparative analysis using BLEU scores,
CHREF, TER, Africomet metrics on a newly created Eng-PidginBioData dataset
of biological texts. Our findings reveal significant gaps in model performance,
emphasizing the need for more domain-specific fine-tuning, improved dataset cre-
ation, and collaboration with native speakers to enhance translation accuracy. By
presenting real-world challenges encountered in applying deep learning to low-
resource languages this research suggests strategies to overcome these barriers.
Our study provides valuable insights into the persistent challenges faced by Al-
driven translation systems, from limited data to domain mismatches, and high-
lights ways to enhance their effectiveness for underrepresented languages. By
addressing these constraints, we offer actionable strategies for more inclusive and
impactful scientific knowledge dissemination.

1 INTRODUCTION

Nigeria Pidgin, a Creole language spoken widely by 75 million people in West Africa Kasraee
(2017), often serves as a bridge between different language speakers. It is also the 4th most spoken
language in Nigeria according to |Statista (2021). Despite its widespread use, scientific literature in
Nigerian Pidgin remains underrepresented, limiting access to critical knowledge by speakers of this
language. The translation of scientific literature is crucial for the dissemination of knowledge across
linguistic and cultural boundaries. However, scientific literature in Nigerian Pidgin remains an un-
derexplored area in Al research and academics. This study focuses on development of a translation
system for Nigerian Pidgin language based on biological research papers, shedding light on how
deep learning struggles to adapt to domain-specific and low-resource contexts.

Despite state-of-the-art performance in high-resource settings, Al-driven machine translation sys-
tems frequently fall short in low-resource scenarios. Data scarcity, contextual nuances, and scientific
terminology complexity combine to limit the performance of existing Neural Machine Translation
(NMT) models. In this paper, we explore machine translation in the domain of biological research
texts. Our contributions are as follows:

* Dataset Creation: We present Eng-PidginBioData, a domain-specific high quality
English-to-Pidgin parallel corpus focusing on biological research texts.
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¢ Comparative Analysis: We evaluate mt5 base, AfriTeVa base, Afri-mt5 base, Pidgin
UNMT and GPT 4.0 models using BLEU, TER, CHRF, Africomet scores metrics, high-
lighting performance gaps and unexpected failures.

* Insights & Strategies: We identify real-world challenges (limited data, cultural nuances,
scientific jargon) and propose practical interventions (domain adaptation, expanded cor-
pora, native speaker collaboration) to narrow the performance gap.

2 RELATED WORKS

Incorporating local languages into science education enhances comprehension, engagement, and
equity |Babaci-Wilhite| (2016). Despite progress in Neural Machine Translation (NMT), translation
models continue to face challenges in low-resource settings such as Nigerian Pidgin (pcm) due to
the scarcity of large-scale parallel corpora Nwafor (2022). A major breakthrough came with Pidgin-
UNMT Ogueji & Ahial (2019), which leveraged unsupervised learning techniques to train an NMT
system without parallel data, laying the foundation for Creole language translation research.

The Afri-mT5 model |Adelani et al.[ (2022), an adaptation of mT5 for African languages, demon-
strated limited performance on Nigerian Pidgin, primarily due to the dominance of French in its
training data. While studies suggest that fine-tuning with in-domain data enhances translation qual-
ity, Afri-mT5 remains constrained in technical domains. AfriTeVa|Oladipo et al.| (2023)) advanced
African NLP but underperformed in Nigerian Pidgin MT, largely due to the absence of a dedicated
Pidgin corpus.

Cheetah |Adebara et al.| (2024), which supports 517 African languages, achieved a BLEU score of
32.64 for English-to-Pidgin MT but lacked domain-specific optimization. Its successor, Toucan
Elmadany et al.| (2024), was fine-tuned on AfroLingu-MT, Africa’s largest MT benchmark. While
effective for general Nigerian Pidgin translation, it still requires fine-tuning for specialized domains
such as biomedical, technical, and legal texts.

3 METHODOLOGY

3.1 DATASET

The Nigerian Pidgin dataset used in this study was meticulously curated by scraping open-sourced
English biological research papers. To maintain privacy, the authors’ names were removed from
the scraped data through an anonymization process. This corpus was then segmented into 2,300
sentences, forming the foundational dataset for translation. These sentences were then translated
manually into Nigerian Pidgin. To ensure linguistic accuracy and cultural relevance, these trans-
lations underwent a manual correction process by human annotators proficient in Nigerian Pidgin.
This dual-step translation process aimed to refine the quality of the dataset, making it a reliable
benchmark for evaluating machine translation models. This dataset is called Eng-PidginBioData.

Split | Size | TTR (English) | TTR (Pidgin)
Train | 1380 16.6378 11.9739
Dev | 460 27.5226 19.1845
Test | 460 28.4705 20.0848

Table 1: Type-Token Ratio (TTR) for English and Pidgin on Eng-PidginBioData

To assess the linguistic richness and diversity of the curated dataset Eng-PidginBioData, we com-
puted the Type-Token Ratio (TTR) for both English and Nigerian Pidgin text across the training,
development, and test splits. The results show that TTR values are consistently lower in Nigerian
Pidgin compared to English, reflecting Pidgin’s characteristic reliance on a smaller, more flexible
vocabulary with frequent code-switching and word reuse. Specifically, in the training set, TTR for
English is 16.64, whereas Nigerian Pidgin has a lower TTR of 11.97, suggesting that Pidgin exhibits
more lexical repetition. Similarly, in the development and test sets, TTR values for English (27.52
and 28.47) remain higher than for Pidgin (19.18 and 20.08), reinforcing this pattern.
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3.2 MODEL FINE-TUNING

The Eng-PidginBioData dataset was used to fine-tune existing machine translation models. The
models includes: Pidgin-UNMT 220M parameters, Ogueji & Ahial (2019), mt5 base S80M pa-
rameters Raffel et al. (2023), AfriTeVa base 229M parameters |Oladipo et al.| (2023), Afri-mtS
base 580M parameters Adelani et al.|(2022)

A uniform set of hyperparameters was used to ensure consistency across all models. Specifically,
a learning rate of 2e-5 was employed with AdamW optimization, and a batch size of 4 was used.
Additionally, a maximum sequence length of 256 tokens was maintained throughout training. These
hyperparameter choices align with findings from Nag et al.|(2024), who demonstrated the effective-
ness of low learning rates in fine-tuning transformer models for low-resource languages.

3.3 ANALYSIS

Model BLEU TER CHRF AfriComet
(pcm (en — | (pcm (en — | (pcm (en — | (pcm (en —
— en) pcm) — en) pcm) — en) pcm) — en) pcm)

Afri-mt5- 34.43 23.37 43.30 66.09 63.78 43.46 0.56 0.42

base

AfriTeVa- 18.47 25.55 63.40 53.03 50.84 59.05 0.41 0.51

base

Pidgin- 52.10 30.34 22.02 41.36 82.04 67.29 0.73 0.70

UNMT-

base

mtS-base 38.90 35.02 43.28 37.88 63.95 66.72 0.56 0.62

Table 2: Translation performance across different models. Nigerian Pidgin (pcm), English (eng).

Model BLEU TER CHRF AfriComet
GPT4.0 3764 5136 61.84 0.72

Table 3: Evaluation of GPT-4.0 on the Eng-PidginBioData dataset.

The table presents the evaluation of various machine translation models on the Eng-PidginBioData
dataset, incorporating BLEU, Translation Error Rate (TER), CHRF, and AfriComet metrics to assess
their translation accuracy, fluency, and semantic preservation. The results highlight significant dis-
parities in performance across the evaluated models, particularly in their ability to translate between
English and Nigerian Pidgin. Pidgin-UNMT emerged as the most effective model, achieving the
highest BLEU score (52.10) for Pidgin-to-English (pcm-eng) translation, the lowest TER (22.02),
and the highest CHRF (82.04). These results confirm that Pidgin-UNMT is best suited for translating
Nigerian Pidgin to English, producing fluent, accurate, and semantically aligned translations with
minimal errors. However, for English-to-Pidgin translation, Pidgin-UNMT’s performance dropped
significantly (BLEU: 36.98, TER: 41.36), indicating difficulties in generating high-quality Nigerian
Pidgin text from English scientific content. mT5-base demonstrated a relatively balanced perfor-
mance across both translation directions, scoring BLEU 38.90 and 35.02. While it performed better
than Afri-mT5 and AfriTeVa, its high TER values (43.28 pcm — en, 37.88 en — pcm) suggest that
its translations require substantial post-editing. The model’s CHRF and AfriComet scores indicate
that it captures character-level fluency but struggles with precise meaning preservation, particularly
for domain-specific terms. Afri-mT5-base exhibited the weakest performance overall, particularly
in English-to-Pidgin translation, with a BLEU score of just 23.37 and the highest TER (66.09), indi-
cating a severe misalignment with reference translations. The CHRF score (43.46) and AfriComet
score (0.42) further confirm its inability to generate meaningful Nigerian Pidgin translations. De-
spite being an adaptation of mT5 for African languages, Afri-mTS5 still underperformed significantly,
suggesting that it lacks sufficient exposure to Nigerian Pidgin training data and does not fully capture
the linguistic structure of Nigerian Pidgin. AfriTeVa, while slightly better than Afri-mT?3, still strug-
gled with fluency and accuracy in Nigerian Pidgin translation. It achieved a BLEU score of 25.55
for en — pcm, significantly lower than Pidgin-UNMT (36.98) and mT5-base (35.02). However, it
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outperformed Afri-mT5 in CHRF (59.05 vs. 43.46) and had a lower TER (53.03 vs. 66.09), sug-
gesting that its broader exposure to African languages provided some advantages, though it remains
suboptimal for Nigerian Pidgin translation. The TER values across all models for en — pcm confirm
that translating into Nigerian Pidgin is significantly more challenging than translating into English.
The flexible, informal, and code-mixed nature of Nigerian Pidgin likely contributes to this difficulty,
as models struggle with generating fluent and contextually appropriate translations. Future improve-
ments should focus on fine-tuning models with larger, domain-specific corpora and exploring hybrid
approaches that combine the strengths of Pidgin-UNMT with the adaptability of multilingual mod-
els like mT5-base. Based on the results in Table 3, GPT-4.0 demonstrates greater fluency than other
models on the Eng-PidginBioData dataset, as reflected in its high BLEU score. Howeyver, its ele-
vated TER score highlights challenges in scientific accuracy, necessitating extensive post-editing.
While the model effectively preserves general meaning, its translation of technical terms requires
improvement. Future research should focus on fine-tuning GPT-4.0 with a larger, domain-specific
Nigerian Pidgin corpus to enhance its precision. A hybrid approach that integrates GPT-4.0 with
a domain-adapted model could help address accuracy gaps. Additionally, incorporating human-in-
the-loop evaluation and post-editing workflows would further enhance translation quality, ensuring
that scientific texts remain both accessible and reliable for Nigerian Pidgin speakers.

3.4 CHALLENGES AND INSIGHTS

One of the major challenges encountered in this study was the lack of large-scale, high-quality
parallel corpora for Nigerian Pidgin, particularly in the biological domains. The absence of well-
structured datasets made it necessary to curate domain-specific data manually, a process that in-
volved scraping, translating, and manually editing scientific texts. This data limitation directly im-
pacted the fine-tuning efficiency of the models, as they lacked extensive Nigerian Pidgin text expo-
sure during pretraining. A key observation from this study is the significant disparity in performance
between Pidgin-specific models and adapted multilingual models. Afrimt5, despite being an African
language adaptation of mmt5, struggled with fluency and accuracy, achieving a high TER (66.09)
and lower CHRF (43.46) than AfriTeVa. These results suggest that African multilingual models
require additional domain adaptation to effectively translate scientific texts into Nigerian Pidgin.
Another observation during evaluation was that Nigerian Pidgin translations frequently mixed En-
glish words where no direct Pidgin equivalent existed. While this is common in Nigerian Pidgin
usage, it posed a challenge for evaluation metrics such as BLEU, which struggle with code-mixed
sentences. The lack of a standardized Nigerian Pidgin orthography further complicated model eval-
uation, as multiple valid translations could exist for the same phrase, leading to inconsistencies in
scoring. Future models should incorporate context-aware embeddings and specialized tokenization
strategies to handle code-switching more effectively. Also, while automatic metrics provided in-
sights into model performance, the study lacked real-time human feedback loops to assess fluency,
coherence, and cultural relevance. Incorporating human evaluators for post-editing and ranking
translations could further refine the models. To enhance translation quality, future research should
focus on expanding the dataset with domain-specific glossaries, fine-tuning models with a larger
Nigerian Pidgin scientific corpus, and incorporating transfer learning techniques. Also, introducing
human-in-the-loop translation validation for refining Nigerian Pidgin translations in real-world ap-
plications could further improve scientific text translation accuracy, ensuring that Pidgin speakers
can access critical information in education, and research.

3.5 CONCLUSION

This study assessed fine-tuned machine translation models for Nigerian Pidgin in the scientific do-
main, highlighting the strengths and limitations of multilingual and African language-adapted mod-
els. Pidgin-UNMT emerged as the most effective for pcm-eng (BLEU: 30.34, AfriComet: 0.71),
while mmt5 performed poorly (BLEU: 0.03), emphasizing the need for targeted fine-tuning on low-
resource languages. While AfrimtS and AfriTeVa showed improvements through adaptation, they
struggled with fluency, semantic adequacy, and technical terms. High TER scores and evaluation
challenges from code-switching and non-standardized orthography further highlight the limitations
of current automatic metrics. Future research should explore hybrid models, context-aware embed-
dings, and expanded datasets to enhance scientific Nigerian Pidgin translation. Addressing these
challenges will improve machine translation for scientific literacy, education, and accessibility for
Nigerian Pidgin speakers.
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