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ABSTRACT

In the quantized network, its gradient shows vanishing except for non-
differentiable points. The network thus cannot be learned by the standard back-
propagation, so that an alternative approach called Straight Through Estimator
(STE), which replaces the part of the gradient with a simple differentiable func-
tion, is used. While STE is known to work well for learning the quantized network
empirically, it has not been established theoretically. A recent study by Yin et al.
(2019) has provided theoretical support for STE. However, its justification is still
limited to the model in the one-hidden layer network with the binary activation
where Gaussian generates the input data, and the true labels are output from the
teacher network with the same binary network architecture. In this paper, we dis-
cuss the effectiveness of STEs in more general situations without assuming the
shape of the input distribution and the labels. By considering the scale symmetry
of the network and specific properties of the STEs, we find that STE with clipped
Relu is superior to STEs with identity function and vanilla Relu. The clipped
Relu STE, which breaks the scale symmetry, may pick up one of the local minima
degenerated in scales, while the identity STE and vanilla Relu STE, which keep
the scale symmetry, may not pick it up. To confirm this observation, we further
present an analysis of a simple misspecified model as an example. We find that
all the stationary points are identical with the vanishing points of the cRelu STE
gradient, while some of them are not identical with the vanishing points of the
identity and Relu STE. Finally we have numerically confirmed the observation
for the mixture Gaussian model with various teacher network.

1 INTRODUCTION

Quantization of the weights and the activations is a promising technique to save the memory and
accelerate the inference speed in deep neural networks (DNNs) which have been getting wider and
deeper in recent years. There are two main approaches of the quantization for DNNs (Krishnamoor-
thi| (2018)): Post-training quantization (PTQ) and quantization-aware training (QAT). In the PTQ,
the pre-trained networks are simply quantized without re-training the model. This approach allows
us to achieve the nearly floating point accuracy at 8-bits, while below 8-bits, this results in significant
accuracy degradation. Although there have been recent attempts to alleviate the accuracy degrada-
tion in PTQ (Banner et al.|(2018); |Choukroun et al.| (2019); Zhao et al.|(2019); Kryzhanovskiy et al.
(2021)), the QAT, where the quantized weights and activations are trained (e.g.,|Zhou et al.|(2016);
Hubara et al.| (2017); Rastegari et al.|(2016))), usually leads to better accuracy.

The difficulty in QAT is that the weights and the activations are discretized, and intrinsically non-
differentiable. If we take the derivatives forcibly, they either vanish or diverge. To avoid this prob-
lem, we replace them with the derivatives of some differentiable function in the backward pass only,
called the Straight-Through Estimator (STE) (Hinton et al.| (2012); [Bengio et al.[(2013)). Since the
replacement leads to bias, it is not always possible to learn the network successfully. However this
approach can be applied to the low bits below 8-bits with tolerable accuracy degradation (Zhou et al.
(2016); |Chot et al.| (2018)); [Esser et al.[(2019); Bhalgat et al.|(2020)).
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Originally, STE was introduced as the replacement with the derivative of the identity function by
Hinton et al.[(2012). Later, the term ”STE” has been extensively used as the replacement with vari-
ous functions. In the binary network, [Bengio et al.|(2013) studied the replacement with the derivative
of sigmoid function as well as the original STE, and [Hubara et al|(2017) used the derivative of the
identity function clipped in the region of |z| < 1. In low-bits network, [Zhou et al.| (2016) used the
quantized gradient after the replacement with the identity function, and (Chot et al.| (2018), [Esser
et al.|(2019), and |Bhalgat et al.|(2020) used the the derivative of the clipped Relu (cRelu) for leaning
the step size.

1.1 MAIN CONTRIBUTION

In this paper, we refer to the proxy of the gradient as the STE gradient ﬂ Although STE has been
much success in training quantized DNNs empirically, the theoretical justification is very limited to
the specific situations. It also remains unclear what differentiable functions should be used for the
STE gradient. Our aim is to shed light on a new factor to determine the functions.

Without assuming the shape of the input distribution and the loss function, we first discuss the
properties of the three STEs, identity STE, Relu STE, and cRelu STE in one-hidden-layer network
with binary activation from the perspective of the intrinsic symmetry. We find that because the
identity STE and Relu STE keep the scale symmetry, the STE gradients should be zero for any scale
to converge to the true (local) minimum of the loss function, while in the case of the cRelu STE,
which breaks the scale symmetry, even if its gradient is not zero at the minimum at some scale and
it becomes zero at other scale, the cRelu STE converges to the minimum. Therefore, the back-
propagation using the cRelu STE is most likely to converge to the minimum of the loss function
among three STEs. This result reveals differences between Relu STE and cRelu STE, which could
not be found in the models by |Yin et al.[(2019) and |Long et al.| (2021)).

Recently, [Kunin et al.| (2020) discussed the symmetry embedded in non-quantized neural networks,
and the effect of its breaking such as the discretization, the weight decay, and the stochasticity during
training. We discuss the new effect of breaking symmetry by the proxy of the gradient in training
the quantized neural networks.

Next, to confirm this observation, we have studied a similar model of the Gaussian input as discussed
in |Yin et al| (2019) as an example. We have employed a misspecified model suitable for most
practical situations. Unlike the previous study, the true labels are presumed to be generated by the
non-quantized network architecture. Consequently, we find that ignoring the scale degeneracy for
the weight in front of the activation, all the stationary points are identical with the vanishing points
in the cRelu STE gradient, while some of them are not identical with the vanishing points in the
identity and the Relu STE gradients. In particular, at the global minimum point, both identity and
Relu STE gradients do not vanish. Finally, to confirm it in more general case, we have numerically
studied the model of the mixture Gaussian input.

1.2 RELATED WORKS

Recently, there have been a few theoretical studies on the justification of the STEs. [Shekhovtsov &
Yanush| (2020) derived STE by the linearization of their proposed estimator in a stochastic binary
deep network where the noises are injected before the binary activation to be a smooth network.
Cheng et al| (2019) argued that STE can be interpreted as a projected Wasserstein gradient flow
under certain conditions. |Yin et al.|(2019) that inspired our study examined which of the three
STE’s, identity STE, Relu STE, and cRelu STE, converges to the true minimum in one-hidden-
layer network with binarized activation and Gaussian input data. They clarified that if the labels
are obtained from a teacher network of the same architecture (Du et al.| (2018)), all the three STEs
show the non-negative correlation with the population gradient, but only the identity STE gradient
does not become zero in a local minimum. This indicates that the back-propagation using either
Relu STE or cRelu STE may convergence to the local minimum, while it is impossible to show
the convergence to the local minimum using the identity STE. Furthermore, they showed that all
the three STEs gradients vanish at the global minimum, indicating that they may achieve the global
minimum independent of the choice of the STE, if we start with an appropriate initial value.

"t is called “coarse” gradient in|Yin et al.|(2019).
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Very recently, [Long et al.| (2021) have discussed the justification of a class of STEs with certain
monotonicity, which generalizes the Relu STE, in one-hidden-layer network for the hinge loss,
claiming that the STE gradients vanish at the global minimum.

1.3 NOTATIONS
|| denotes the Euclidean norm of a vector. A capital letter in bold denotes the matrix, e.g., Z, and
its component is given by the letter with lower indices, e.g., Z;;. A small letter in bold denotes the

vector, e.g., g, and its component is given by the letter with lower indices, e.g., g;. Ipxm is the
m X m identity matrix, and 1,, is the m-dimensional vector of all ones.

2 GENERAL DISCUSSION ON STES IN ONE-HIDDEN LAYER CNN WITH
BINARY ACTIVATION

2.1 PRELIMINARIES

The one-hidden layer convolutional neural network with a binary activation function is realized as

y(Z,v,w) = v o(Zw) sz ZZUw] €))
where o (+) is the step function,
1 x>0,
o(x) = { 0 z<o, )

Z € R™*™ is constructed by deividing the input data, e.g. an image, into m patches with size n,
and w € R™ and v € R™ are the trainable weights, i.e. kernels, in the first and second layers,
respectively (Du et al.[(2018)). We assume that Z is generated by a continuous distribution P(Z).
Due to the property of the step function, the network is invariant under the scale transformation for
w, w — kw (k> 0).

Using the loss for each sample, ¢ (y(v, w, Z);y*) with y* being the labels generated by the true
distribution ¢(y*| Z), we can express the population loss function as

L(v,w;y") = Ez [((y(v,w, Z);y")]. 3)

2.2 BACK-PROPAGATION AND STE GRADIENTS

The gradients of the loss for each sample w.r.t v and w can be formally expressed as

o _otoy _ o

Ziiw; 4

O, 8y Ov; ya(zj: i), “)
ol Ox;

8w] Z O0x; Ow; Z 7% ]Z G | i ©)

where z; = o(3_; Z;jw;) and we used the property that the derivative of the step function is Dirac’s

delta function, do(z)/dz = §(z). The gradient w.r.t v can be utilized for learning the network, while
it is impossible to use the gradient w.r.t w due to the presence of the delta function. Remarkably,
both population gradients w.r.t v and w are smooth functions due to its average over the continuous

distribution,
Ez [81}1] / HdZ” {Zﬂj/})%a(zlmo, ©6)

]EZ{(%] |Zvawzﬂfo)

ow;

; )

5 5 5 or o
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k/
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where we used the orthogonal transformation, sz;’ = Z O,i, G Ligry ZLijr = Zk, (9};, /ZW with
Ol y = wj/|w|and (’)k, /Ol, . = O ;7. We can easily see that the gradient w.r.t. w does not

/4

have the component in w-direction, > jwikz {%} = 0. Its vanishing originally follows from

the scale symmetry of the network: Because the loss has the scale symmetry, its gradient in the
w-direction is obviously zero.

Instead of the population gradient, we use the STE in practice, which replaces the delta function
with the derivative of some differentiable function pgTg, to train the kernel w,

oY

QJSTE(anaZ)E @UiﬂéTE ZZij’wj’ Zij- ®)
j/

We consider three types of pstg(z): (i) the identity type pustr(xz) = x, (ii) vanilla ReLU type
uste(z) = zo(z) and (iii) the cReLU type pustr(z) = xo(x)o(r — ) with the upper clipping
value r. The surrogate back-propagation using the STE is described in Algorithm [I] (Yin et al.
(2019)).

Algorithm 1 Surrogate back-propagation using STE for learning one-hidden-layer CNN.

Input: initialization v° € R™, w® € R™, learning rate 7.
forth,l,,.. do
t+1 _ v _ WEZ [
w!tl = w! —nEyz
end for

(v',w'; Z)]

oL
ov
[ TE’U ,wt Z)]

The average of the STE gradients over the input data is also expressed as

Ez [ STE<U7w;Zﬂ = Z/dZm’STE (Zl\w\) Fij(v,'w72i1). ©)]

Note that in general, the STE gradients have the non-zero component in the w-direction due to their
partial collapse of the form of the gradient, -, w;Ez [¢f"" (v, w; Z)] # 0.

It is obvious from Eq.(9) that the only difference between the STE gradients with the identity func-
tion, Relu, and cRelu is the region of the integration over Z;1,

EZ [gg\(v~w Z)] = Z/ dZilFij(’Ua w, Zil): (10)
- R
where A = id, Relu, cRelu, and the integration reigion R 4 are given as Rig = (—o00,+00),
RRelu - [O~ +OC)~ and RCRelu - [0 ‘Im}

Following the scale invariance of Fj;(v,w, Z) for w, Fj (v, kw, Zin) = Fyj(v,w, Zin) (k >
0), the STE gradients have the following interesting features:

1. The identity and Relu STE gradients have scale invariance for w,
Ez [o/"" (v, kw; 2)] = Bz [g/"" (v, w; 2)] . (1n)

2. The cRelu STE gradient does not have scale invariance for w due to the clipping effect,
Ez [gf"" (v, kw,r; Z)] # Ez [¢f""" (v, w,7; Z)] | (12)

where we have explicitly shown the dependence of the upper clipping value 7.

3. Instead, the scale transformation of w for the cRelu STE gradient can be compensated by
that of 7:

E, [ijClu('v,'w,kT; Z)] Ez [ CRC]“('U w/k,r; Z)} (13)
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If we take kr with fixed r large enough to cover most of the distribution P(Z), the left-hand
side is identical with the Relu STE gradient. Here we define the spread of the distribution
as p. When we redefine w/k as w on the right hand, the cRelu STE gradient for |w| < r/p
is approximately identical with the Relu STE gradient,

Ey [g;?Rel“(v,w,r; Z)] ~Ez [g?elu(v_/w; Z)] for "UJ‘ < 7“/,0 (14)

This result is intuitively obvious: when w is small enough to keep most of the pre-activation
values in the clipped range, the cRelu gradient and the Relu gradient are approximately
identical.

The important issue is that there is no guarantee that the weights obtained by the STE back-
propagation are the ones at the (local) minimum of the loss function. In other words, at the stationary
points, (v, w) = (vs, ws), defined as the vanishing points of the population gradient,

or

Vi

Ez (v:vs,w:ws)} =0, Ez [ﬁ(v:vs,'w:ws) =0, (15)

6wj
the STE gradient is not zero in general. Here we consider the local minimum point that the STE
gradient does not vanish,

Ez [¢5"" (vs, ws; Z)] # 0. (16)

Note that (v,w) = (vs, kw,) for any k& > 0 is also the local minimum point due to the scale
invariance of the loss. In the case of the Relu/identity STEs, their gradient has the same finite value
for any scales due to the scale invariance shown in Eq.(TI),

Bz [o/"" (v, kwy; 2)| = Bz [/ (v, w,: 2)] #0. a7)

In the case of the cRelu STE, however, the value of its gradient changes as the scale changes due to
the breaking of the scale symmetry shown in Eq.(T2). If it crosses zero as a function of scale,

EZ [g;fREIII ('Us: kOwsy r Z)] = 0 for some ko’ (1 8)

the back propagation using cRelu STE can converge at the local minimum as was done by using
the population gradient. Therefore, we conjecture that due to breaking scale symmetry, the back-
propagation using cRelu STE is the most likely to achieve the (local) minimum of the loss function
in the three STEs. This also implies that the cRelu STE is less biased than the other. We confirm
the conjecture analytically for the Gaussian input with Relu-type teacher network in Sec[3] and
numerically for the mixture Gaussian input with various teacher network in Sec. [

Since the above discussion is focused only on symmetry, the conjecture can be generalized to net-
works with more symmetries in a straightforward way. In that case, if we employ an STE that breaks
all of those symmetries instead of cRelu STE, it is more likely to achieve the minimum.

The similar mechanism can be also found in physical phenomena. For instance, this is the case of
the ferromagnet, which has rotational symmetry in energy (or Hamiltonian). In the system, if we
impose the magnetic field, which breaks the rotational symmetry, the spin states, corresponding to
minimum points, become aligned with the same direction.

3 ONE-HIDDEN LAYER CNN WITH BINARY ACTIVATION: GAUSSIAN INPUT
AND LABELS GENERATED BY NON-QUANTIZED RELU NETWORK

We consider the simple model similar to (2019) given by the Gaussian input with
z

mn i j
: 52 _ 1 =i o :
the variance 6¢,Z ~ P(Z) = (JT?) e~ 21357 We use the squared loss function,

((y(v,w, Z);y* (v, w*, Z)) = L (y— y*)? . Unlike in (2019), the true labels are as-

sumed to be generated by the non-quantized Relu network,

y*(v*,w*7 Z) = Z’U;—kfRelu Z wa; s (19)
i J
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with the Relu activation defined as freiu (z) = zo ().

Note that the models are misspecified, i.e., the population loss cannnot be zero even at the global
minimum. In fact, it is inferred from the accuracy degradation in most practical situations (Hubara
et al.[(2017)) that the binary networks are considered as misspecified models. On the other hand, if
the true labels are generated by the same binarized architecture as was used in|Yin et al.|(2019), the
network becomes a specified model.

As shown below, this misspecified model leads to a more striking difference between three STEs
than the specified model. Particularly, the behaviors of three STE gradients at the global minimum
are completely different from each other.

3.1 POPULATION LOSS, ITS GRADIENT AND STATIONARY POINTS
The population loss L(v, w; v*, w™*) is derived in Appendix as
L(v,w;v",w*) = Ez [{(v,w, Z;v", w")]

= évT (Ime + lmlfl) v — %UT (cos Ol xm + lmlﬁ) v

2
+ Z—F|w*|2v*T (7 = D + 117 v* (20)

where ¢ is the angle between w™ and w. Note that the loss is scale invariant for w, and thus its
derivative satisfies e, % = 0. The stationary points are given by

oL 26 |w*| 1—cosyp T
0 uv= Loxm + ——1,1,, 21
v YT e <C°W S @y
oL _ 0 viv" =00rp=00r¢p= (22)
ow B v e

where we used (I, xm + lmlﬁ)71 = Lnxm — g Im 17

There are three stationary points E| as classified in Appendix

_ 26|w”|

e (cos<pIm><m + 1m°fl*01 17 )v*,gp =

1. middle saddle point given by v =

st T

(mH)(v*)QHv*Tl 57 | » which satisfies vTv* = 0. This exists if and only

(p = arccos {

if (m + 1) (v*)? >2 (v,

2. local minimum if (m 1)( )% > 2 (v71 ) otherwise saddle point given by v =
vﬂz%( Lom + 7o Im gl)

3. global minimum given by v = vy = 2‘\7/‘;"7 v*, ¢ = 0. At the global minimum, the
population loss does not become zero, L(v = vy, w = w*) = Wu v.

3.2 STE GRADIENT

The STE gradient is given by

STE
E VilSTE E Zijrwjr | Zij
E Vi O E Z,v]ijz — E Uz/fRelu E Zi/j/w;, . (23)
1;/ j/ Z'/ j/

The definition of the stationary points is not mathematically rigorous in our paper. Even if points are
non-differentiable, but the gradient gives zero at the points in the one-side limit, we call them the stationary
points.




Under review as a conference paper at ICLR 2022

The converging points by the back-propagation in Algorithm [T are characterized by vanishing the
gradients,

E, {86

av.(v,w;Z)} =0, Ez [¢{T(v,w; Z)] =0. (24)

We discuss the explicit form of the three STE gradients and the associated vanishing points. The
detailed derivation of the STE gradients is shown in Appendix [A3HA.3]

3.2.1 IDENTITY STE

The identity STE gradient is given by

- ~9
. g w g
E dl = . — (vTv) — —w* (v o* 25)
Zz [g ] Vo [wl ( ) 2 ( ) (
Combined with Eq.(Z1)), we find that the equation in Eq.(24) has no solution. Therefore, if we use
the back-propagation by identity STE, it can not converge to any points.

3.2.2 RELU STE

The Relu STE gradient is expressed as

Y &2
Bz ] = 5 = o [07 (T + 118 0] = 10 [07 (< B 1,18 o7
_ 52 <(7T . 4,0) w* + |w*| Sinﬁpw> (vTU ) 6)
|wl 2
Combined with Eq.@, the gradients vanish at the following points:
v*T1 )2
I 1f v* satisfies (m + 1) (v*)* > 2 (U*Tlm)2 ;= @ = arccos |:_(7n+1)((v*)2:(v*T1m)2

v=7= Q‘i/IT‘ (cosgoIme—l— 1= CO“01 1T>

2. p=m,v=0= Nors (*Imeerz_ll 1T>

We find the solutions are identical with two stationary points shown in item 1 and 2 in Sec[3.1]
leading to the the saddle point or local minimum, while the global minimum point at ¢ = 0, v = vy
cannot be obtained. Therefore, by using the back-propagation with Relu STE, it always converges

to g = mif (m+ 1) (v*)* > 2 (’U*Tlm)2 , and it does not converge to any points, otherwise.

3.2.3 cLIPPED RELU STE

The cRelu STE is given by

o w _1(_r )2
Ez [gcrelu] = ﬁm (1 —e 2(6\10\) ) ’UT (Imxm + 1mlg;) v
62 |lw* _1(_r_)? «
~ 9 ||w|| (1 —e 3 (7ar) ) w [’UT (—Ime + 1m1£) v ]
* 1 w*
— 52 {C’(w7 gp)w—* + S(w, ) ( w — cot p—— > } (vTv*) 27
|w*| sinp Jw] |w*|
where C(Jwl|, ) and S(|w| <p) are glven in Eq.(106). At ¢ = 0,7 they are simplified as

Cllw],0) = 22 (7 — ste(z) m*felfC(m»»C(MJ) = S(jwl.7) =
S(|wl, 0) = 0.

Remarkably, the cRelu STE gradient is proportional to the Relu STE gradient in the case of v7v* =
Oorp =m:

_1(_r )2
Ez [gcrelu] ‘vT'u*=O or p=m — (1 —¢€ 2(6‘“") ) Ez [grelu] |'vT'v*=0 or p=m-* (28)
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As shown in Sec all the vanishing points in the Relu STE can be found at vTv* = 0 or ¢ = 7,
leading to the saddle point or the local minimum, so that they are also found in the vanishing points
of cRelu STE. On the other hand, the behavior of cRelu STE gradient at ¢ = 0 is not related to that
of Relu STE gradient. The cRelu STE gradient at ¢ = 0 is written as

o * _1(_r )2 1
Ez [gcrelu] = W'w (1 —€ 2("“"') ) v” {|’w*| (Ime + lmlg;) v
2%
—\/7% (=14 X) Iy + 1517) v*}, (29)

where

- 2
r— o 3(51) /ar — rerfe (ﬂ%hvl)

& |wl

A= ) = ~ G0

1— e 3 (atar)’
This becomes zero if

v em 1 15) T (<1 4+ A) Ly + 1,017 v*

20
= |w*| (I,
vl
2% 2\ .

To be consistent with Eq.(21) at ¢ = 0, only A = 2 is allowed. The solution provides the global
minimum shown in item 3 in Sec[3.1l

In fact, A monotonically increases from O to 7 as ﬁ

2, corresponding to the global minimum point, can be obtained for any clipping value 7 and the
variance 62 by changing the scale |w|. Consequently, we get all the stationary points are found in
cRelu STE:

increases, and thus the solution at A\ =

1. If v* satisfies (m 4 1) (v*)* > 2 ('v*Tlm)2 , = (p = arccos [(mﬂ)(g;;j:()zﬁlm)z ,
vV=0= Q‘i/l;i;‘ (cos oLy xm + 1;IC%L,J%) v*.

2. p=mv=0= 2‘?};%*‘ (—Ime + miﬂlmlz;) .

3. p=0,|w| =wo = co,v =V = Q‘i/';iq:lv*, where wq (or ¢p) is given by A(wg) = 2.

Note that while the global minimum point is degenerated in scales for w, i.e. if (w,v) = (wq, vy)
gives the global minimum, (w,v) = (kwg, vg) for any k& > 0 also gives the global minimum, the
cRelu STE picks up the point at the scale determined by A = 2.

4 EXPERIMENTS

To confirm our conjecture in more general case, we have numerically studied the Gaussian mixture
input with various mean values. As teacher networks, we have tested tanh-type and sin-type as
well as Relu-type. For all the examined setups, cRelu STE behaves like the population gradient,
while id/Relu STEs show qualitatively different behaviors as described below. To calculate the
population loss and STE gradients, we have generated the mixture Gaussian samples and have taken
their average. The population gradient has been obtained by calculating the finite difference of the
population loss. We have demonstrated the back propagation with learning rate 7 = 0.01 given in
Algorithm [T]

Shown in Fig. [T] are the results of ten mixture Gaussian input with random mean values for each
components of Z. We employed m = 20,n = 25, and the tanh-type teacher network. We find
that the population gradient and cRelu STE show similar results, while id/Relu STEs are completely
different. This indicates cRelu STE is less biased than id/Relu STEs.



Under review as a conference paper at ICLR 2022

In the case of id/Relu STEs, at early steps up to around 500 step, |w| decreases around the magnitude
of the update quantity, so that it begins to oscillate. Then it escapes the oscillation, and the loss
function shows the convergence to a point different from the local minimum achieved by population
gradient, while |w| becomes larger and larger due to their scale invariance. Interestingly, the values
of the loss function are small compared to the one obtained by population gradient, which implies
that id/Relu STEs avoid being trapped in the local solution due to their large bias. However, note
that even at that point, the magnitude of w continues to grow and eventually become numerically
unstable.

10 500
L -e-pop. grad -e-pop. grad
8! -o-id. STE 400 -o-id. STE
k Relu STE Relu STE
6 ;‘} ~=-cRelu STE 300 ~--cRelu STE
- B
4% 200 -
21| \ — 100 -
0 > - 0
0 500 1000 1500 2000 0 500 1000 1500 2000
step step
120 " - 44
L -e-pop. grad -e-pop. grad
100 i -¢id. STE L -¢-id. STE
Relu STE 3 Relu STE |
80 ~-cRelu STE|| ~--cRelu STE
S 60 > 2
40
1
20
0 0
0 500 1000 1500 0 500 1000 1500 2000

step step

Figure 1: Numerical results of the back-propagation by population gradient and three STEs. We
generate 10000 samples which follow ten mixture Gaussian input with random mean values. We
employ the tanh-type teacher network.

5 SUMMARY

We have found that breaking symmetry embedded in the network by STEs enhances the possibility
of convergence to the true (local) minimum of the loss function. We have demonstrated that if an
STE breaks the scale symmetry embedded in the one-hidden-layer network with a binary activation,
it is more likely to achieve the local minimum than the one which keeps the symmetry. The discus-
sion can be generalized to the network with more symmetries in a straightforward way. The more
symmetries embedded in the network an STE breaks, the more likely it is to converge. To confirm
the mechanism, we have studied three STEs, identity STE, Relu STE, and cRelu STE, in a sim-
ple misspecified model with Gaussian input. We have found that the back-propagation by the cRelu
STE, which breaks the scale symmetry, can converge to the global minimum, while identy/Relu STE
cannot. Finally we have numerically confirmed the mechanism for the mixture Gaussian model with
various teacher network.
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A DERIVATION OF SEC[3

In the Appendix, we provide the results of the Gaussian with variance 1, (0, 1). For some function
f(Z), the expectation value of the Gaussian with the generic variance &, N (0, 52), shown in Sec

is written as
27 7 7]
EZNN(O,Jz) =\ 532 DY) /HdZ’Ljf
L Sig ZiF
=z [Tz

= EZNN(O,l)[f(UZ)} (32)

where we have changed the integral variables from Z to Z' = Z /0. Therefore we get the results
with the variance & by only changing from f(Z) to f(6Z).

A.1 DERIVATION OF LOSS FUNCTION
The expectaion of the loss is divided into the following three terms:
1
L(v,w;v*,w") :§Ez [wo(Zw)v"o(Zw)] — Ez [v" o(Zw)v*" frew(Zw*)]

1
+ EEZ (0" fre(Zw* ) 0™ frew(Zw®)] (33)

The calculation of the first term and the third term are given in ‘“Proof of Lemma 1” in |Yin et al.
(2019) and “Proof of Section 3” in Ref. Du et al.| (2018), respectively:

1 1
EEZ [wo(Zw)v"o(Zw)] + i]EZ (0" freta(Zw*)v*T frew(Zw™)]
1 1
= 0" (Lnxm + 1 1) v+ —(w*) 0™ (1 — D) Lpsm + 1 1)) v (34)

8 4
To discuss the second term, we evaluate the following quantity:

Fij=Eg [cr(Z’w)fRelu(Zw’F)}ij

1 mm 1 2
=\ —7= dZy eigzk’lz"”’(f Lt Wi ij/w*/ o ij/w*,
=) [ > S Zywi ) 0 (3 Zinens,
k,l m’ m/’ m/’
(35)
(1) i # j case:

[ S o [
( 27r> (H dZ“del> e (22 g (Zn\w|) (Zj1|w*\) o (Zj1|'w*|>
() [ e (1) (2 (2]

B 2\/%“”*\7 (36)

where we used the orthogonal transformation in the second line:
Zit = Otpi Zi,
ml

Zj = Z O Z i (37)
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with O%,, = Wy, /|w|and OF, = w?,, /|w*|.

(ii) ¢ = j case:

Fy; = (\%T) / Hdzile—%zz Zig <; Zimwm> (; Zimw,’fn> o (; Zimwfn> . (38)

Without loss of generality, we can choose

’lU* = (w*aonfl),
w = (wlana 0n—2) (39)

with w* > 0, so that this can be written as

2 2
1 (o
Fy=— dZidZie 3 (%54 72) 5 (N Zywy | Zow*o (2,
(m)/ e ] 1o (Za)

1 ? 1,2
(\/27) /dZdGZe_az U(COS(Q@—H))ZCOSQ’LU*U (COSO)
™

1 o0 7'(/2 1 2
—/ dZ/ d0Z%e 22" cos Ouw*
2 0 p—7/2

1

w* (1 + cos p) (40)

2V2m
where ¢ is the angle between w* and w. Egs.(36) and are combined as

1 1
Fij = —=|w*|(1 + cos p)d;j + —==|w*|(1 — &), 41
37w 11+ €os @) + 5l (1~ 6y) @
so that the second term in Eq. (33) is expressed as
Ez [vTo(Zw)v*T frowm(Zw*)] = mvT €08 0lmsm + 1m1T) v*. 42
Consequently, the loss function is summarized as
L(v,w;v*,w*) = 1'uT (Lnxm + 1n15) v — mvT (cos @Imxm + 1 11) v*
8 24/2m
1
+ 4—|w*|2v*T (7 = D) Ipsm + 115 o™ (43)
7r
The population gradient w.r.t v and w is thus given by
oL 1 olw* ;
% - 1 (I'mxm + 17:1,]-;1;;,) v — 2\/771 (COS PI'mxm + 17:1,]-;1;;,) v, (44)
oL 1 0L & lw*| T
— =———6€,=———singp (v v")e,, 45
ow  |w|de ¥ 227wl # )Jee @)
where without loss of generality, we can take e, = (cosy,sing,0,-2), €, =

(—sinp, cos ¢, 0,,_2). Note that e, - 3—; = 0 is satisfied due to the scale symmetry for the loss.

A.2 CLASSIFICATION OF STATIONARY POINTS

Using Eq.(21), the loss at the three stationary points is rewritten as

[w* > 2 _(COSW—UZ T *
L=- v cos” lpym + | ————————+1| 1,1, | v

47 m—+1
|[w*|?

—+ 72 ’U*T ((7‘( — ].) Imxm + 1m171;7,) v*. (46)
s

12
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Obviously, this shows that ¢ = 0 is the global minimum point,
jw*|”

L2 Llp= = Am

(mr —2)v*Tw. 47)

At ¢ = m, this becomes

* |2 _4
Llper = w0t er (Imxm + ( T 1) 1m1§> v*
4 m

7 +1
*|2

PP (52 1) By 11T v

4

w* 2 . 4 .
= | 47T| o7 <(7T = 2) I + Mlmlﬂ) v 48)

_ (v"Tlm)2 .
At p = @ = arccos D (e (o T , this becomes
* * 2 2
o |w 12 7 (v*T1,,)
L‘SDZ‘P - v 2 p) Ixm
Am —(m+1) (v*)? + (v*T1,,)

(v*)? i
v

+1| 1,17 | v*
m+1) (v*)? + (v*T1,,)* } "

—(m+1
+ <+>{(

+ wv*T (1 = 1) I + 110 ) 0*
47 ’ o
* |2 ’U*T].m 2 ’U* 2
:_|'w | ( )2 (v") . +(U*T1m)2
dm [ =(m+1) (v7)" + (v 1)
[w ] r _ TN %
+ 1 v ((7r 1)Imxm+1m1m)v. (49)
s
Using these results, we obtain
Llyp=g — Llp=r
N S e DO Mol R
dr —(m 4 1) (,U*)Q + (,U*T]_m)Q 47 47 " m41

_ wr? {m+1) @) -2 (U*T1m>2}2
4 {(m + 1) (1)*)2 — ('U*Tlm)Q} (m + 1) .

(50)

Note that because (m + 1) (v*)? > 2 (’U*Tlm)2 is satisfied to exist the stationary point at ¢ = ,
the loss at ¢ = 7 is smaller than the one at at ¢ = ¢,

Lly=p,p=¢ > L

V=V, p=T7" (51)

is satisfied. When (m + 1) (v*)* = 2 (v*Tlm)z, L|p=p = L|y—r, because the middle stationary
point at ¢ = ¢ is merged into the point at ¢ = 7.

This implies that ¢ = 0 is the global minimum, ¢ = 7 is the local minimum, and ¢ = @ is the
saddle point or the local maximum if (m + 1) (v*)* > 2 (U*Tlm)2.

To fully clarify whether the stationary points are local minimum, maximum or saddle point, we have
calculated the hessian matrix,

9L %L
_ ov? Ovdyp
H= 8%L %L

dpdv O¢p?
1 T |lw*| *
_ (1 (Im*xm + 1m1m) 2van sin v . 52)
2':‘/’% sin pv*T ;%DTU* cos ¢

13
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(v =m, p =
For z = (z,y)(x € R™,y € R),

1 w*| X
Ty — ZmT (Lnxcm + 111 @ + [/%y sin @ (27 v*)
1, 7 2 1 |w*|y sin @ 2 Jw*[*y? Sing@(”*)Q
IR 1, [wilysing \" , 53
L@™1,) +(2a:+ ety - (53)

where we used 97 v* = 0. Therefore, depending on x and y, the Hessian can be either positive or
negative, which means the stationary point is a saddle point.

2lw™|

(i)v=v, = Vor <_Im><'m + mi-ﬂlml'rj;z) vhp=m

0 —

11, +1,,17 0
H: (4( nxXm m 7n) *‘ T *> . (54)

Note that v} v* = 221y+7 (—Imxm + m%llmﬂn) vt I (m+ 1) (v*)? > 2 (v71,,)°, then
T
v

2v* < 0, so that the matrix becomes a positive definite matrix: For any £ € R™,y € R, this
satisfies

1 *
1% L + 115, @ = T Ty > 0, (55)

221

which means the stationary point is the local minimum. On the other hand, if (m + 1) (v*)? <

2 (v*Tlm) , the matrix becomes either positive or negative, depending on x and y, so that this
stationary point becomes a saddle point.

*

2|w

({i)v =vy = mv*,go:()
i (Imxm + 1m13;) 0
H= 0 ' T | - (56)
2v/2r 0
The Hessian becomes a positive definite matrix: For any € R™, y € R, this satisfies
1 w*
ZmT (Lxcm + 111 @ + 2'\/%%%*3/2 > 0. (57)

A.3 DERIVATION OF IDENTITY STE GRADIENT

By substituting 4/ () = 1 into Eq.(23), we obtain

1 mn L .
Ez[g]; = () / Hdel e~ 3 2k Lk Z Zjiv;
V2T Py -

X (Z VRO <Z Zklwl> - Z Vg, fRelu (Z Zklwl*>> . (58)
k l k 1
‘We calculate each term as follows.

A.3.1 CALCULATION OF THE FIRST TERM

We calculate the first term as was done in Lemma 9 (and also Lemma 11) in|Yin et al.|(2019).
To discuss the first term, we evaluate
Fij = Ez(Zji[o(Zw)),]. (59)

?
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Using F}f , the first term can be expressed as

first term = Z kajvk

(1) j # k case:
F dk == 07

because of the odd symmetry for i-th and j-th components in the integrand.

(ii) j = k case:

/dZ 1€ B 71(/)] ]10' (Zjl)
- (97
oae) o= (5 ) e

\/2W|1U\

where we used the orthogonal transformation in the second line:

Zijp=> O Zim

with O}, = wp, /|w].
The first term is reduced to
1 w;
first term = —— —~ (’UT’U) .
Ver (wl
A.3.2 CALCULATION OF THE SECOND TERM

To discuss the second term, we evaluate

G”k =Ez [Zji [frRe(Zw")],] -

Using G, , the second term can be expressed as

ijk?

. _ id ok
second term = g Gkvi V-
Jik

(1) 7 # k case:
Gldk == O

because of the odd symmetry.

15

( ) (Hdzﬂ>e 5.7 g, g<zzm>

(o) (1) (o)t
(L) ( )z 504 70 (2
()
(

(60)

(61)

(62)

(63)

(64)

(65)

(66)

(67)
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(ii) j = k case:

G, = (\/12?> / (1:[ del> ¢~ 2 2120 7 fren <Ez: Zjlwl*>

_ <¢127> / (rl[dzﬂ> -T2 (; iz ) Fre (Jw"1Z51)

- (\/%) / (H de1> e 2 X1 72000 71 fren (Iw*\Zﬂ)

= <\/1277r> Zje” B Jl(’)] Zj1 frelu (|1U*|Zj1)

- (jﬂ) AZe$ 704" 24 wlo (1w*|Z;1)

gl

_ %w (68)
where we have used the orthogonal transformation in the second line:

Zit =) Ol Zjmw (69)

m’

with O% , = w?,, /|w*|, and also have used

/ dwz2e~(1/2a* _ V2T (70)
0 2
The second term is written as
1
second term = FWi (vTv*) . (71)

A.4 DERIVATION OF RELU STE GRADIENT

By substituting 4/ (z) = o(x) into Eq.(23), we obtain

1\ 1 >
Ez [grelu]i = (m> / gdel e 7 Xk 2 ;Zjivja <Zl: Zjlwl>
X (Z VRO (Z Zklwl> - ZUZfRelu (Z Zk-lwf)) . (72)
k l l

k
‘We calculate each term as follows.
A.4.1 CALCULATION OF THE FIRST TERM

We calculate the first term as was done in Lemma9 (and also Lemmall) in |Yin et al.|(2019). We
evaluate

Fid" =Bz | Z;i[0(Zw)], [o(Zw)), . (73)
Using F¢lY, the first term can be expressed as

ijk

first term = Z e,i“vjvk (74)

16



Under review as a conference paper at ICLR 2022

(1) 7 # k case:
2n
1 1 2 2
relu _ (_ — . s> Znt 2y, 7. 7
ijk ( ) /(Hdzjldzkl> e 2% i (Z ‘7zwl> o (Z kWi
v 2m 1 I ]
2n
1 I G N ~ ~
= <\/§) / (H delekl> e 5 X 2t (Z Ofﬁ%’m’) g (Zﬂ) 7 (Z’“)
1 '

1\? = s 52 L 5 iT A - -
N <\/%) /deleme*%(Z’gﬁZ’zl)Ozj‘lTZjla (Zjl) 7 (Zkl)
1

— 0T
2v/2r
1 w;
- — 75
2V/27 |w| )
where we used the orthogonal transformation in the second line:
Zijy=> Ol Zjm (76)
with 0%, = wy, /|w].
(ii) j = k case:
We get the same expression given in Eq.(62)),
1\ Ly g2
relu __ —= Vo
- () f (T) 5200 (S )
1 w;
- - 77
The first term is written as
1 wi T T
first ¢ = — I, 1,1 . 78
I'st term 2\/ﬂ|’w|v ( nxm + 1m m)’l) (78)
A.4.2 CALCULATION OF SECOND TERM
To discuss the second term, we evaluate
o =Bz | Zii |[0(Zw)]; fron(Zw"))| J . (79)
Using Gzr?}gu, the second term can be expressed as
second term = Z G;?}c“vjv}z. (80)
Jik

(i) j # k case:

2n
1 1
G = <\/) / (H dZﬂdel) e ARt 250 <Z Zﬂwl) JRelu <Z Zkzwl*>
2T ; p .
2n
L HdZ‘lekl e~ 2 X1 L+ Z(’)j L7 | o (Z1> fRel (|w*\2k1)
\/% l J - im’ <Im J elu

2

1 ~ ~ 1(52 7 o ~ ~ ~
B (2) /dZJ’lek1e‘§(ZJ2‘+Z’§1)Of-lTZjl" (Zjl) (w*|Zk1o (Zm)

o
_ W
ot il
1 |w*|
L 81

or Jw| ®1)
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where we used the orthogonal transformation in the second line:
Zit =) Oy Zj

m/’

Zit = 3" O Ziws (82)
m/

with 0%, = w,, /|w| and O’

1m/ — w:n’/|w*‘

(ii) j = k case:

1 " 1 2
relu 1 lel ) | | )
Gijj = <m> / <1;[ del> e 2 > Z]zU ( El Z]lwl> chlu ( El Zjlwl>
m 2
1 e *
(\/ﬂ) / (H del) e~ 3 2 ZlejiU ( E Zjlwl> SfRelu (w Zjl)

=1

2 2
1 1
= or (H del> e~ 3 Xim1 2 Zj; (61 + 0i2) 0 < E Zjlwl> JRetu (W Zj1)
1=1

=1

1 -
=5 / dzZdoZe 2% (Z cos 06,1 + Z sin0d;2) o (Zw cos (0 — ¢)) fRrei (W Z cos 0)
T

1
= 2—/dZaZHZe*%Z2 (Z cos 06,1 + Z sin0d;2) o (Zw cos (0 — ¢)) w* Z cos fo (cos 0)
s
(83)
w* o . 172 /2
= —/ dZ73e 2% / do (cos2 06;1 + cos B sin 05,;2)
2m 0 —m/24+¢
wt sin2¢ 1 1—cos2p
7r<( 4 +2(7T§0))511+4512)
w* (1 sin .
- — (2 (m— ) i1 + ;’0 (cos pd;1 + sin <p5¢2)> (84)

where we have chosen
w* = (w*,0,-1),
w = (w1, ws2,0,_2) (85)
with w* > 0 and ¢ is defined as the angle between w* and w. We also have used the formula,

/OO drade (/27" — 2,
0

/d900s20 _Sin20 %9,

4
. 1
df cosfsinf = — 1 cos 26. (86)
Note that
Li =01,
|w*|
Wi _ cospdi + sin pdjs. 87)
|w
This reduces to
1/1 sin @ |w*|
relu __ *
Gijj = p (2 (m—p)w; + 2wl w; (88)
In summary, the second term is written as
1 *
second term = %%wi [vT (fImxm + lmern) v*]
*| ol T %
w*| sin v v
+ (W—go)wf+| | (pwi ( ) (89)
|w| 27

18



Under review as a conference paper at ICLR 2022

A.5 DERIVATION OF CLIPPED RELU STE GRADIENT

By substituting 1/ (z) = o(z)o(r — z) into Eq.(23), we obtain

1 mn .
Ez [gcrclu]i = (\/ﬂ) / Hdel e éZk,I,Zgl

k,l
X ZZjiij (Z Zjlwl> o <r — ZZjlwl>
j 1 1
X (Z VKO <Z Zklwl> — > v frem (Z Zkﬂﬁ)) : (90)
k l k l

‘We calculate each term as follows.

A.5.1 CALCULATION OF THE FIRST TERM

To discuss the first term, we evaluate
G0 = Ez | Z:[o(Zw) 0 o(r - Zw)], [o(Zw)] . 1
Using Ficjr,jlu, the first term can be expressed as

first term = Z Fg,fluvjvk. (92)
j.k

(1) j # k case:

2
Fit = (J%r) n/ (H delekl> o z:IVZ?ZJng"Zji
l
X o (Z Zﬂwl> o (r — ZZjlwl> o (Z Zklwl>
1 l 1

2n 5 5 ) B
= <\/127T> / (1:[ delekl) e~ Zi Bt 2 (; 03752ij>
X o (Zj1> o (’I“ — |w|Z]1) o (Zk;l)

2 ~ -~
- <\/127r> /deleme‘%(Z?IJFZ’%I)O%TZM (Zjl) 7 (r - |'w|2j1) 7 (Zm)

B L Ry
— e 241 (D)) :
2\/%/0 it it

oy (1o i)
_ 2\/1% (1 _ e—%(ﬁ)Q) %' 93)

where we used the orthogonal transformation in the second line:

Zijy=> Ol Zjm (94)
with O, = wy, /|w].
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(ii) j = k case:

1 n
Fcrelu _ ( ) /
133 /271_

Zjla (Zj1> g (’I" — |’UJ|Z]1>

In summary, the first term is written as

1 i _1( r )2
first term = W (1 —e 3 (rar) ) ol (Imxm + 1'm.1£) v

2427 |w|
A.5.2 CALCULATION OF THE SECOND TERM

To discuss the second term, we evaluate

G =Bz |2 [[0(Zw) © 0(r = Zw)]; fren(Zw")] J .

Using G;?;Zlu, the second term can be expressed as

crelu
second term = E G5k "0k
J.k

(1) j # k case:

2n
1 1 2 2
Ggrelu _ < ) / dZ..dZ e 2 > Zjl"l‘ZklZ-i
jis Wors Ill 14251 j
X o ( g Zjlwl> o (7’ — g Zjlwl> fRelu (E Zkl“’f)
l l l
2n
1 ~ ~ 1 52 | 52 i
= (= [[dZjdZy, | e 2= 7nt2a | N 077
( Tﬂ') / < l gl k:l) — im
X o (Zjl o (r — |w|Zj1> fRelu (|U’*|Zk1)

delek16_2( ”+Z’“)O] Tz Zj1

Il
7 N
S~
=)
\/v
[\v]
> T

- |w|Zj1) lw*| Zpo (Z,ﬂ)

]. 2 T/"LU‘ ~ 152 T 5
:< ) / dZje” 20 O} Zj|w’|
0

(Hd2ﬂ>e 35070 70 (Zzﬂwl>a<r—22ﬂwl)
() (To) 12 (S ort ) o () o~ i)

Z],,,,>

AZpne 37001 2o (21) o (v = fwl Zyn) o

(95)

(96)

o7

(98)

99)
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where we used the orthogonal transformation in the second line:
Zil = Z Olzm/ Zim’,
Z = Oy Zm (100)

with 0!, = w,, /|w]| and O{m, =w},/|w*|.

(ii) j = k case:

crelt 1 " -1 2
GUJ“ - <\/27‘(‘> /<1:[dzjl> e “Zi

X o (Z Zjlwl> o (7” - ZZjl'wl> fRelu (Z Zjlwl*>

I 1 !

1 m 712 Z2
= 7% HdZ]l e 2 ! ']lZ]Z

2
x o (Z zwz> o (T - Z zwz> fre (W*Zj1)

[

1 2 2 2
1

2
X & (Z lw;) o (r - Z lwl> fRelu (W*Zj1)
=1

1
= 2—/dZdQZe_%Z2 (Z cos06;1 + Z sin0d;2)
™

2

o (Zwcos (0 — ¢)) o <r - Z Zjlwl> JRrelu (W*Z cos 0)

=1
= Qi / dZd9Ze 2% (Z cos 06,1 + Z sin 05;)
T
x o (Zwcos (0 — ¢)) o (r — Zwcos (0 — ¢)) w*Z cosOo (cos 6) (101)

* 71'/2 w cosT(‘97 )
_w / do (0052 06,1 + cos O sin 9(5i2) / Az 73— 32°
2m Jor/2te 0

* w/2
= — / df (cos2 05,1 + cos 0 sin 951-2)

r 2 _1(%)2
X{2‘<<wcos<a—@>> +2>e B 1o

where we have chosen

w* = (w*,0,-1),
w = (w1, w2,0,_2) (103)
with w* > 0 and ¢ is defined as the angle between w* and w. We also have used the formula,
t
/ dzzde 2™ =92 — (12 + 2)e 2", (104)
0
Note that
Li =01,
|w*|
w; .
ﬁ = coS pd;1 + sin Yd;o. (105)
w
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Using C(w, ), S(w, ) defined as

* 7T/2 2 r 2
Clw,p) = w—/ dfcos®H{2— ) 42 ¢~ 2 (westo=s) ,
21 J_rjo4e wcos (6 — )

* w/2 2 i ,
S(w, ) = wi/ dfsinfcosf< 2 — <T> +2 efé(m)
21 J /240 wcos (6 — )

If  # 0,7, G5 is formally written as

*

w; 1 w; w;
nyr‘?lu = C(w, @)ﬁ + S(w, p) <s1ncp|wl — cot ('0|w1|)
Ifpo=0orm, Gfﬁlu is formally written as

*

crelu wi
Gijjl = C(w, O)M for p =0,
Gf;;flu =0 foro=m

where we used S(w,0) = S(w,7) = C(w,7) = 0 and

* /2 2 . ) R
C(w,O):;U—?T/ /2d0c0329{2 ((w;se) +2) o3 (ws) }

—T

- ( eV — merte (m»

with the following formula

/71‘/2 .2 ( a )
dfe” zcos?0 = qerfc | — |,
—m/2 \/i

71'/2 a? 1 2 a
df cos® e 7e0s = = [ ae” T V2 + (1 — a®) werfc <>> .
/—71'/2 2 < " ( )Tr \/§

In summary, the second term is written as
1 |w*|

second term = —
21 |w|

(1= 2 ) wy [0 (<L + 1015 0]

*

+{C(w,<p) w; +S(w,<p)< 1 wi cot@3{|)}(vTU*).

3
|w*| sin ¢ [w|
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(108)

(109)

(110)

(111)
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