
000
001
002
003
004
005
006
007
008
009
010
011
012
013
014
015
016
017
018
019
020
021
022
023
024
025
026
027
028
029
030
031
032
033
034
035
036
037
038
039
040
041
042
043
044
045
046
047
048
049
050
051
052
053

Under review as a conference paper at ICLR 2026

VISUALPROMPTER: SEMANTIC-AWARE PROMPT OP-
TIMIZATION WITH VISUAL FEEDBACK FOR TEXT-TO-
IMAGE SYNTHESIS

Anonymous authors
Paper under double-blind review

ABSTRACT

The notable gap between user-provided and model-preferred prompts poses a sig-
nificant challenge for generating high-quality images with text-to-image models,
compelling the need for prompt engineering. Current studies on prompt engineer-
ing can effectively enhance the style and aesthetics of generated images. How-
ever, they often neglect the semantic alignment between generated images and
user descriptions, resulting in visually appealing but content-wise unsatisfying
outputs. In this work, we propose VisualPrompter, a novel training-free prompt
engineering framework that refines user inputs to model-preferred sentences. Vi-
sualPrompter utilizes an automatic self-reflection module that identifies absent
concepts in the generated images, followed by a target-specific prompt optimiza-
tion mechanism which revises the prompts in a fine-grained manner. By decon-
structing prompts, introducing new elements at the atomic semantic level, and
then reassembling them, our model is able to maintain semantic consistency and
integrity throughout the optimization process. Extensive experiments demonstrate
the effectiveness of VisualPrompter, which achieves new state-of-the-art perfor-
mance on multiple benchmarks for text-image alignment evaluation. Addition-
ally, our framework features a plug-and-play design, making it highly adaptable
to various generative models.

1 INTRODUCTION

Text-to-image (T2I) generation task requires generating realistic images that are consistent with tex-
tual descriptions. Recently, diffusion-based generative models (Ho et al., 2020; Rombach et al.,
2022) have demonstrated remarkable capabilities in generating vivid images from textual descrip-
tions. However, they still face challenges in correctly representing key concepts within user inputs,
as shown in Figure 1a. This issue arises from the significant discrepancy between user input prompts
and the prompts preferred by the models Hei et al. (2024). To be specific, novice users often provide
brief, coarse-grained descriptions, whereas models tend to perform better with detailed, fine-grained
prompts, as such data are commonly used during training. Thus, T2I models may struggle to gener-
ate satisfactory results when directly fed with user inputs.

Given that a well-crafted prompt can significantly enhance the quality of generated images (Brown
et al., 2020), researchers have explored prompt engineering to automatically refine user input
prompts (Hao et al., 2023; Rosenman et al., 2024). For instance, Best Prompts (Pavlichenko &
Ustalov, 2023) simply appends a few empirically effective keywords to improve image quality.
BeautifulPrompt (Cao et al., 2023) finetune a large language model to serve as a prompt engineer
and incorporate reinforcement learning to leverage visual feedback. Despite effectiveness, these
methods suffer from three major limitations. First, current studies on T2I prompt engineering (Hao
et al., 2023; Rosenman et al., 2024) primarily focused on enhancing the style and aesthetics of gen-
erated images, neglecting or even compromising the alignment between texts and images. Second,
most works (Liu & Chilton, 2022; Pavlichenko & Ustalov, 2023) apply similar modification to all
prompts, lacking fine-grained, case-specific adjustments tailored to individual inputs, resulting in
limited performance improvement. Third, existing methods exhibit limited generality (Cao et al.,
2023; Rosenman et al., 2024), as they are typically designed for a single specific diffusion model.
However, as illustrated in Figure 1b, different models have varying prompt preferences and may
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A beaver wearing
glasses and a neck
reading books near

river in a dense forest 

A cat sleeping on a
laptop, holding a

wireless mouse and a
half-empty coffee cup

Missing concept Weak concept Wrong concept

kitchen tiled
backsplash inspired

by modern art

(a) Typical failures of generative models

SDXL Flux-dev Janus-pro

A raccoon in a helmet rides a rusty motorbike through ruined
streets, with two dogs following and a pack full of supplies

(b) Same prompt in different incorrect ways

Figure 1: Existing T2I generative models often fail to correctly draw key concepts within the pro-
vided prompts. Different models also fail differently on the same prompt.

interpret the same prompt in different incorrect ways, making these methods difficult to extend to
other models. These limitations highlights the importance of leveraging the outputs of generative
models as model-specific feedback for effective optimization.

In this paper, we introduce VisualPrompter, a novel and training-free framework that provides fine-
grained, case-specific, and model-preferred optimization for distinct user inputs. To make clear the
optimization target, our model incorporates a SElf-REflection module (SERE) to identify the miss-
ing concepts that are included in the input prompts but not reflected in the generated images. SERE
breaks down the prompts into atomic concepts using a large language model and verifies if each
concept is reflected in the generated images using a Visual-Language Model (VLM). Subsequently,
with the missing concepts as targets, a Target-Specific Prompt Optimization module (TSPO) is em-
ployed to refine the user prompts. By enriching the missing concepts while preserving the existing
concepts, TSPO ensures that the refined prompts are both model-preferred and semantically faithful
to the user’s original intent. Furthermore, we introduce another LLM to incorporate appropriate
aesthetic keywords into sentences, thereby improving the visual quality of optimized images.

Notably, by breaking down the user prompts into fine-grained concepts, our method allows case-
specific detailed prompt optimization, which is not only more interpretable but also more power-
ful. This capability enables the model to assess key attributes like objects, properties, and rela-
tions, thereby refining and expanding vague or fragmented user inputs into well-structured, model-
preferred prompts. Moreover, our method allows different prompt optimization for different dif-
fusion models according to the distinct answers based on their generated images. In this way, our
VisualPrompter can be compatible with various generative models, obtaining a universal and robust
performance improvement.

Experiments show that VisualPrompter outperforms prior prompt engineering works on two text-
image alignment evaluation benchmarks, demonstrating the effectiveness of our approach. Images
generated from texts optimized by VisualPrompter also achieve higher CLIP scores than those pro-
duced by previous prompt engineering methods. Besides this improved semantic fidelity, our opti-
mization also enhances the aesthetic quality, contributing to more visually appealing results. Fur-
thermore, our model exhibits notable performance improvements across various diffusion models,
highlighting its extensive applicability and adaptability.

Our contributions are summarized as follows:

• We propose an innovative text-to-image prompt engineering method, named Visual-
Prompter. Our approach is capable of generating prompts that effectively align with both
model preferences and user intent.

• We propose a feedback-driven optimization system that leverages the visual feedback from
VLM to strategically enhance outputs from diverse generative models.

• Our method operates at the atomic semantic level to analyze and refine the prompt, fully
preserving its original meaning while incorporating appropriate new content.

• Extensive experiments demonstrate the effectiveness of our VisualPrompter, which signifi-
cantly outperforms current state-of-the-art prompt engineering methods in multiple bench-
marks.
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2 RELATED WORK

2.1 TEXT-TO-IMAGE SYNTHESIS

Diffusion Models (Ho et al., 2020; Song et al., 2021) have recently attained unprecedented success
in image synthesis. These models generate images from random noise through a series of denois-
ing steps, achieving high visual fidelity and diversity. The introduction of classifier-free guidance
(Ho & Salimans, 2022) facilitates the generation of images from brief text descriptions by lever-
aging text encoders such as CLIP (Radford et al., 2021), making text-to-image synthesis possible
within the diffusion framework. Another significant innovation is the latent diffusion model (LDM)
(Rombach et al., 2022), which implements the diffusion process in latent space. LDM is capable
of generating images with exceptional visual fidelity, while significantly reducing the required com-
putational resources. Furthermore, the emergence of open-source diffusion models (Esser et al.,
2024; Podell et al., 2024) has brought text-to-image generation into the public spotlight. Therefore,
a well-designed prompt engineering framework can be immensely beneficial for novice users.

2.2 PROMPT ENGINEERING

Prompt engineering aims to optimize the interaction between humans and AI systems by crafting
effective input prompts that elicit desired outputs (Liu et al., 2023; Sahoo et al., 2024). In the
field of text-to-image generation, prompt engineering involves carefully selecting and combining
phrases to achieve high-quality and satisfactory synthesized images. Early studies (Liu & Chilton,
2022; Pavlichenko & Ustalov, 2023) focus on automatically searching for keywords that signifi-
cantly influence the style and quality of generated images through mining techniques. With the
rapid advancement of large language models, several studies (Cao et al., 2023; Wang et al., 2023a;
Rosenman et al., 2024) have explored their utilization as prompt engineers, particularly through
fine-tuning and reinforcement learning. These models are capable of producing detailed and varied
content prompts, based on short phrases provided by users.

To achieve precise control, other methods (Brade et al., 2023; Feng et al., 2024) focus on the inter-
action with human. PromptCharm (Wang et al., 2024b) provides convenient attention adjustments
for the keywords within prompts. Prompt Expansion (Datta et al., 2024) outputs a set of expanded
text prompts and images, providing users with multiple optimization directions for selection. Al-
though these methods can improve the visual quality of generated images, they often neglect the
semantic consistency with user-provided descriptions, which significantly limits their practicality in
real-world scenarios.

3 VISUALPROMPTER

In this section, we present our VisualPrompter in detail, which is a semantic-aware, plug-and-play
prompt engineering method for text-to-image generation task.

3.1 OVERVIEW

The target of our VisualPrompter is to automatically optimize user input prompts into model-
preferred prompts. The principal strength of our approach stems from its atomic semantic level
prompt optimization, which offers more precise and reliable control over semantics compared to
direct expansion by models. Figure 2 illustrates the overall framework of our proposed method.

Given a user input prompt, a SElf-REflection module (SERE) is employed to identify the specific
aspects that require enhancement, which analyzes the image generated by the diffusion model based
on the input text. By thoroughly evaluating the semantic information in the prompt through question
generation and answering, we can effectively identify the missing concepts. Notably, the missing
concepts are those textual descriptions that are included in user inputs but are not reflected in the
generated images. To obtain prompts that remain faithful to user inputs while aligning with model
preferences, we employ a Target-Specific Prompt Optimization module (TSPO) to refine the user
prompt based on the identified missing concepts. TSPO first strategically enriches the attributes of
the missing concepts to simulate model-preferred patterns. It then combines these expanded atomic
concepts to form a syntactically complete and semantically fluent result.

3



162
163
164
165
166
167
168
169
170
171
172
173
174
175
176
177
178
179
180
181
182
183
184
185
186
187
188
189
190
191
192
193
194
195
196
197
198
199
200
201
202
203
204
205
206
207
208
209
210
211
212
213
214
215

Under review as a conference paper at ICLR 2026

1 | Entity - whole (man)
2 | Attribute - state (man, old)
3 | Entity - whole (unicycle)
4 | Relation - action (man, unicycle, ride)
5 | Relation - action (man, unicycle, balancing)
6 | Attribute - state (unicycle, single wheel)
7 | Attribute - state (unicycle, upright)

An old man riding a
unicycle

LLM Parser

LLM Expander

SElf-REflection (SERE) Target-Specific Prompt Optimization (TSPO)

LLM 
Composer 
& Decorator

Atomic Concepts

VLM
Evaluator

Questions

Dependencies

Expanded Atomic Concepts

Tuples

DSG Generation
Semantic Expansion
Prompt Regeneration
Template-based Assembly

User Prompt 1 | Entity - whole (man)
2 | Attribute - state (man, old)
3 | Entity - whole (unicycle)
4 | Relation - action (man, unicycle, ride)

Extra ConceptsAnswers

Q1: Is there a man? Q2 Q3 Q4
Text-to-Image

Generator

An old man is
balancing on a

unicycle with a single
upright wheel, high

quality, 4k, outdoors,
elegant

Text-to-Image
Generator

Optimized Prompt

1 3

2 4

6

5 7

1 3

2 4

Figure 2: Refining pipeline of our VisualPrompter. The optimization starts with LLM-driven VLM-
verifying semantic evaluation, followed by LLM-controlled concept expansion and sentence com-
position. Our approach emulates the chain-of-thought reasoning in human prompt refinement. All
the utilized models do not require any extra training.

3.2 SELF-REFLECTION MODULE

Our self-reflection module utilizes multi-step reasoning to obtain explicit visual feedback by eval-
uating the generated images against sentence-derived atomic concept questions. This mechanism
ensures a fine-grained evaluation of the alignment between textual descriptions and visual content,
effectively pinpointing discrepancies where the generative model fails to capture specific aspects of
the user input. An example of this fine-grained evaluation is shown in Figure 2.

Question Generation. For detailed question generation, we adopt Davidsonian Scene Graph (DSG)
(Cho et al., 2024) to identify atomic concepts within the input prompts. A DSG is a structured
representation comprising a set of general questions. Each question corresponding to an atomic
concept in the given prompt. These questions are interconnected through directed edges, which
capture the entailment dependencies among them. We employ a Large Language Model (LLM) to
generate the DSG, and its detailed construction process is elaborated in Appendix A.

Question Answering. Upon completing the construction of DSG, we employ a Visual-Language
Mode (VLM) as the visual question answering model to evaluate the generated image against the
questions in DSG. The VLM is instructed to provide a binary response for each question, deter-
mining if the corresponding concept appears in the generated image. The dependency relationships
within the DSG are utilized for question pruning, a process that eliminates the need for redundant
assessments. Specifically, if a particular concept is judged to be missing, all subsequent concepts
dependent on it are automatically regarded as missing as well. The answers enable a comprehensive
and fine-grained semantic analysis of the generated images, which will be employed as semantic-
aware information to refine the prompt.

3.3 TARGET-SPECIFIC PROMPT OPTIMIZATION

With those identified missing concepts by our self-reflection module, we can perform targeted op-
timization of the input texts, reducing unnecessary modifications and expansions. We introduce a
novel, training-free optimization approach that effectively manages prompt adjustments.

Prompt Regeneration. Rather than directly rewriting the sentences, VisualPrompter first utilizes
an LLM to expand the generated atomic concepts based on the responses to the questions from
SERE module. This expansion process specifically targets the identified missing concepts, enriching
them with additional detail such as attributes, actions, and spatial relationships. Our observations
reveal that augmenting the missing concepts can nudge the user input toward the distribution of
model-preferred prompts, providing a plug-and-play lever for optimizing various generative model.
These additional elements are also expressed as atomic concepts, ensuring consistency and clarity in
representation. Notably, if no missing concepts are detected, no further modifications will be made.

Subsequently, VisualPrompter generates a new prompt from the expanded atomic concepts with
LLM. The original prompts and concepts are also provided to guide the synthesis, ensuring that
the generated prompt remains contextually aligned with the initial input. TSPO module retains
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textual descriptions that are already accurately reflected in the generated images to avoid unneces-
sary modifications, thereby preserving original user intent. By adopting this two-step optimization
methodology, our model is able to produce more accurate and reliable prompts.

Prompt Decoration. To further enrich the diversity and aesthetic quality of the generated content,
we augment the optimized results with several aesthetic keywords that are automatically selected by
an LLM. By providing example keywords such as high-quality, detailed, and fantasy, we leverage
the LLM to automatically generate rich and diverse keywords that do not conflict with the input
sentences. These stylistic keywords are seamlessly integrated into the texts or appended at the end
in a comma-separated format.

4 EXPERIMENTS

In this section, we first present involved benchmarks and our experimental configurations. Then, we
compare VisualPrompter with three previous SOTA prompt engineering works both quantitatively
and qualitatively. Human evaluation is conducted to underscore the preeminence of our approach.
Furthermore, we select several widely-used text-to-image generation applications to demonstrate the
effectiveness of our model in open-world scenarios.

4.1 BENCHMARKS AND EVALUATION METRICS

Benchmarks. For our evaluation, we utilize two comprehensive benchmarks: DSG-1k (Cho et al.,
2024) and TIFA v1.0 (Hu et al., 2023). Both of them contain human-written prompts from various
established text-to-image benchmarks. The DSG-1k benchmark comprises 1, 060 prompts from
10 publicly available prompt datasets, encompassing a wide range of skills and writing styles. It
provides 8, 182 questions associated with these prompts, facilitating a multifaceted evaluation of
generated images. Meanwhile, TIFA v1.0 contains 4, 081 diverse prompts from 4 datasets. As the
original TIFA v1.0 benchmark contains multiple-choice and free-form questions, we further refine
these questions and represent them in DSG structure. Ultimately, the TIFA benchmark used in our
experiments contains 19, 233 general questions.

Metrics. To evaluate the text-image alignment, we adopt a robust and innovative approach (Yarom
et al., 2023; Cho et al., 2023) which leverages question generation and answering techniques
(Deutsch et al., 2021; Min et al., 2023). This VLM-as-judge metric demonstrates strong correlations
with human judgments (Hu et al., 2023), making it particularly suitable for fine-grained evaluation
tasks. We also employ the CLIP Score (Hessel et al., 2021) to evaluate the semantic alignment
between textual descriptions and generated images at feature level. For aesthetic assessment, we
employ the Aesthetic Score (Schuhmann et al., 2022), a well-established metric for objective image
quality assessment, reducing subjectivity in human judgments.

4.2 EXPERIMENTAL SETTINGS

Our VisualPrompter leverages a dual-model architecture that requires an LLM for DSG generation
and prompt optimization, connected by a VLM for comprehensive image semantic evaluation. We
employ the state-of-the-art open-sourced Qwen2 (Yang et al., 2024) as our primary language model
and the Qwen2-VL (Wang et al., 2024a) as our visual question answering model. Each language
generation task in our pipeline is initiated by feeding the Qwen2 with a meticulously designed
preamble and 23 manually curated samples from TIFA dataset, ensuring consistent model output.

To thoroughly evaluate our model’s performance, we conduct extensive testing across three promi-
nent diffusion models and one autoregressive generative model, including Stable Diffusion v1.5,
Stable Diffusion v2.1 (Rombach et al., 2022), Flux-dev (BlackForestLabs, 2024), and Janus-Pro
(Chen et al., 2025). Our evaluation utilizes prompts from both the DSG-1k and TIFA benchmarks.
We compare our method with several open-sourced prompt engineering methods, including Neu-
roPrompts (Rosenman et al., 2024), Promptist (Hao et al., 2023) and BeautifulPrompt (Cao et al.,
2023). All of these methods utilize supervised fine-tuning and reinforcement learning to adjust
LLMs for optimizing prompts. Our approach is implemented using PyTorch. All experiments are
conducted on a single A100 with 40GB memory.
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Table 1: Summarized results on DSG benchmark and TIFA benchmark. Reported scores are based
on the percentage of “yes” answers to the questions, while the best scores are highlighted in boldface.
Our VisualPrompter demonstrates notable improvement in semantic consistency evaluations.

Methods DSG benchmark TIFA benchmark Overall
SD 1.5 SD 2.1 Flux-dev Janus-Pro SD 1.5 SD 2.1 Flux-dev Janus-Pro

Baseline 67.5 72.1 79.1 79.5 75.0 80.4 87.9 85.7 78.4
NeuroPrompts 58.4 68.7 75.5 81.7 62.8 75.5 84.0 89.8 74.6
Promptist 65.1 68.7 76.9 78.0 71.4 77.2 85.3 86.9 76.2
BeautifulPrompt 47.9 49.6 51.5 55.3 50.9 53.6 57.4 62.0 53.5

VisualPrompter 69.5 77.0 84.3 82.6 80.7 82.8 93.8 93.7 83.0

Table 2: Semantic evaluation across all categories of the DSG benchmark using Flux-dev.

Model Datasets of Source Texts
whoops localized posescript vrd countbench midjourney tifa160 draw text stanford diffusion db

Flux 82.2 85.1 73.3 85.8 72.1 56.7 88.6 83.3 89.1 68.9
NeuroPrompts 75.3 86.1 74.8 84.8 70.3 49.6 85.7 75.6 88.2 58.5

Promptist 79.1 84.1 75.4 81.9 73.3 56.6 85.4 81.2 85.2 61.4
BeautifulPrompt 56.4 53.0 61.2 64.5 44.7 38.6 58.2 40.1 45.7 48.7

VisualPrompter 86.5 (+4.3) 89.7 (+3.6) 75.9 (+0.5) 92.4 (+6.6) 81.7 (+8.4) 65.7 (+9.0) 93.1 (+4.5) 88.1 (+4.8) 92.8 (+3.7) 72.1 (+3.2)

4.3 SEMANTIC ACCURACY EVALUATION

We compare VisualPrompter with several state-of-the-art prompt engineering methods on two se-
mantic consistency evaluation benchmarks, and summarize the results in Table 1. We refine the
original text prompts with each method, and use the refined prompts to generate images with differ-
ent generative models. We then use Qwen2-VL-7B to assess whether the generated images contain
the specified semantic information. We quantify the results by measuring the average answering
accuracy, which has been demonstrated to be effective by DSG (Cho et al., 2024).

As illustrated in Table 1, our model achieves significant improvements across all evaluation bench-
marks and all generative models. Notably, VisualPrompter consistently outperforms the four base-
line generative models in terms of average performance scores. The results also show that Visual-
Prompter achieves higher performance gains when integrated with Flux-dev adn Janus-Pro, which
can be attributed to there state-of-the-art generative capabilities, particularly in handling long sen-
tences and intricate details. This indicates that VisualPrompter can better collaborate with high-
capacity generators to produce results with more accurate semantics. It also demonstrates the strong
adaptability of VisualPrompter, enabling its effective application across various scenarios.

Surprisingly, previous methods not only fail to preserve the semantic consistency during optimiza-
tion but also exhibit varying degrees of decline in this aspect. Our analysis reveals that both Neuro-
Prompts and Promptist are unable to modify the original descriptions, even they utilize an LLM for
prompt optimization. This limitation prevents them from effectively refine those model-dispreferred
sentences. Additionally, they often introduce irrelevant keywords that are inconsistent with the over-
all context of the prompts, thereby compromising the semantic fidelity of the generated images. In
contrast, BeautifulPrompt is able to adjust the original prompts and add contextually relevant details.
However, it tends to omit critical information during the modification process, which significantly
deviates from the user intent.

In Table 2, we present the semantic evaluation results across all categories of the DSG benchmark
using Flux-Dev. Additional results from other generative models, as well as those from the TIFA
benchmark, can be found in Appendix E. These results confirm that our approach effectively rein-
forces semantic components in the input prompts and ensures their accurate representation in the
generated images. Our model demonstrates consistent improvements across specific categories, in-
dicating its strong capability to comprehend and enhance key elements such as objects, attributes,
and relationships.

We visualize the generation results of various generative models, as shown in Figure 3. We also use
Qwen2 for zero-shot prompt optimization as a comparison. The results demonstrate that our model
is capable of producing more elegant prompts that result in more visually compelling images. It
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vibrant, oil painting

A sleek, futuristic car dribbles a
glowing soccer ball across a
neon-lit field, its headlights

gleaming with determination.
Vibrant digital art captures the
motion, blending mechanical
precision with the energy of

sport.

Figure 3: Comparison of prompts generated by large language model and different prompt engi-
neering methods. Images in the two rows correspond to outputs from Stable Diffusion v2.1 and
Flux-dev, respectively.

successfully corrects the deficiencies of the original images, indicating that our optimized prompts
are preferred by generative models. Additional visual examples are presented in Appendix F.

4.4 TEXT-IMAGE RELEVENCE EVALUATION

To further validate the effectiveness of VisualPrompter, we evaluate the CLIP Score between the
optimized prompts and their corresponding generated images. We report the mean scores of all the
prompts from the DSG benchmark, generating images with those different generative models. The
results are illustrated in Table 3.

As shown in Table 3, prompts optimized by VisualPrompter achieve the highest scores across all
the generative models. The results indicate that the prompts produced by VisualPrompter can be
effectively understood by the generative models, generating images with improved semantic coher-
ence. Optimized prompts from Promptist and BeautifulPrompt also achieve relatively high CLIP
Score compared to baselines, whereas NeuroPrompts performs the worst. This is primarily because
NeuroPrompts offers only limited keyword options, which significantly restricts the diversity of the
resulting prompts. In contrast, we leverage LLMs to generate aesthetic keywords that align well
with the sentence content, leading to greater overall coherence and harmony in the prompts.

Table 3: Results of CLIP Score between opti-
mized prompts and generated images on DSG
benchmark. Baseline represents the results on im-
ages from original prompts.

Methods Generative Models MeanSD v1.5 SD v2.1 Flux Janus-Pro

Baseline 31.53 31.88 31.58 31.83 31.71
NeuroPrompts 25.61 25.26 24.56 26.21 25.41
Promptist 32.14 31.61 31.49 31.85 31.77
BeautifulPrompt 31.70 31.38 31.35 32.10 31.63

VisualPrompter 32.21 32.50 33.81 32.22 32.69

Additionally, we also notice that Promptist and
BeautifulPrompt achieve higher CLIP scores
than baseline with Stable Diffusion V1.5 and
Janus-Pro, while their performance drops with
Stable Diffusion v2.1 and Flux-dev. The perfor-
mance gap arises from their specific optimiza-
tion for Stable Diffusion V1.5. Another reason
is that Janus-Pro’s autoregressive design en-
ables stronger semantic understanding, allow-
ing it to better handle complex sentences. The
discrepancy highlights their limited generaliza-
tion capability across different generative mod-
els. In contrast, our prompt engineering frame-
work functions in a model-agnostic way, which
does not rely on any specific generative model, demonstrating the broad compatibility and robust-
ness of VisualPrompter.
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Table 4: Results of Aesthetic Score for gen-
erated images on DSG benchmark. Baseline
represents the results on images from original
prompts.

Methods Generative Models MeanSD v1.5 SD v2.1 Flux

Baseline 5.30 5.48 5.77 5.52
NeuroPrompts 6.21 6.03 6.40 6.21
Promptist 5.93 5.86 6.25 6.01
BeautifulPrompt 5.97 5.98 6.48 6.14

VisualPrompter 5.66 5.73 6.03 5.81
Ours + NeuroPrompts 6.13 6.15 6.44 6.24

26%62% 12%

21%71% 8%

19%65% 16%

32%48% 20%

Semantic
Consistency

Aesthetics

Semantic
Consistency

Aesthetics

Stable Diffusion v1.5

Flux-dev

Optimized Equal Original
Preference

Figure 4: Human evaluation results. From left
to right, the segments indicate preference for
images from optimized prompts, equal prefer-
ence for both results, and preference for images
from original prompts.

4.5 AESTHETIC EVALUATION

Recent studies (Hao et al., 2023; Podell et al., 2024) have revealed that conventional image quality
metrics, such as FID (Heusel et al., 2017) and CLIP Score, do not exhibit a positive correlation
with visual aesthetics. To alleviate the burden of labor-intensive human evaluation, the Aesthetic
Score (Podell et al., 2024) has emerged as an effective metric, as it is specifically designed to align
with human perceptions of beauty, leveraging insights from large-scale datasets. Thus, previous
studies have placed greater emphasis on this metric and integrated it into their reinforcement learning
frameworks. We also evaluate our method with Aesthetic Score to show the visual elegance of
optimized images. The results are summarized in Table 4.

The experimental results on aesthetics show that VisualPrompter achieves modest improvements in
aesthetic quality, which is not as substantial as those in previous studies. This discrepancy primarily
stems from the tendency of our method to classify the original prompts as descriptions of realistic
photographs, which results in an inherent lack of imaginative or fantastical elements among the op-
timized prompts. This also indicates that our prompt decorator is overly simplistic for enhancing
aesthetics. To address this problem, we employ NeuroPrompts as the replacement of our decorator,
which adds additional stylistic keywords while preserving the original sentence. This integrated
approach achieves optimal performance on average in the aesthetic evaluation. However, we ob-
serve a notable decline in semantic consistency, compared to the results without the involvement
of NeuroPrompt. It implies that adopting the Aesthetic Score as a training metric may inadver-
tently encourage the model to optimize for superficial features at the expense of semantic integrity,
highlighting the need for more balanced and semantically meaningful training guidance.

4.6 USER STUDY

To enhance the credibility of the above quantitative results, we additionally conduct a human evalu-
ation experiment based on Stable Diffusion v1.5 and Flux-dev. We compute the average preference
distribution and report the results in Figure 4. In detail, we generate image pairs using both the orig-
inal prompts and the optimized prompts derived from VisualPrompter. A panel of 10 independent
annotators is tasked with selecting the most desirable images from semantic and aesthetic aspects.
Each annotator is provided with 50 samples randomly selected from both benchmarks.

The results of human evaluation indicate that annotators generally prefer images generated by op-
timized prompts in both semantic and aesthetic aspects, which demonstrates the superiority of our
approach. The optimized prompts slightly outperform the original prompts in terms of aesthetic on
Flux-dev, owing to its robust generative capability, which can effectively fill in intricate details.

4.7 ABLATION STUDY

Module Impact Evaluation. To systematically analyze the impact of different components in Vi-
sualPrompter, we conduct an ablation study to evaluate the individual contributions of the self-
reflection module and the target-specific optimization module in Figure 2. Specifically, we compare
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Table 5: Impact of different modules in Visual-
Prompter. We report the Semantic Accuracy /
Aesthetic Score based on the DSG benchmark.

Visual Feedback Prompt Modification Approach

None Qwen DSG

w/o 72.1 / 5.48 67.8 / 5.32 71.9 / 5.69
w/ 73.8 / 5.54 73.0 / 5.45 77.0 / 5.73

Table 6: Inference time comparison.

T2I Models Prompt Modification Approach
NeuroPrompt Promptist Qwen3-32B Ours

SD v1.5 8.5s 7.0s 21.3s 10.7s
FLUX-dev 20.3s 18.8s 33.1s 34.3s

a bird is standing on the ground next
to a person who is sitting at a table.
The table is on the ground over the

bird, detailed, photo-realistic,
crowded road, sun lighting

a black chess queen is positioned
directly to the right of a white chess
knight on the chessboard, detailed,
4k, digital art, fantasy, cold lighting

a chess queen to the right of a chess 
knight

a bird on the ground next to a person
at a table

Kolors DouBaoMidjourney

a stunt performer standing with his
feet tightly together over the back a

galloping horse, showcasing
incredible balance and control, 8k
resolution, highly detailed, photo-

realistic, dazzling lighting, side view,
ditigal art

person standing on the pack of a
galloping horse

Figure 5: Adaptation for online generators. The
second row presents results optimized by Visu-
alPrompter.

two approaches for prompt refinement: direct prompts optimization using Qwen and constructing
prompts from expanded concepts based on DSG. For the self-reflection module, visual feedback
is leveraged to refine the targeted location of the given prompts. Additionally, we account for the
impact of regeneration, where visual feedback is employed to evaluate the original images. Prompts
that result in defective images will be used to regenerate images without any modifications.

As shown in Table 5, our fine-grained semantic extraction and composition approach achieves better
results than directly using LLM for optimization. We observe that Qwen often produce prompts with
semantically irrelevant details. These long sentences increase the difficulty for the diffusion models
to comprehend them, leading to worse results than the original prompts. Another observation is that
the regeneration of image actually exerts a non-negligible impact on the semantic evaluation metric.
Despite this influence, our VisualPrompter achieves superior results, demonstrating its outstanding
capability in enhancing semantic consistency.

Inference time. We compare the inference times of several optimization methods and summarized
the results in Table 6. We calculate the total time from when a prompt is provided to when a
complete image is generated. Our model uses Qwen2 1.5 B for fast DSG generation and concepts
integration. As shown in Table 6, while our VisualPrompter is marginally slower compared with
existing optimization models, the difference falls within tolerable limits for practical applications.

Online Generation Evaluation. To show the robust adaptability of VisualPrompter, we select sev-
eral online generative models, including Midjourney (Midjourney, 2021), Kolors (Kolors, 2024) and
DouBao (DouBao, 2023). We provide them with human-writing prompts and utilize the feedback
to further optimize the prompts. The results are presented in Figure 5. Each image is selected from
three samples with the same prompts.

5 CONCLUSION

In this paper, we propose VisualPrompter, a training-free prompt engineering framework that im-
proves text-to-image generation by refining user prompts to model-preferred sentences. We reveal
that prompts generated by existing LLM-based methods often struggle to maintain semantic consis-
tency with the original intent and consequently produce images that deviate semantically. To tackle
this issue, VisualPrompter operates at the atomic semantic level to analyze and revise the prompt.
It leverages model-specific insights obtained through visual reflection to perform targeted expan-
sion and modification of the initial input, thereby ensuring semantic consistency throughout the
optimization process. Extensive experiments demonstrate the effectiveness of our VisualPrompter,
which achieves state-of-the-art performance in enhancing semantic consistency while maintaining
superior aesthetic quality. Compared with previous methods, VisualPrompter exhibits better gener-
alization capabilities, which can be easily adapted to various diffusion models. We intend to extend
this feedback-driven optimization system to multimodal generative models in our future work.
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A AUTOMATIC CONSTRUCTION OF DSG

Davidsonian Scene Graph (DSG) (Cho et al., 2024) is a set of questions in the form of directed
acyclic graph, which has been used for text-image alignment evaluation. As shown in the right
of Figure 6, each question in DSG is about an atomic concept, which represents a specific and
indivisible semantic unit through a tuple. By feeding the generated images and the related questions
into a visual question answering model, we can effectively identify and analyze the missing concepts
present in the images.

A boxer dog sitting in the grass
with a chew toy in its mouth. 

1. Entity - whole (dog)
2. Entity - whole (grass)
3. Entity - whole (chew toy)
4. Attribute - type (dog, boxer bog)
5. Attribute - state (dog, sit)
6. Attribute - state (dog, in the grass)
7. Relation - spatial (dog, chew toy, have in mouth)

1. Is there a dog?
2. Is there grass?
3. Is there a chew toy?
4. Is the dog a boxer dog?
5. Is the dog sitting?
6. Is the dog in the grass?
7. Is the dog holding a chew toy in its mouth?

1. Independent
2. Independent
3. Independent
4. Relies on 1
5. Relies on 1
6. Relies on 1 and 2
7. Relies on 1 and 3

Is there a dog?
Is there a 
chew toy?

Is the dog in the
grass?

Is the dog
sitting?

Is the dog a
boxer dog?

Is there grass?

Is the dog
holding a chew

toy in its mouth?

Entity - whole

Entity - whole

Entity - whole

Attribute - type

Attribute - state Attribute - state

Relation - spatial

LLM

Prompt

Tuples

Questions

Dependencies

Task 1: Tuple Generation Task 2: Question Transformation

Task 3: Dependency Identification

Davidsonian Scene Graph (DSG)

Figure 6: The automatic construction of DSG with an LLM.

Large language models (LLMs) have been employed to construct DSG from textual descriptions
automatically. To meticulously construct a DSG that is both comprehensive and non-redundant, our
approach adopts a three-step pipeline for the overall generation process, as illustrated in Figure 6.
Specifically, an input prompt is first decomposed into detailed concepts represented as tuples, which
include entities, attributes, relations and actions in the text. Based on these tuples of atomic con-
cepts, LLMs are able to generate corresponding general interrogative sentences and determine the
dependency relationship among them. Finally, the questions and dependencies are combined to form
the DSG for further use.

To ensure consistent and standardized outputs from the large language model (LLM), for each step
in the process, we provide the LLM with a well-designed preamble and multiple manually annotated
samples. This methodology guides the LLM to generate tuple annotations in a uniform format for
new inputs, thereby enhancing the reliability and scalability of DSG generation across diverse textual
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Task: I will give several examples that contain the input and
output. Then I will give a prompt, please generate skill-specific
tuples from the prompt according to the specified task
requirements and provided examples. The last element of a
tuple should be enclosed in parentheses. 
First, extract all entities from the prompt and describe them
using triples that start with "entity". If the entity represents a
part of another entity, use "part" as the second element of the
triple; otherwise, use "whole". And the last element of the triple
is the name of the entity. For entity that is a part of a whole one,
the name should include its main entity.  
Second, extract all the descriptions of style and describe them
using tuples that start with "other". Descriptions with specific
quantities should also be recorded. 
Third, extract all attributes of the entities such as color,
material, shape and size. Descriptive phrase of appearance
that contain verbs is also treated as an attribute. However,
descriptions of location is not considered in this task. Describe
them using triples that start with "attribute". For the second
element of the triple, specify the category of the attribute. And
for the final element, provide the entity and its attribute. 
Last, extract the spatial and action relationships between
entities and describe them using triples or tuples that start with
"relation". For spatial relationship, use "spatial" as the second
element, followed by a third element that details the two entities
and their spatial relation. For action-based relationship, use a
tuple to describe it. And the last element describes two entities
and the action relationship. 
Only give me those tuples without the prompt. Do not generate
tuples describing the same thing among all the tasks. Do not
generate tuples that are not explicitly described in the prompts. 
output format: id | tuple

input:
PROMPT
A person wearing sunglasses is riding a bike. 

output:
1 | entity - whole - (person)
2 | entity - part - (person's sunglasses)
3 | entity - whole - (bike)
4 | attribute - state - (person, wearing sunglasses)
5 | relation - action - (person, bike, riding)

...... (another 22 samples)

input:
PROMPT
An infant is sitting on a bed wearing glasses and reading a
book. 

output:

Output

Preamble

Examples

1 | entity - whole - (infant)
2 | entity - whole - (bed)
3 | entity - part - (glasses)
4 | entity - whole - (book)
5 | attribute - state - (infant, sitting)
6 | attribute - state - (infant, wearing glasses)
7 | relation - spatial - (infant, bed, on)
8 | relation - action - (infant, book, reading)

Test Input

Figure 7: Example of tuple generation.

Task: I will give several examples that contain the input and
output. Then I will give a prompt, skill-specific tuples and tuples
after supplementation. Please provide me with a complete,
natural sentence based on the given prompt, which
incorporates the content of the new tuples. 
Here are some rules for these tuples. 
Triples that start with "entity" describe the entity in the given
prompt. If the entity represents a part of another entity, use
"part" as the second element of the triple; otherwise, use
"whole". And the last element of the triple is the name of the
entity. For entity that is a part of a whole one, the name should
include its main entity.  
Triples that start with "other" describe the total style of the
image. Descriptions with specific quantities should also be
recorded. 
Triples that start with "attribute" describe the attribute of the
entity in them. For the second element of the triple, specify the
category of the attribute. And for the final element, provide the
entity and its attribute. 
Triples that start with "relation" or "action" describe the relation
and action of the entities. For spatial relationship, use "spatial"
as the second element, followed by a third element that details
the two entities and their spatial relation. For action-based
relationship, use a tuple to describe it. And the last element
describes two entities and the action relationship. 
You should only give me the rewritten text. Do not add any
irrelevant content that is not in the new tuples. 

input:
PROMPT
A red motorcycle parked by paint chipped doors.
TUPLES
1 | entity - whole (motorcycle)
2 | entity - whole (doors)
3 | attribute - color (motorcycle, red)
4 | attribute - state (door, paint chipped)
5 | relation - spatial (motorcycle, door, next to)
6 | attribute - state (motorcycle, parked)
REWRITTEN_TUPLES
1 | entity - whole (motorcycle)
2 | entity - whole (doors)
3 | attribute - color (motorcycle, red)
4 | attribute - state (doors, paint chipped)
5 | relation - spatial (motorcycle, doors, next to)
6 | attribute - state (motorcycle, parked)
7 | attribute - state (motorcycle, shiny)
8 | attribute - state (doors, old)
9 | other - count (doors, ==2)
10 | entity - whole (wall)
11 | attribute - color (wall, white)
12 | relation - spatial (doors, wall, attached to)

output:
A red and shiny motorcycle is parked next to two old, paint-
chipped doors that are attached to a white wall.

...... (another 22 samples)

input:
PROMPT
A man riding his bike of rock cliffs.
TUPLES
1 | entity - whole (man)
2 | entity - whole (bike)
3 | entity - whole (rock cliffs)
4 | action - (man, bike, ride)
5 | relation - spatial (man, rock cliffs, on)
REWRITTEN_TUPLES
1 | entity - whole (man)
2 | entity - whole (bike)
3 | entity - whole (rock cliffs)
4 | action - (man, bike, ride)
5 | relation - spatial (man, rock cliffs, on)
6 | attribute - state (man, riding)
7 | attribute - state (bike, moving)
8 | attribute - state (rock cliffs, rugged)
9 | attribute - state (man, helmet, wearing)
10 | relation - spatial (bike, man, on)

output:

Output

Preamble

Examples

A man is riding his bike on rugged rock cliffs. He is wearing a
helmet, and the bike is moving on the cliffs.

Test Input

Figure 8: Example of prompt regeneration.

Task: I will give several examples that contain the input and
output. And I will give a prompt, skill-specific tuples and a yes
or no list, please add more tuples with additional information
which do no conflict with the previous information. 
First, rewrite all the given tuples. Here are some rules for these
tuples. 
Triples that start with "entity" describe the entity in the given
prompt. If the entity represents a part of another entity, use
"part" as the second element of the triple; otherwise, use
"whole". And the last element of the triple is the name of the
entity. For entity that is a part of a whole one, the name should
include its main entity.  
Triples that start with "other" describe the total style of the
image. Descriptions with specific quantities should also be
recorded. 
Triples that start with "attribute" describe the attribute of the
entity in them. For the second element of the triple, specify the
category of the attribute. And for the final element, provide the
entity and its attribute. 
Triples that start with "relation" or "action" describe the relation
and action of the entities. For spatial relationship, use "spatial"
as the second element, followed by a third element that details
the two entities and their spatial relation. For action-based
relationship, use a tuple to describe it. And the last element
describes two entities and the action relationship. 
Second, if the list specifies 'no', expand the corresponding tuple
with the same id. Generate several additional detailed
descriptions such as objects, attributes and actions and write
them after the tuples with continuing sequentially ids. You can
create content that is not present in the given prompt.
Each tuple is preceded by a numerical id. If there is no false
answer in the answer list, just give back the input tuples is ok. 
You should only give me the tuples. Do not give explations. 
output format: id | tuple

input:
PROMPT
A red motorcycle parked by paint chipped doors.
TUPLES
1 | entity - whole (motorcycle)
2 | entity - whole (doors)
3 | attribute - color (motorcycle, red)
4 | attribute - state (door, paint chipped)
5 | relation - spatial (motorcycle, door, next to)
6 | attribute - state (motorcycle, parked)
ANSWERS
1 | yes
2 | no
3 | yes
4 | no
5 | no
6 | yes

output:
1 | entity - whole (motorcycle)
2 | entity - whole (doors)
3 | attribute - color (motorcycle, red)
4 | attribute - state (doors, paint chipped)
5 | relation - spatial (motorcycle, doors, next to)
6 | attribute - state (motorcycle, parked)
7 | attribute - state (doors, old)
8 | attribute - state (doors, old)
9 | other - count (doors, ==2)
10 | entity - whole (wall)
11 | attribute - color (wall, white)
12 | relation - spatial (doors, wall, around)

...... (another 22 samples)

input:
PROMPT
Three security guards wearing black uniform looking through
binoculars, in three different directions, shot on white
TUPLES
1 | entity - whole (security guards)
2 | other - count (security guards, ==3)
3 | entity - part (security guards' uniform)
4 | attribute - color (security guards' uniform, black)
5 | entity - part (security guards' binoculars)
6 | relation - action (security guards, binoculars, look through)
7 | attribute - state (security guards, in three different directions)
ANSWERS
1 | yes
2 | no
3 | yes
4 | yes
5 | yes
6 | no
7 | yes

output:

Output

Preamble

Examples

1 | entity - whole (security guards)
2 | other - count (security guards, ==3)
3 | entity - part (security guards' uniform)
4 | attribute - color (security guards' uniform, black)
5 | entity - part (security guards' binoculars)
6 | relation - action (security guards, binoculars, look through)
7 | attribute - state (security guards, in three different directions)
8 | relation - action (security guard 1, binoculars, look north)
9 | relation - action (security guard 2, binoculars, look east)
10 | relation - action (security guard 3, binoculars, look south)
11 | attribute - state (security guards, standing)
12 | entity - whole (background)
13 | attribute - color (background, white)

Test Input

Figure 9: Example of concepts expansion.

inputs. We assign a numerical identifier to each tuple to distinguish between them and ensure the
integrity of data. An example of tuple generation is shown in Figure 7. The preambles and annotated
examples for other tasks will be included in our code release.
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Table 7: Class and examples of aesthetic keywords.

class Samples
quality best quality, 4k, 8k, highres, masterpiece, fantasy art, highly detailed
style photo-realistic, oil painting, portraits, digital art, landscape, impressionist, anime, concept artists, cyberpunk

background blue sky, crowded road, beautifully decorated wall, high mountain
light studio lighting, soft lighting, sun lighting, diffuse lighting, cold lighting

aesthetics beautiful, elegant, stunning, lovely, majestic, charming, graceful

For the generation of questions and dependencies, we provide the LLM with both the prompts and
tuples to enhance comprehension. Any invalid results will be regenerated multiple times to ensure
accuracy.

B TARGET-SPECIFIC OPTIMIZATION

Here we provide examples for the two key technologies in our target-specific optimization module:
concepts expansion and prompt regeneration. We utilize the LLM engineering method used in DSG
generation above. Examples of prompt templates are shown in Figure 8 and Figure 9.

C KEYWORDS FOR DECORATION

To enhance the aesthetics of generated images, we employ an LLM decorator to incorporate key-
words which have been demonstrated to substantially improve the aesthetic appeal of the images. To
constrain the generation scope of the LLM, we provide several keyword examples in the task pream-
ble and instruct the LLM decorator to select appropriate keywords that align with the prompt content.
These suitable keywords are appended at the end of the input sentence, separated by commas. We
collect some keywords from the results of NeuroPrompts and BeautifulPrompt. These keywords are
systematically organized according to their descriptive categories, including image quality, artistic
style, background description, environmental illumination and perspective. A selection of examples
is illustrated in Table 7.

For each class of keywords, we guide the LLM to select or create 0 to 2 words and incorporate
them into the input prompts. This approach yields sentences that are both detailed and enriched with
aesthetic keywords. Our experimental findings indicate that the inclusion of these aesthetic key-
words does not substantially affect the semantic consistency between generated images and textual
descriptions.

D EVALUATION RELIABILITY WITH DSG

We adopt the Davidsonian Scene Graph (DSG) (Cho et al., 2024) as a stable metric for text-image
alignment. DSG decomposes prompts into atomic, dependency-structured questions whose accu-
racy yields a precise measurement of semantic consistency. The alignment score is computed as
the proportion of ”yes” responses from a VLM, ensuring that images with stronger textual fidelity
receive higher scores. Notably, DSG demonstrates near-perfect reliability: questions achieve 98.3%
precision and 96.0% recall against human annotations, while state-of-the-art VLMs answer these
questions with 82.6% accuracy in entity judgments. These results substantiate the reliability of
DSG, enabling our VisualPrompter to deliver dependable defect detection and targeted optimiza-
tion. Furthermore, DSG’s dependency-aware design inherently prunes invalid queries such as asking
about an attribute when the object is absent, thereby reducing noise and reinforcing measurement
stability across diverse prompts and models. For additional experiments and implementation details
validating DSG’s stability, please refer to Cho et al. (2024).

E DETAILED RESULTS ON BENCHMARKS

The benchmarks used in our study, namely TIFA v1.0 (Hu et al., 2023) and DSG (Cho et al., 2024)
(as introduced in the paper), consist of multiple constituent datasets. We have systematically evalu-
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Table 8: Detailed results on TIFA benchmark. Reported scores represent the percentage of “yes”
answers.

Model Category of texts Overallcoco drawbench partiprompt paintskill

SD v1.5 81.8 65.2 72.5 58.5 75.0
NeuroPrompts 69.7 49.5 58.2 52.4 62.8

Promptist 78.1 62.4 67.9 57.8 71.4
BeautifulPrompt 56.3 50.8 45.9 43.1 50.9

VisualPrompter 87.5 (+5.7) 70.5 (+5.3) 77.0 (+4.5) 66.8 (+8.3) 80.7 (+5.7)

(a) Semantic evaluation on Stable Diffusion v1.5.

Model Category of texts Overallcoco drawbench partiprompt paintskill

SD v2.1 86.2 69.1 77.9 67.5 80.4
NeuroPrompts 81.4 64.5 72.5 64.3 75.5

Promptist 82.3 67.1 74.8 67.3 77.2
BeautifulPrompt 58.9 50.3 48.9 46.8 53.6

VisualPrompter 89.0 (+2.8) 74.5 (+5.4) 79.6 (+1.7) 69.7 (+2.2) 82.8 (+2.4)

(b) Semantic evaluation on Stable Diffusion v2.1.

Model Category of texts Overallcoco drawbench partiprompt paintskill

Flux 92.4 80.8 86.2 77.2 87.9
NeuroPrompts 88.6 74.2 80.3 79.2 84.0

Promptist 90.0 75.6 82.3 78.2 85.3
BeautifulPrompt 63.2 56.1 49.8 56.3 57.4

VisualPrompter 96.2 (+3.8) 87.6 (+6.8) 90.8 (+4.6) 94.7 (+5.5) 93.8 (+5.9)

(c) Semantic evaluation on Flux-dev.

Model Category of texts Overallcoco drawbench partiprompt paintskill

Janus-Pro 90.8 85.4 80.2 81.1 85.7
NeuroPrompts 92.9 85.2 87.9 83.9 89.7

Promptist 90.4 79.4 84.8 81.1 86.9
BeautifulPrompt 67.1 60.3 56.6 57.4 62.0

VisualPrompter 95.4 (+2.5) 88.2 (+2.8) 91.9 (+4.0) 93.8 (+9.9) 93.7 (+4.0)

(d) Semantic evaluation on Janus-Pro.

Table 9: Detailed results on DSG benchmark. The best scores are highlighted in boldface. Our
VisualPrompter stands out as the only method that demonstrates notable improvement in semantic
consistency evaluation.

Model Datasets of Source Texts Overallwhoops localized posescript vrd countbench midjourney tifa160 draw text stanford diffusion db

SD v1.5 69.8 70.9 65.9 66.7 68.0 61.5 77.1 55.2 65.6 68.6 67.5
NeuroPrompts 57.8 62.9 58.3 62.2 54.1 50.3 64.6 47.6 62.0 60.6 58.4

Promptist 73.7 68.0 61.8 64.7 66.2 57.9 70.5 56.1 65.1 63.3 65.1
BeautifulPrompt 48.0 48.3 52.8 53.7 43.7 46.3 50.1 41.5 38.9 54.5 47.9

VisualPrompter 76.5 (+2.8) 75.7 (+4.8) 61.5 (-4.4) 71.4 (+4.7) 72.3 (+4.3) 63.4 (+1.9) 77.8 (+0.7) 54.5 (-1.6) 63.6 (-2.0) 73.2 (+4.6) 69.5 (+2.0)

(a) Semantic evaluation on Stable Diffusion v1.5.

Model Datasets of Source Texts Overallwhoops localized posescript vrd countbench midjourney tifa160 draw text stanford diffusion db

SD v2.1 76.9 77.7 66.9 70.6 69.5 63.0 81.6 64.1 73.3 71.6 72.1
NeuroPrompts 70.8 76.4 62.2 74.5 66.4 58.7 74.5 63.8 66.1 70.1 68.7

Promptist 71.5 73.3 65.8 68.1 71.2 59.8 75.9 67.1 64.6 65.7 68.7
BeautifulPrompt 54.7 47.3 55.2 56.4 47.1 44.6 52.4 41.3 43.4 52.1 49.6

VisualPrompter 82.0 (+5.1) 80.6 (+2.9) 71.1 (+4.2) 77.5 (+3.0) 79.1 (+9.6) 69.6 (+6.6) 83.8 (+2.2) 73.3 (+6.2) 74.2 (+0.9) 74.9 (+3.3) 77.0 (+4.9)

(b) Semantic evaluation on Stable Diffusion v2.1.

Model Datasets of Source Texts Overallwhoops localized posescript vrd countbench midjourney tifa160 draw text stanford diffusion db

Janus-Pro 86.1 87.2 69.8 82.4 73.7 65.6 87.2 79.9 85.9 72.1 79.5
NeuroPrompts 86.2 88.7 76.7 86.4 76.0 68.3 88.1 85.9 86.8 70.0 81.7

Promptist 84.6 80.4 68.1 80.3 76.2 65.6 88.3 78.9 82.5 69.2 78.0
BeautifulPrompt 66.3 54.2 59.1 62.4 54.7 45.2 61.0 45.5 44.3 56.8 55.3

VisualPrompter 91.2 (+5.0) 86.6 (-2.1) 74.2 (-2.5) 86.9 (+0.5) 79.0 (+2.8) 69.8 (+1.5) 90.8 (+2.5) 85.8 (-0.1) 80.1 (-6.7) 76.9 (+4.8) 82.6 (+0.9)

(c) Semantic evaluation on Janus-Pro.

ated VisualPrompter’s performance across all sub-datasets and compiled the comprehensive results
in Table 8 and Table 9.

From Table 9, our model demonstrates more pronounced improvements across prompts from
whoops, localized and countbench datasets, which care more about object attributes and spatial
relationships. The results demonstrate that our model is capable of effectively enhancing semantical
elements in the prompt, ensuring their representation in the generated images. We also notice that
there are still 3 sub-datasets in the detailed tables on which our method exhibits a slight performance
decline. We attribute this fact to the limitation of the Stable Diffusion v1.5, which is not sufficiently
capable of comprehending human poses and processing long textual descriptions.
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localized
narratives

countbench

midjourney

whoops

Formation flyers: The four
Blades planes fly 26
consecutive loops to
break a world record.

Blind Mike Newman did
the first one before his
copilot took over the

controls

The four Blades planes,
flying in formation at high
altitude with synchronized

aerobatic maneuvers,
perform 26 consecutive
loops at fast speed to
break a world record.

Initially, blind pilot Mike
Newman executed the

first loop before handing
over the controls to his
copilot, highly detailed,

best quality, 8k

blue peacock birds set of
two 11 quot

A set of two blue male
peacocks, each

measuring 11 inches, are
standing and spreading

their magnificent feathers,
highly detailed, 8k, digital
art, fantasy, elegant, soft

lighting

Garbage design concept
with four square

compositions of flat waste
recycling and cleaning
images and pictograms

vector illustration

A garbage design concept
illustrated through four
square compositions
featuring flat waste

recycling and cleaning
images in blue and green
respectively, along with

black pictograms, all
presented in a vector

format, highly detailed, 8k,
digital art, smooth, elegant

Bigjigs Pack of six eggs - A Bigjigs Pack contains
six fresh eggs in a

cardboard carton, highly
detailed, best quality, 4k,

realistic, soft lighting,
elegant

In this image we can see
the wooden wall with

some lines.

In this image, we can see
a wooden wall with some
lines, highly detailed, 4k,
realistic, serene, softly lit,

elegant

In this picture I can see
the lights at the bottom, on
the left side it looks like a
planet, on the right side

there is another planet. It
looks like an edited image.

In this image I can see the
food which is in yellow,
cream, red and green

color.

In this image there is a
table with some objects on

it. The table is having
some drawers. Beside the

table there is another
object. Behind the table

there is a wall.

In this image, there is a
table with various objects
and multiple drawers on it.
Beside the table, there is

another object, and
behind the table, there is a
wall, highly detailed, best
quality, 4k, realistic, soft

lighting, elegant

Holding the Universe in
my Hands

Holding the vast, glowing
Universe in my powerful
hands, highly detailed,
best quality, 8k, fantasy
art, surreal, elegant, soft

lighting

an iron robot with childlike
proportions cute ears big
eyes show entire body

An iron robot with childlike
proportions stands with a
smile, showing its entire

body. The robot has cute,
silver ears and large, blue

eyes, digital art, highly
detailed, 4k,

photorealistic, elegant,
soft lighting

Monalisa taking a selfie,
hyper-realistic, 8k,
realistic, cinematic

lighting, ultra-detailed,
octane render, depth of

field

Monalisa is taking a selfie,
smiling with her camera
capturing the moment,

hyper-realistic, 8k,
cinematic lighting, soft,

high-quality render,
beautifully blurred, perfect

depth of field effect,
photo-realistic, elegant

painting of surreal
cityscape with buildings

replaced by libraey
bookshelves

A painting of a surreal
cityscape where buildings

have been replaced by
library bookshelves filled

with various types of
books. The streets within

the cityscape remain
empty, highly detailed,
digital art, fantasy, soft

lighting, elegant

A soccer player is about to
kick a bowling ball

A soccer player in a ready
stance is about to kick a
stationary bowling ball,
highly detailed, surreal,
4k, photo-realistic, soft

lighting, elegant

An orca whale swimming
in the Nile River in front of

an Egyptian pyramid

An orca whale is
swimming in the blue,

flowing Nile River in front
of an ancient Egyptian

pyramid, which is
surrounded by a desert,
surreal, highly detailed,
8k, photo-realistic, sun

lighting, elegant

Modern humans wearing
modern clothing

interacting with a woolly
mammoth outside in the

snow

Modern humans, dressed
in warm, modern clothing

and smiling, are
interacting with a curious
woolly mammoth outside

in the snow. They are
making footprints in the

snow as they engage with
the mammoth, highly

detailed, best quality, 8k,
photo-realistic, soft

lighting, snowy landscape,
elegant

A hamster hatches from
an egg.

A tiny hamster, newly
hatched, emerges from a

broken egg with a cracked
eggshell, highly detailed,

best quality, 4k, soft
lighting, delicate, fantasy

art, elegant

In this edited image, I can
see the lights at the

bottom. On the left side,
there is a glowing planet
in space, and on the right

side, there is a dimmer
planet also in space,

highly detailed, 8k, fantasy
art, diffuse lighting,

elegant

In this image, I can see
the food which is in yellow,

cream, red, green,
orange, and blue colors,
highly detailed, vibrant,

8k, photo-realistic,
beautifully decorated wall,

soft lighting, elegant

Figure 10: Examples of images generated by Stable Diffusion v1.5. Each line corresponds to the
results of prompts derived from distinct sub-datasets. The right image in each pair is generated from
the prompt optimized by VisualPrompter, as detailed below the image.

The experimental results demonstrate that our method achieves significant improvements across all
subcategories of the TIFA benchmark, indicating its strong capability in optimizing naturally de-
scribed sentences. On the DSG benchmark, our model shows consistent performance gains in most
subcategories, which further validates its generalization ability across different evaluation metrics.

While our approach delivers robust performance overall, we observe marginal performance de-
creases when applied to SD v1.5 and Janus-Pro models on the DSG benchmark. This can be
attributed to two main factors: (1) SD v1.5’s limited capacity in processing moderately complex
sentences often leads to substantial detail loss, and (2) Janus-Pro’s superior language understanding
capability makes it particularly responsive to NeuroPrompt-optimized sentences, creating a slightly
higher result. We plan to conduct more in-depth investigations to develop better optimization strate-
gies in our future work.

F MORE CASES OF VISUALPROMPTER

We provide more results for our optimization approach. As shown in Figure 10, Figure 11, and
Figure 12. Each image pair consists of one generated from the original prompt and another from
the prompt optimized by our VisualPrompter, with the corresponding prompt text displayed beneath
each image. The visualization results convincingly demonstrate that our VisualPrompter exhibits
robust adaptability to various prompts and substantiates superior performance in rectifying multiple
types of generation artifacts.
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drawtext

countbench

vrd

whoops

Feeling lucky concept.
stock photo, Illustrated

four ace cards standing in
formation on their corners

and reflecting into
foreground. Black and red
background. by Samantha

Craddock

Illustrated four ace cards,
standing in a triangular

formation on their corners
and reflecting into the

foreground, are upright
and colored in red and
black against a dual-
colored black and red

background, highly
detailed, digital art,

fantasy, sharp focus,
elegant

Set of seven recyclable
brown paper bags Stock

photo veralub

A set of seven recyclable,
empty, brown paper bags
with a rough texture are
stacked together, highly
detailed, best quality, 8k,

realistic, soft lighting,
elegant

five women at a lakes
area professional
women's event

Five women, dressed
professionally, are

attending a lakes area
professional women's

event near a lake, with the
event currently ongoing,
highly detailed, photo-
realistic, elegant, soft

lighting, serene lake view

Doctor icon sign symbol
on nine round colourful

vector

Nine round, colorful
vectors each feature a
doctor icon sign symbol

on them, digital art, highly
detailed, 4k, vibrant,
illustration, elegant

a bowl of alphabet cereal,
with the message

'smackeroo' written in the
bowl with the cereal letters

A full bowl of colorful
alphabet cereal, with the

message 'smackeroo'
written in the bowl using

cereal letters that form the
words, highly detailed, 4k,
vibrant, photo-realistic, on

a beautifully decorated
wall, soft lighting, elegant

A photo of a panda giving
a presentation in a large

conference room, with text
diffusion Models , in the

style of van Gogh

a blueprint of a house,
with a triangle for the roof,
a square for the walls, and

a rectangle for the floor,
and with the message 'this

house is built on the
principles of abstraction'

studio shot of word 'BEE'
made from bees, white
background, in a frame

made from bees

In a studio shot, the word
"BEE" is made from bees

and placed inside a
hexagonal frame also
made from bees, all

against a white
background, highly

detailed, 8k, elegant,
studio lighting, best quality

sky above roof. boat has
roof. trees behind building.

roof on building. roof
above building

The sky is above the roof
of a boat, which is floating.

Tall trees are behind an
old building, and the roof
is both on and above the
building, surreal, highly
detailed, photo-realistic,

soft lighting, elegant

bottle on table. bottle on
the left of bottle. bottle

behind table

There are two bottles on a
table. The first bottle is on
the left side of the second
bottle, and the first bottle
is also behind the table,

realistic, 4k, detailed, soft
lighting, elegant

airplane has wheel.
airplane on street. engine

next to airplane. wheel
below airplane

An airplane with wheels is
grounded on a street
beside a road, with its
engine next to it. The
wheels are below the

airplane, surreal, highly
detailed, 8k, photo-

realistic, crowded road,
soft lighting, elegant

person next to person.
person wear sunglasses.
sunglasses above shirt.
sunglasses on person.
plate on table. person

wear jeans. person wear
shirt. sunglasses on

person

Two people are standing
next to each other. One of

them is wearing dark
sunglasses that sit above
their casual shirt, and they

are also wearing blue
jeans. Near them is a

table with a round plate on
it, highly detailed, best

quality, 8k, photo-realistic,
soft lighting, elegant

A child draws a blue
flower with a red pencil.

A child is drawing a blue
flower on paper with a
sharp red pencil, highly

detailed, best quality, 4k,
serene, soft lighting,

elegant

Movie goers nibble on
vegetables instead of

popcorn

Movie goers are enjoying
fresh vegetables in their
hands instead of absent
popcorn, photo-realistic,
highly detailed, 8k, soft

lighting, in a theater,
elegant

A coffee cup that is full of
holes

A coffee cup that is full of
holes, surreal, highly

detailed, 8k, fantasy art,
soft lighting, elegant

A turtle running in a
marathon

A turtle is running
energetically in a

marathon, moving along
the marathon track, highly

detailed, 4k, photo-
realistic, outdoors, sun

lighting, elegant

A photo in the style of van
Gogh shows a panda

giving a presentation in a
large conference room.
The panda is facing a

projector screen where
the text "Diffusion Models"
is displayed. An audience

is listening inside the
conference room, vibrant,

highly detailed, 8k,
impressionist, realistic,
warm lighting, elegant

A blueprint of a house,
with a triangular roof,
square walls, and a

rectangular floor, and with
the message "this house

is built on the principles of
abstraction." The house

also features circular
windows and a

rectangular door,
emphasizing its abstract
design, digital art, highly

detailed, 8k, elegant

Figure 11: Examples of images generated by FLUX-dev. Each line corresponds to the results of
prompts derived from distinct sub-datasets. The right image in each pair is generated from the
prompt optimized by VisualPrompter, as detailed below the image.

midjourney

diffusiondb

realistic detailed character
with dark plugsuit with

rainbow insert
symmetrical!!!!! art by

yoshitaka amano by yukito
kishiro by yoshiyuki

sadamoto by artgerm by
hajime sorayama

A realistic and detailed
character stands

confidently, with pale skin,
glowing eyes, and spiky

hair. The character is
wearing a dark plugsuit

with a symmetrical
rainbow insert, designed

by artists such as
Yoshitaka Amano, Yukito

Kishiro, best quality, highly
detailed, 8k, futuristic

kitchen tiled backsplash
inspired by modern art

A kitchen tiled backsplash
inspired by modern art,

featuring abstract shapes
and vibrant colors, is on

the kitchen wall, best
quality, digital art, highly

detailed, 8k, elegant,
smooth lighting

indian woman and
chinese man on crowded

tube, digital painting,
trending on artstation,

concept art, sharp focus,
illustration, art by artgerm
and greg rutkowski and

magali villeneuve

A digital painting
illustrating a crowded

tube, featuring an Indian
woman wearing traditional

clothes and a Chinese
man in modern attire, both
standing near each other,
digital art, highly detailed,

best quality, 8k, photo-
realistic, soft lighting,

elegant

man made of swirling
smoke and wind - blown
snow, holding a portal to

the universe,
photorealistic, highly

detailed, octane render

A man, made of swirling
smoke and wind-blown

snow, is holding a glowing
portal to the universe. His
hand is covered in wind-

blown snow, and the
scene is highly detailed
and photorealistic, with

the wind blowing
intensely.

smurf brutalist cubist
sculpture --aspect 9:19

A brutalist and cubist
sculpture of a smurf, with
an abstract design and a

blue color, made of
concrete, highly detailed,

best quality, 8k,
impressionist, elegant,

outdoors

a cow with eyebrows fleur de lis. marijuana.
trichomes. purp. 4:20

hyper realistic crazed
zealot

A hyper-realistic depiction
of a crazed zealot with an
intense gaze, disheveled
appearance, aggressive
stance, wild eyes, and

clenched fists, best
quality, highly detailed, 8k,
photo-realistic, dramatic

lighting, elegant

A cow with curved, brown
eyebrows, highly detailed,

best quality, photo-
realistic, serene field, soft

lighting, elegant

A fleur de lis, symbolizing
decorative design, is

alongside purple
marijuana covered in

trichomes, highly detailed,
8k, soft lighting, elegant

Figure 12: Examples of images generated by Janus-Pro. Each line corresponds to the results of
prompts derived from distinct sub-datasets. The right image in each pair is generated from the
prompt optimized by VisualPrompter, as detailed below the image.

G FAILURE CASES OF VISUALPROMPTER

Despite its effectiveness, our VisualPrompter still exhibits certain limitations. A few typical failures
cases are shown in Figure 13. Most failure cases stem from the inherent constraints of the gen-
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Janus-Pro

Flux-dev

Pineapple cocktail
napkins, white, set of four

A set of four small white
paper cocktail napkins,
each featuring a printed
pineapple design, highly

detailed, 4k, elegant, on a
beautifully decorated

table, soft lighting

adorable cute silly happy
corgi puppy, enamel pin

An adorable, cute, silly,
and happy corgi puppy

with a shiny metal enamel
pin attached to it, highly

detailed, 4k, photo-
realistic, outdoors, soft

lighting, elegant

a large clock hangs from a
building and reads 12:43

A large black metal clock
hangs from a building,

ticking and reading 12:43,
highly detailed, photo-

realistic, 8k, elegant, soft
lighting, on a crowded

street

A rubix cube with ten
squares of purple

A rubix cube with ten
squares colored in purple,

highly detailed, 4k,
smooth, fantasy art,

elegant

Top five smartphones
launched in September

The top five smartphones
launched in September

come from various brands
and feature advanced

camera systems and high-
resolution displays, best
quality, detailed, elegant,

high-tech, showcase

Water bears walking in the
flowers

chair under counter. stove
below pot. pot on stove

An Egyptian tablet shows
an automobile.

An Egyptian stone tablet
adorned with

hieroglyphics and
inscriptions on its surface,
depicting an automobile,

highly detailed, best
quality, 8k, museum piece,

elegant, soft lighting

Tiny water bears are
moving and walking

among the blooming,
colorful flowers, highly

detailed, 4k, fantasy art,
soft lighting, elegant

A chair is under the
counter, and beside the

counter is a sink with
cutlery placed on it. Below
the heating stove, a pot is

placed on the stove,
realistic, detailed, kitchen

setting, soft lighting,
elegant

Figure 13: Some failure cases of VisualPrompter. The two rows of images are from Flux-dev and
Janus-pro, respectively.

Table 10: Impact of random seed. We report the mean and standard deviation of semantic accuracy
based on the DSG benchmark.

T2I Models Prompt Modification Approach
None Qwen3-32B VisualPrompter

SD v1.5 67.4 ± 0.13 60.9 ± 0.43 69.8 ± 0.56
FLUX-dev 79.2 ± 0.08 79.7 ± 0.21 84.3 ± 0.12

erative model, particularly its suboptimal accuracy in multi-object generation, which occasionally
leads to irrecoverable artifacts in the final output. Additionally, some errors arise from the VLM’s
judgment, where semantically subtle or ambiguous prompts are incorrectly validated, preventing
VisualPrompter from identifying and optimizing these issues. Nevertheless, we anticipate that ad-
vancements in VLM capabilities will progressively mitigate these challenges, further enhancing the
robustness of our model.

H INFLUENCE OF RANDOM SEED

To investigate the impact of random seeds, we conduct extensive experiments on two text-to-image
generative models using five different random seeds and present the comprehensive results in Ta-
ble 10. The experimental outcomes show remarkably consistent performance across all trials, with
only minimal deviations observed. This stability clearly demonstrates that the influence of random
seeds on our results is statistically negligible.

The observed robustness can be attributed to two key factors. First, the DSG benchmark incorporates
an extensive set of over a thousand diverse prompts, providing sufficient data volume to effectively
average out any potential randomness. Second, while random variations might affect certain as-
pects like layout generation, they have minimal impact on semantic content representation. This is
particularly relevant as our VisualPrompter framework is specifically designed to enhance and com-
plement semantic information processing, further mitigating any potential variability from random
initialization.

I POTENTIAL TOWARD MULTIMODAL ANALYSIS

To evaluate the broader applicability of our approach, we integrate ControlNet (Zhang et al., 2023)
with human pose estimation, enabling image generation conditioned on both skeletal inputs and
textual prompts. We quantitatively assess skeleton-to-image consistency using our VisualPrompter’s
VLM module, which additionally provides refinement suggestions for improved alignment.
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The athlete stands
on the vibrant grass,

raising the
championship cup
high in celebration

The athlete stands on
the vibrant grass, raising

the championship cup
high in celebration, with
his right hand planted

on his hip, 4k, detailed,
outdoors

Reference Original Optimized

VisualPrompter

comparison

suggestion
and refinement

Figure 14: Multimodal application of VisualPrompter. Figure 15: Screenshot of human eval-
uation interface.

As illustrated in Figure 14, our framework demonstrates promising potential for multimodal anal-
ysis—effectively bridging visual structural data (skeletons) and linguistic descriptions. This multi-
modal capability suggests significant versatility in handling diverse input modalities. We identify
this as a pivotal research direction and plan to systematically explore: (a) cross-modal interaction
mechanisms, (b) scalability to additional modalities, and (c) quantitative evaluation frameworks,
which will constitute a cornerstone of our future work.

J USER STUDY SETTINGS

We provide a simple test system for our human evaluation experiment based on streamlit, as shown in
Figure 15. Departing from the experiments in previous text-to-image prompt engineering studies that
only focus on aesthetic evaluation, our assessment framework specifically incorporates an analysis
of semantic alignment between generated visual content and the corresponding textual prompts,
which measures how well the generated images align with the user intent.

As shown in Figure 15, a raw prompt and a pair of images are given to the participants for each
test. The images pair consist of an image generated by the original prompt above and another image
generated by the optimized prompt. In our experiment, the optimized prompts are invisible to the
participants. To eliminate potential bias, images in each pair are randomly assigned to left or right
positions. Participants are required to evaluate two key aspects individually: the visual consistency
with the given prompt and the aesthetic appeal of each image. Both provide essential insights into
the overall quality of the visual representation.
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